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Multiphoton ionization of hydrogen, at laser frequencies, is studied numerically using the
stretched hydrogen atom Hamiltonian. In particular, the role of excited bound states in short-pulse,
above-threshold ionization (ATI) is emphasized. These states are shown to play a dynamical role
both in the production of the higher ATI peaks as well as in the appearance of peak substructure.
A simple criterion is used to assess the importance of this process, as a function of field strength and
frequency. Arguments are presented for the interpretation of ionization characteristics for short
pulses which suggest important differences from that for longer pulses. The extension of these ideas

to other frequency regimes is also discussed.

INTRODUCTION

Recent experiments on multiphoton ionization over a
wide range of atoms, frequencies, and field strengths re-
port departures from strictly perturbative behavior as a
function of both frequency w and field strength F. The
nature of these departures has been diverse, ranging from
enhanced ionization in the microwave region'? to the
phenomena of multiple ionization (MI) and above-
threshold ionization (ATI) at higher frequencies.>*
There are, however, several common features of the
diverse phenomena mentioned. Among these are (a) that
they are all strong field effects with respect to the con-
sidered systems; (b) they all are multiphoton processes;
and (c) the qualitative features, and some of the quantita-
tive character, may be recovered by use of simple classi-
cal or statistical models.>>° This last feature is the most
puzzling, as a priori the dynamics, with the possible ex-
ception of the microwave regime, appear to be strongly
quantum mechanical in nature. We infer, therefore, that
this behavior is a reflection of the mechanism involved in
these diverse processes. In the microwave frequency re-
gime the existence of a diffusive mechanism for ionization
has been explored.” This is closely related to strong dis-
tortion of the higher excited states in the presence of the
field. In this work we present arguments for the existence
of analogous behavior in the laser frquency regime. In
particular, we show that several aspects of the ATI
phenomenon can be addressed from the perspective of a
model based on these arguments.

Most of the theoretical work addressing the question of
high-field ATI has focused on the effects of the high in-
tensity laser fields on the continuum states of the atom.®
An implicit assumption of most of these works has been
that interactions within the bound states of the atom are
well represented by perturbative estimates. As stressed in
a recent work,” however, the strength of the laser field
used in a typical ATI experiment is stronger than that of
the binding field for most of the excited states of the atom
being irradiated. Under such conditions, one can expect
that the part of the multiphoton process which occurs
within these highly distorted excited states will not be
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simply described by a perturbative calculation.

The present study is thus motivated by a model of mul-
tiphoton ionization which focuses attention on the role of
the excited bound states in the ionization process. A
heuristic analysis is used to propose a simple condition to
be used in analyzing multiphoton experiments, which
serves to emphasize this role. A picture of ATI is
developed based on this model and then tested through
numerical integration of the Schrodinger equation for a
one-dimensional hydrogen atom interacting with a time-
dependent field.

HEURISTIC ANALYSIS

To begin to build a picture of ATI we first need to es-
tablish a measure of the distortion of an excited state by
the external field. One simple indicator is obtained by
comparing the field-induced width of the state with the
spacing to an adjacent level. When levels are sufficiently
broadened so that they overlap, we speak of these levels
as being strongly mixed. A justification for this nomen-
clature can be found in the fact that any excitation of this
region of overlapping states by absorption of a photon
will produce a wave function which is an admixture of all
the overlapping levels. Obviously, mixing starts with the
higher levels of the atom, where field-free states are
closest together, and moves lower with increasing intensi-
ty of the photon field.

Multiphoton processes such as ATI which pass
through a mixing region can be expected to show strong
deviations from simple perturbative behavior because of
the importance of higher-order shift and width processes
in the mixing regime. A simple rule of thumb to deter-
mine the importance of mixing to ATI can be obtained by
considering whether or not the mixing regime extends
below the threshold for one-photon ionization. If it does
not, one could imagine that the excitation process would
simply “jump over” the mixing regime, and that a pertur-
bative analysis would provide a reasonable description of
the process. On the other hand, if the mixing regime ex-
tends more than the energy of one photon below the ion-
ization threshold, a simple picture of the excitation pro-
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cess would show it passing through the mixing regime.
This would naturally lead to a situation which would not
be well described by perturbation theory.

In a normal perturbative picture of ATI an electron is
moved from the initial bound state to the final continuum
state in a series of virtual steps. The virtual nature of
these intermediate steps means that little actual popula-
tion appears in the excited levels the electron transits on
its way to the continuum. When the mixing region be-
comes important in the ATI process we would expect
some qualitative changes both in the behavior of the
atom and the photoelectrons. The mixed states can be
thought of as providing a sort of quasicontinuum; hence
excitations into this region can preserve energy and thus
become real rather than virtual. This will be reflected by
an increase in the population of the states in the mixed
region, and a two- (or more) step process becomes impor-
tant. By this we mean that population will be moved into
the mixed states, where it will be temporarily “trapped”
and subsequently ionized by a single-photon process
which will exhibit, naturally, a linear dependence on the
intensity /. In many cases, the initial step from the
ground state into the mixing region will be saturated, and
the total ionization process will consequently vary rather
like I. Further, one would expect the photoelectron spec-
trum to be affected when the mixed states participate in
the ionization process. As pointed out recently,’ the
probability of n conserving transitions grows rapidly as n
increases. This in turn leads to the formation of Volkov-
like bound states, and these states enhance the formation
of high-energy photoelectron peaks. Thus increased in-
volvement of these highly excited states should shift the
continuum electron probability toward the higher-energy
photoelectron peaks. Further, the saturation of the ini-
tial step, from the ground state to the mixed states, would
mean that the energy conserving points in the continuum
are now decided from the intermediate excited states.
This could possibly lead to the recently observed sub-
structure!® in the ATI spectrum. In testing this picture
of ATI we consider a simple Hamiltonian describing the
interaction of a bound electron with a time-dependent
electric field.

MODEL CHARACTERISTICS

It has been demonstrated!' ~!3 that a one-dimensional
model of the hydrogen atom provides a simple system
that reproduces a number of the effects seen by experi-
ment. We consider the stretched hydrogen atom!® (SHA)
interacting with a spatially homogeneous field
F(t)cos(wt +¢@). The SHA model is based on the realiza-
tion that the dipole matrix elements coupling highly ex-
cited states in the three-dimensional hydrogen display a
simple pattern. This is most clearly demonstrated and in-
terpreted in terms of the Stark states.'* Using the para-
bolic quantum numbers n, n,, n,, and m, transition
matrix elements from a state (n,0,n —1,0) to
(n'y,n,'=k,n"—k—1,0) are well approximated by
C(An,k)n>*. Thus for highly excited states there is a
marked propensity to undergo k =0 transitions and thus
to remain on the ladder of extreme states (n,0,n —1,0).

It is the extended nature of these extreme states that al-
lows a quasi-one-dimensional description. The largest
coeffi- cients for the on-ladder transitions C(%£1,0),
C(%2,0), and C(x£3,0) are 0.32, 0.11, and 0.059, respec-
tively. It is clear, though, that this simple behavior
breaks down for the lower n states and here the SHA is to
be considered only as a simple ‘“toy” Hamiltonian. In
particular for the ground state, the SHA includes only
one channel for excitation and ionization. However, the
results from this model, though qualitative, provide in-
sight for a more realistic theory.

Before proceeding to a description of the numerical
analysis let us first define a quantity that embodies the
heuristic arguments presented earlier. This means
defining the one-photon and mixing thresholds in terms
of the parameters of our model Hamiltonian. For simpli-
city, we label both of these thresholds by their associated
principal quantum numbers, represented by n, and n,,
respectively. Using the criteria stated, for a frequency w
and field strength F,

n =Q2w)""?,

(1
n,=(2.7F)*1/5

The estimate for the mixing threshold n, is based on a
simple two-level system and requires that the one-photon
Rabi width be equal to the level spacing. Ideally, in es-
timating n, and n,, the shifts associated with the levels
should be considered. Also, the criterion used for obtain-
ing n, is not the most general one, as it involves the reso-
nant one-photon Rabi width; it would be more appropri-
ate to use the nonresonant value for the width. It should
be noted that with these changes the two thresholds
would become functions of both the field strength and
frequency. Further, n, should be generalized to corre-
spond to the first multiphoton threshold within the mixed
states. For our purpose, however, the simple estimates
given by (1) are adequate.

Let us now define a parameter R =n,/n,. Figure 1
shows a schematic of the energy levels for two cases of in-
terest, at a frequency where four photons nominally ion-
ize the atom. Figure 1(a) corresponds to R > 1, where the
mixing sets in beyond the one-photon threshold. This is
the case where the mixed states are bypassed during the
ionization process due to large energy defects, and a per-
turbative calculation would reflect the dominant contri-
butions. In terms of external parameters, this would cor-
respond to very low fields or to low fields and high fre-
quencies. Figure 1(b) shows the case R <1. Here the
mixed states are levels that are important to the ioniza-
tion process and nonresonant, perturbative estimates
would not reflect their contributions. This occurs for
very strong fields or moderate fields and low frequencies.
To reiterate, the possible implications of involving the
mixed states in the ionization process are the following.

(a) Population is driven into a large number of the
higher excited states.

(b) Over some time scale, there is a likelihood of popu-
lation being trapped in these states.

(c) The subsequent ionization of these states provides
another mechanism to access the continuum. The ioniza-
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FIG. 1. Schematic of the hydrogen atom for the parametric
regions (a) R > 1 and (b) R < 1. n, is the one-photon threshold
and n, the mixing threshold.

tion process, either through absorption of a photon or
tunneling, would alter the final electron spectrum.

It should be stressed that the variable R and the transi-
tion through R =1 merely indicate the onset of the
effects described. Further characterization of the mixing
would be necessary to assign a more quantitative role to
this parameter. This is further complicated by the fact
that the pulse profile introduces other factors relevant in
determining, fully, the effects of the two thresholds.

In the dipole approximation, the considered one-
dimensional Hamiltonian (in atomic units) is

2
H:%———%+F(t)cos(wt+q))x, x>0.
The time-dependent solution @ is expressed in terms of
the unperturbed basis to be

i —IiEt

O(t)= 3 a,(OW,e "'+ [rdka e, @

n=1

where W, are the unperturbed wave functions and q;
represent the expansion coefficients. Using (2) in the
Schrodinger equation leads to a set of coupled equations
for the expansion coefficients given by

i, (=3 Z,(D)a, (1) + fo“’dk Z,(Da (), (3a)
ia ()="3 Z, (Da, () + fo“’ dkZ,(Da, (1), (3b)

where Z;; denote the coupling matrix elements. The pri-
mary problem in solving (3) is in choosing an appropriate
representation of the continuum. We employ a discre-
tized continuum, also referred to as pseudodiscrete
states.'>!® This allows the terms involving the continu-
um to be simplified as

[dkz S [ 7 Sz
o nk @ = j§0 fkj_Aj/z nk G = j§0 nk, @i B
@

where k; and A; are the center and width of the jth inter-
val and n, denotes the number of pseudodiscrete states
considered. To obtain (4) the implicit assumption is that
the integrand is almost constant over the interval A;. Us-
ing (4) in (3) for the bound-free and free-free terms leads

to a single set of coupled differential equations
"+ e iwt
)= 3 e i Z(t)y, (1), (5)
1=1

where for bound states
Yi=a;
and for continuum states
1/2
yi=Ai"a .

n, is the number of bound states included and wj; is the
energy difference between levels j and /. Choosing all the
width A; to be equal to, say, A, is equivalent to putting
the system in a box of length (A)~!. The matrix elements
for this system are known!® and the coupled equations
were solved numerically. For reasons of numerical trac-
tability, however, it is easier to work with the p- A form
of the interaction, retaining the A2 term as well. This is
due to the relative sizes of the bound-bound, bound-free
and free-free matrix elements. With r-E, the free-free
matrix elements, for k near k’, are much larger than the
others leading to possible stiff differential equations. This
is eliminated in the p- A construction.

As stressed in a recent paper,!’ the interpretation of
the expansion coefficients y; as probability amplitudes is
gauge dependent. We account for this by considering a
shaped pulse in most of the cases presented, such that
E(t) and A (t) are simultaneously zero, both initially and
at the time of the final measurement. We do include, for
comparison, square pulses which are treated under the
condition that A(¢) is zero at both the initial and final
times. It should be mentioned that from our calculations
the features are not seen to be gauge dependent.

RESULTS AND DISCUSSION

Before discussing the results, the limitations of this
simple treatment should be clearly stated. They are that
(a) the results are affected by the size of the basis con-
sidered as well as the density of pseudodiscrete states; (b)
consequently, the procedure fails for long times, though
this can be controlled by the choice of A, the spacing of
states in the continuum. For the calculations reported,
the choice of basis size and total interaction time are such
that these limitations do not affect the conclusions. We
also verify that the appropriate low-field limits are repro-
duced by our calculations. Comparison of ionization
rates using the SHA model with those for a more realis-
tic, three-dimensional, treatment'® show a consistent
discrepancy of less than an order of magnitude. This is
cited more to provide a perspective for our calculations
rather than for any quantitative assessment.

We considered a wide range of frequencies and field
strengths in our computations. However, we present our
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arguments by considering only a few representative cases.
Figure 2 shows the ionized fraction as well as the trapped
fraction as a function of intensity, for a typical case. The
intensity range considered is 107410~ a.u. corre-
sponding to, roughly, 7x10'°-3x 10" W/cm?, and the
photon frequency is 0.148 a.u. (nominally, four-photon
ionization). The trapped fraction is defined as the popu-
lation in states labeled by quantum numbers n >n,,
where n, is given by Eq. (1). The field profile is a square
pulse with a duration of 50 fs. A basis of 40 bound states
and 100 continuum states was used in this calculation.

A useful indicator of the intensity dependence of multi-
photon ionization is an index k defined in terms of the to-
tal or partial ionization rate P and intensity I as

_dInP
T dInl

k is commonly referred to as the effective order of non-
linearity. In this case, ionization involves a minimum of
four photons and lowest-order perturbation theory
(LOPT) would thus predict a value of 4 for k. The ion-
ization curve in Fig. 2 shows three distinct regimes
characterized by differing slopes. At the lower intensities
(less than 10~*), the slope is approximately 1 changing
with increasing intensity to approximately 4 and, finally,
to about 1.25. The discrepancy, at low intensities, be-
tween the measured slope and the LOPT prediction is a
consequence of the short interaction time considered in
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FIG. 2. Fractional population as a function of intensity (in
a.u.) at a frequency 0.148 a.u. The solid curve shows the ionized
fraction while the dashed curve is population in states above the
mixing threshold.

our calculation. For short times the rate regime is not at-
tained and the ionized fraction shows rapid oscillations'®
in time. This portion of the curve has been included pri-
marily for completeness rather than for any predictive
value. With increasing intensity, the rate regime is
achieved within the time considered and the LOPT result
is seen. Further increase in intensity saturates this transi-
tion rate. The intensity at which k& becomes approxi-
mately linear (1.25 in this case) is referred to as the satu-
ration intensity.

As seen from the upper axis, increasing intensity corre-
sponds to R — 1 and at an intensity of 1.6 1073 a.u., R
is equal to 1.2. The relationship between decreasing
values of R and the change in slope is consistent with ear-
lier predictions. As stressed earlier the relationship is a
qualitative one which is seen at all the other frequency
values considered.

Figure 3 illustrates the intensity dependence of the ion-
ized and trapped fractions at a lower frequency of 0.09
a.u. In this case a minimum of six photons are required
for ionization. The lower photon energy requires in-
creased resolution in the continuum and a basis of 30
bound and 240 continuum states was used. Further, the
pulse was shaped by a sin%(7t/2t,) envelope function
where 2t,, the total pulse duration, was taken to be 50 fs.
The range of intensities considered is narrower than for
Fig. 2. For the ionized fraction, the index k follows the
same pattern, varying from a value (approximately equal
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FIG. 3. Same as in Fig. 2 at a frequency 0.09 a.u. with the
ionized fraction (solid line) and trapped fraction (dashes). Note
that a shaped pulse with a total duration of 50 fs was used for
the calculations.
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FIG. 4. (a) Population in the first 30 bound states, labeled by the principal quantum number n. The solid curve is at an intensity of
2.5 1072 a.u. while the dashed curve corresponds to an intensity of 1.6 107> a.u. (b) and (c) The continuum population as a func-
tion of energy (a.u.) at (b) 1.6 X 1073 a.u. and (c) 2.5X 10> a.u. Frequency v=0.148 a.u.

to 2.5) below the LOPT prediction of 6 through the
LOPT region to a value of approximately 1.1. The index
R is close to 1.0 at an intensity of 1.6 10~> a.u. and
correlates well with the change to quasilinear slope.

A striking feature at both frequencies is the population
remaining in the bound states even at intensities above
the saturation value. This high intensity regime is of in-
terest because the normal interpretation associates the
transition to linear slope with the total depletion of neu-

tral atoms. The presence of the trapped population, how-
ever, suggests a need to alter this definition for the case of
short pulses.

Having ascertained the gross characteristics, let us now
examine these features more closely by considering a few
cases in detail. Figures 4(b) and 4(c) show the fractional
population in the continuum as a function of electron en-
ergy at ©«=0.148 a.u. Figure 4(b) is at an intensity of
1.6x10™* a.u. while for Fig. 4(c) the intensity is
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FIG. 5. Same as Fig. 4 at a frequency of 0.09 a.u. with a shaped pulse. (a) The solid curve is at an intensity of 1.6X 10~* a.u. while
the dashed curve corresponds to an intensity of 9.0 10~* a.u. (b) and (c) The continuum population as a function of energy (a.u.) at
(6)9.0x10"*a.u. and (¢) 1.6 X 10~ % a.u.
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2.5x107* a.u. Both intensities are in the region defined
by k ~1. The pulse profile is, as for Fig. 2, a 50-fs square
pulse. The ATI peaks are clearly defined at the higher in-
tensity whereas, at the lower intensity, the lowest-order
peak is the only one that is well resolved. Figure 4(a)
shows the population in the first 30 bound states, as a
function of the principal quantum number #, for the two
intensity values. It is clear that significant population is
driven up into the excited states at the higher intensity
value. It should be noted that at a frequency of 0.148 a.u.
the n =1 and n =3 states are near resonant with three
photons. Therefore one would expect the population in
the n =3 state to be resonantly enhanced. However, as
mentioned earlier, the mixing threshold in this case is
also the state n =3. This means that the higher excited
states are populated at a rate comparable to the n =3
state, accounting for the absence of any resonance struc-
ture. Figure 5 shows similar behavior at a frequency of
0.09 a.u. In this case a 50-fs shaped pulse was used. Fig-
ures 5(b) and 5(c) correspond to R >1 and <1, respec-
tively. The increase in the trapped population at the
higher field value is in agreement with earlier predictions
based on the relative positions of the two thresholds.

The role of R is emphasized in Table I, which com-
pares the ionized and trapped fraction for several fre-
quencies at a fixed intensity of 1.6 1073 a.u. The total
interaction time is also held fixed. The ratio of trapped to
ionized population P, is shown in the last column. Our
simple estimate for parameter R is a qualitative measure
of the relative importance of processes involving the
mixed states to ones that bypass them. As emphasized
earlier, this does not include the field profile characteris-
tics which are relevant for determining the ionized and
trapped fractions. Further, excitation of the mixed states
proceeds through the first excited state. For fixed field
strength, the effective rate for this first step drops off with
decreasing w. Therefore, given the constant interaction
time, the depletion of the ground state is strongly fre-
quency dependent. The ratio P,; normalizes the results at
different frequencies and is a better measure of the com-
peting processes. Thus the efficacy of R is better judged
by this ratio. The equivalence of the two quantities is
clearly seen in Table 1.

The case of w=0.2 is striking, as it does not follow the
pattern established by the other frequency values shown.
The reason for this is useful to establish as it is exploited
for a subsequent result. At this frequency there is a near
resonance between the states n =1 and 2. The mixing re-
gime-starts from n =3 and the one-photon threshold is at
n =2. Thus the near resonance provides a mechanism
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FIG. 6. (a) Excited-state fraction and (b) ionized fraction as a
function of time. w=0.09; F,=0.5; sin’(t/7,) pulse. (c) Elec-
tron spectrum as a function of energy at the end of the pulse
(50 fs).

for jumping over the mixed states and diminishing their
contribution to the ionization process. This mechanism
is used later in studying the role of the mixed states in
producing substructure in the ATI peaks.

In establishing the contribution of excited states in the
ionization and ATI processes we have assigned a purely
static role to the indicator R. The need to assign a
dynamical role is motivated by the observation in recent
experiments on ATI, with short-time pulses,'” of sub-
structure in the peaks. This substructure, within the in-
dividiual ATI peaks, is also seen in both Figs. 4 and 5.
Further, the development of ATI structure is seen to
correlate well with the increase in population in the excit-
ed levels. This would suggest that the excited states may
play a crucial role in understanding the ATI phenomenon
as all as peak substructure. To pursue this notion we
need to explore the ionization mechanism in more detail.
We address this question by looking at three different as-
pects of the problem: (1) the time dependence of the ex-

TABLE 1. Trapped and ionized fractions as a function of frequency for fixed field F;=0.04 a.u. Nis
the minimum number of photons required for ionization.

o (a.u.) R N P; (ionized) P, (trapped) P,=P,/P;
0.3 1.8 2 2.39x 107! 7.87x 1073 2.3x1077
0.2 1.47 3 7.96x 107! 3.94x 1078 0.5x1077
0.148 1.26 4 1.22x 10! 1.87x 1074 1.5x1073
0.09 0.94 6 4.29% 107! 1.05x 1072 2.4%x1072
0.046 0.70 11 1.16 107! 6.31 1073 5.4x1072
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rro T rrr e cited and ionized fractions, (2) the role of intermediate
resonances in creating the peak substructure, and (3) the
electron spectrum produced from excited states above
and below the mixing threshold.
Figures 6(a) and 6(b) show the excited state and ionized
J WA an S W populations as a function of time, measured in cycles of
o a2 04 06 ~ ;J.B = the external field. A frequency of 0.09 (six-photon ioniza-
e(a.u.) tion) and a shaped pulse of peak field strength 0.05 a.u.
are considered. The pulse duration is 24 cycles (~ 50 fs).
Ionization sets in at a critical field which, in keeping with
E earlier analysis,?° is found to be independent of the pulse
] duration. With rising field there is simultaneous increase
3 in both ionized and excited population. The excited-state
E population exhibits several peaks which reflect the com-
3 peting processes of depletion through ionization and exci-
tation from the ground state. We have verified that the
oscillation in the excited-state population is not related to
(a) 1 fluctuations of the ground-state population but is a conse-
quence of ionization. Figure 6(c) shows the electron spec-
trum at the end of the pulse. The spectrum is seen to be
. noisy, particularly for low energies. Indications of the
] origins of this behavior can be found on comparison with
Figs. 7, which show analogous plots for a square pulse.
0 5 10 15 20 25 In this case initial transients are seen to drive population
) . into the excited states which decay rapidly into the con-
Time(in cycles) tinuum. The electron spectrum shows better defined ATI
peaks, without much of the substructure seen in the case
FIG. 7. Same as Fig. 6 but for a square pulse. of the shaped pulse. A possible explanation of the
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differences is based on the role of dynamical shifts and
widths in the case of the shaped pulse. These would
bring different higher excited states into resonance as a
function of time. The subsequent decay of these state
would produce satellite ATI peaks which would consti-
tute the substructure. The “static” atomic spectrum as-
sociated with the square pulse would discount such a
mechanism. If this were the process the field profile
would play an important role in the electron spectrum, at
least for short pulses. For longer pulses this would not be
a factor especially if all the atoms are fully ionized before
the peak field is attained. Further, with this picture, tun-
ing the frequency to be resonant with one of the lower ex-
cited states would inhibit the substructure. This is what
was seen in Table I for w =0.2 where passage through the
mixed states was diminished by the presence of a near
resonance with a lower excited state.

In our numerical experiments this picture can be easily
demonstrated. Figure 8 shows the fractional population
as a function of energy at four values of the frequency.
The intensity is 2.5X 10™* a.u. and the pulse envelope
sinX (7t /2tg) is used; all four frequencies correspond to
nominal four photon ionization. Figure 8(a) is at the fre-
quency (0.148 a.u.) near resonant for a three-photon tran-
sition between n =1 and n =3; Figs. 8(b)-8(d) display a
sequence increasingly detuned from this resonance. The
development of substructure within the ATI peaks is seen
to correlate with the increasing detuning. Preliminary
analysis indicates that a simple two-state diagonalization,
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involving n =2 and n =3, is inadequate to resolve the
structure. It would appear, as anticipated, that for the
nonresonant cases there are several states that are
dynamically drawn into resonance and contribute to the
ionization. In Fig. 8(a), the near-resonance case, the
dominant mechanism is through the n =3 state. In Fig.
8(b) a prominent peak is seen within the negative energy
states. This is not a ‘“subthreshold peak”'?> but
corresonds to population centered around the n =35 state.

The multilevel nature of the process is stressed in Fig.
9, where electron spectra arising from different approxi-
mations are compared. Figure 9(a) is the spectrum ob-
tained on retaining all the bound and continuum cou-
plings. In Fig. 9(b) the continuum-continuum coupling is
not included. The overall ionized fraction remains con-
stant though the distribution in energy is quite different.
Figure 9(c) is motivated by the Volkov state approxima-
tion?! and has a single bound state coupled to the contin-
uum. For the interaction times we considered (50-100
fs) the spectra had not developed fully in this approxima-
tion but the rates are seen to be several orders of magni-
tude lower. From our perspective, the short-pulse intense
field regime is characterized by competing rates and asso-
ciated time scales which require inclusion of all possible
couplings. It it, therefore, highly unlikely that approxi-
mations that neglect part of the spectrum would be very
successful.

Further information on the electron spectrum may be
had from looking at ionization from the excited states.
This is relevant not only to the question of substructure
but to the origin of the ATI phenomenon. Figures (10)
and (11) show the population distribution in both bound
and continuum states for a range of initial states. The
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field parameters are a frequency of 0.148 and field
strength of 0.05, which puts the mixing threshold at n =3
and R ~1.2. Thus initial states n >2 are also within the
one-photon threshold. The highly localized bound state
distributions, for states above the mixing threshold, is
distinctive as is the similarity in their corresponding elec-
tron spectra. Though all the features are not fully under-
stood we suggest that they manifest the increasing impor-
tance of diagonal couplings both within the bound and
continuum states. These could be introduced by ‘“‘dress-
ing” the bare atomic states. The major feature of dress-
ing is that it isolates the diagonal couplings. This has to
be done consistently for both bound’ and continuum?
states. Just treating the bound states would give the
probability of populating the sth peak P, from within the
one-photon threshold, to be

PSOCJSZ(}‘bH VbE|2’

where A, =3n(n —1)F/w, Vg is a bound-free matrix
element and J; is a Bessel function of the first kind. This
is valid in the absence of continuum-continuum coupling.
Including dressed continuum states?? in a simple first-
order calculation yields a dependence on a combination
of J; _y, J;, and J; | which does not fully reproduce the
results obtained. However, our preliminary analysis indi-
cates that this may be a reasonable way to treat states
within the mixed regime. Work is in progress to address
this issue further.

CONCLUSIONS

We have shown, through the use of a simple model,
that the smearing out of part of the discrete spectrum of
an atom, when interacting with a strong laser field, may

be responsible for many of the features seen in recent
multiphoton experiments. The fact that this can be ei-
ther in the lower excited states or the Rydberg sequence
allows the extension of these ideas to other frequency and
field regimes. For the hydrogen atom, laser frequencies
and intensities allow only a nominal range of variance for
a parameter such as R. It is also clear that at extreme
frequencies the parameter R is restricted only to one re-
gime. Going to the Rydberg sequence with the use of mi-
crowaves appears to be the other extreme of limited vari-
ability. In that case mixing is the dominant feature? and
is seen as the reason for the success of classical model-
ing.!" Infrared frequencies are ideal for exploring a wider
range of the parameter R, and this idea is projected for a
subsequent publication.

The model presented can also be modified to address
the question of “localization” effects’ seen in the excita-
tion and ionization of highly excited hydrogen atoms by
microwaves. These have been interpreted as quantum-
mechanical features that inhibit a classical, diffusive, ion-
ization mechanism and become more relevant, at fixed
field strength, with increasing frequency. At these higher
frequencies, the mechanism of jumping over part of the
mixed regime becomes more important. This would
reassert the discrete nature of the spectrum and could
serve to curtail the diffusive behavior. This is a scenario
that is currently being explored.

In summary, our primary conclusions are the follow-
ing.

(a) The two-threshold characterization of the bound
states allows a consistent treatment of strong-field ioniza-
tion.

(b) The excited levels play an active dynamical role in
the above-threshold ionization process. This would sug-
gest that the use of effective matrix elements is inade-
quate to represent the process.

(c) The mixing of excited levels could be a possible ex-
planation for substructure in the ATI peaks as well as the
anomalous effective orders of nonlinearity observed® for
the electron spectrum. This, in conjunction with dynami-
cal role assigned to the excited states, would enhance the
importance of the field profile in describing short-pulse
ATIL

(d) The concept of saturation intensity as the point of
total depletion of the neutral atoms may have to be
redefined for short-pulse experiments.

Despite the limitations of the simple model used here,
we have demonstrated that it provides a useful medium
to test aspects of multiphoton dynamics. More realistic
analytic and numerical calculations are under way to ver-
ify these preliminary results.
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