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Noise effects on various properties of fully developed chaotic maps are studied. For the weak-
noise case a perturbation method is developed. It yields the stationary density, eigenvalues, eigen-
functions, and null functions of the Frobenius-Perron operator in powers of the moments of the
noise. The linear response of the noisy map to a deterministic perturbation is defined and calculat-
ed perturbatively. Correlation functions and Lyapunov exponents are also investigated. The ex-
amples are the tent map and the logistic map in the fully developed chaotic state with multiplica-
tive white noise. The results for the Lyapunov exponents are in good agreement with those deter-

mined numerically.

I. INTRODUCTION

There is growing interest in the properties of non-
linear dynamical systems. One of the most challenging
phenomena is chaos, which involves a complex dynami-
cal behavior and sensitivity with respect to the initial
conditions. Chaotic behavior has proved to be typical in
wide classes of physical, chemical, and biological sys-
tems.! From an information-theory point of view it can
be considered as an intermediate stage between regular
motion with Kolmogorov entropy K =0 and stochastic
processes with K = .? The Kolmogorov entropy of a
chaotic system is finite and nonzero, although the
motion is governed by strictly deterministic equations.

The one-dimensional (1D) maps®

X, =f(x,_)), t=1,2,3,... (1

can provide the simplest examples for chaotic systems.
They are closely related to a number of dissipative
dynamical systems and have been playing an important
role in the investigation of the rise, development, and
properties of the chaotic state.

Real physical systems are always subjected to the
influence of external noise due to coupling to the sur-
roundings. Noise effects can also be studied at the level
of 1D maps. A noisy map is given by

x,=f(8x,_1), t=12,3,... )

where {,’s are stochastic variables characterizing the
noise. We assume in the following, that §,’s at different
“times” t are independent variables (white noise). Such
maps have been examined by several authors.*~® The
scaling properties of the period-doubling route leading to
chaos in the presence of external noise was determined
in Refs. 7 and 8. The Frobenius-Perron operator of
noisy maps was studied in Ref. 9. A suitable formalism
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for the study of noisy maps (master equation, recurrence
times, etc.) was introduced in Refs. 10 and 11.

In this paper we consider single-humped 1D maps of
the interval [0,1] onto itself in the fully developed chaot-
ic (FDC) state.!? Such a map has no stable periodic or-
bit, but exhibits chaotic behavior, fully developed in the
sense that the corresponding attractor is the whole inter-
val [0,1]. A fully developed chaotic attractor can be ob-
served in the logistic map f(x)=rx(1—x) when the
control parameter r equals 4. More generally, it is the
final stage of the evolution of the attractor (from fixed
point through periodic orbits to chaotic attractors) of a
1D single-humped map. FDC can also be found in
parameter-controlled maps at the band-merging points
and also at the crisis points if one considers a suitable
iterate of the original map. Consequently, our investiga-
tion is relevant for a large class of maps. In this paper
we generalize the perturbation method worked out for
the deterministic case in Ref. 13 for stochastic maps.
Furthermore, based on it, we carry out explicit calcula-
tions for correlation and response functions and for
Lyapunov exponents.

The paper is organized as follows. Section II contains
general relations for noisy maps and a new expression
for the dynamical response function is also derived
there. In Sec. III we present a perturbation method to
investigate the eigenvalues, eigenfunctions, and null
functions of the Frobenius-Perron operator of noisy
maps. The unperturbed maps are deterministic ones,
i.e., our results are expected to be valid in the case of
weak noise. We work out examples in detail. In Sec. IV
we calculate the correlation and response functions in
our examples using the results of Sec. III. In Sec. V the
Lyapunov exponents of noisy maps are defined and cal-
culated perturbatively. Section VI contains a compar-
ison of our analytical and numerical results concerning
the Lyapunov exponents.
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II. GENERAL FORMULAS

The noisy map (2) generates a Markov process.'” The
transition probability of the process is expressed as

Plx,t +1|p,0)=[ dEp(£)8(x —f (&) . 3)

Here p({) is the probability density of the noise. The
Frobenius-Perron (FP) operator'"!'* of the map (2) is
given by

Ap(x)= [ dy pp)P(x,t +1]p,0) . @)

The probability of finding the trajectory between x
and x +dx after ¢ iteration is P,(x)dx. One gets for the
time evolution of the density P,(x)

P, (x)=HAP,(x) . (5)
For the stationary density P (x) one has
P(x)=AP(x) . 6)

The mean value of any quantity A4 (x) at time ¢ is
defined by

A,=[dxP(x)A(x) . (7)

Especially in the stationary state of the process we get
the mean value

A=[dxP(x)4(x). (8)

The correlation function of the quantities A4 (x) and
B (x) is defined by

C,,,+,=fdx fdyP(x,t+'r;y,t)
X[A(x)—AYB(y)—B], >0
9)

where the simultaneous probability density P(x,t;y,t,)
in the stationary state is given by

P(x,t +7;y,t)=P(x,7|y,0)P(y), 7>0. (10)

Using (4) and the Markovian property of the process one
gets for the correlation function

C,=C,,.,= [ dx A)A([B(x)—BIP(x)}, 720
(11)

(for the deterministic case see Ref. 15).

Another important characteristic of the noisy map is
the linear response function. In deterministic maps it
has been studied in case of a static perturbation in Ref.
12 and more generally in Refs. 16 and 17. The generali-
zation to the noisy case can be performed by applying
the FP equations (4) and (5) instead of that valid in the
deterministic case. Below we present a derivation,
which we think to be the most direct way to get the ex-
pression of the response function. Let us examine the
behavior of the average value of the smooth quantity
D(x). For t <0 the stochastic process corresponding to
(2) is in its stationary state. At time ¢ =0 there is a
small excitation acting on it during one iteration step.

This excitation can be described by the perturbed map
x,=f(E,x,_)+h8y,F(x,_,). (12)

Switching off the perturbation, the process is assumed
to relax to its original stationary state. The perturbed
process has the probability density P,(x,h) given by

P(x,h)=H"'An)P(x), 1>0. (13)

This is just the master equation corresponding to (12).
For t >0 (12) is identical to the original map (2), so for
t >0 the time evolution of the probability density is
governed by the same FP operator. Nevertheless, at
time ¢ =0 the FP operator related to (12) is expressed as

A= [ dEp(£)8(x —f (L) —hF () (14)

analogously to (3) and (4). The mean value of D(x) at
time ¢ > 0 is given by

D,= [ dx P(x,n)D (x) . (15)

The change of the mean value of D (x) due to the per-
turbation is expressed as [using (6), (8), (13), and (15)]

8D,= [ dx D(x)A (A —-AIP(x), t>0. (16)

If [A(h)—AP(x) is of the form S(x)h +o(h) [here
o(h) has the property lim, o0 (h)/h=0 and S(x) is
some smooth function], one can define the linear
response as

8D af (h)
DF _ 1imy —— - — 1 O41\)
XPF=lim —== [ dx D (x)H'=2—P(x), 120 (7)
or, using (14),
XPF= [ dx D(x)A 9, A[—F(x)P(x)], 1>0. (18)

This expression has the same form as that given in Ref.
17.

The coupling operator F(x) of the perturbation has to
fulfil the requirement that the perturbation should not
change the type of the chaos.!” Only in such cir-
cumstances can one expect linear response. An example
is the fully developed chaos,'?> where both the unper-
turbed and the perturbed map belong to this class.

Because of the linearity of the response we can write

the deviation 8D, for any small excitation # :
(j=0,1,2,...) as
- t
8D, =3 X7 h; . (19)

j=0

For a constant perturbation, after a long time we get a
new stationary state P(x,h),

P(x,h)=H(h)P(x,h) . (20)

We define the static response function as

oP(x,h)

Y 21

XF=1im 22 _ [ 4x D (x)
h—0 h b =0

Of course, it is meaningless if the first derivative of
P (x,h) with respect to 4 does not exist at 4~ =0 or if the
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integral in (21) diverges. The static response function
can be expressed in terms of the dynamic one [using
(19)]

XPF= lim 3 e~ “xPF . 22)

€~>+0, "¢
If the static response exists, we have from (20)

3P(x,h) | _3A(h)

OP(x,h)
h h P(x)+B—2"~

k=0 oh

h=0 h=0

(23)

As a result, we get a new expression for the dynamic
response function [using (23) and (17)}:

XPf= [ dx D(x)A'-A v+1) P LR)

(
Y (24)

III. EIGENVALUES, EIGENFUNCTIONS,
AND NULL FUNCTIONS OF THE
FROBENIUS-PERRON OPERATOR. PERTURBATION
THEORY IN THE WEAK-NOISE LIMIT

The eigenvalues and the eigenfunctions of the FP
operator are the solutions of the equation

Ao(x)=re(x), 25)

where all the eigenfunctions @(x) are L '-integrable func-
tions of x in (0,1). We consider the point spectrum of A
The set of eigenfunctions corresponding to the eigenval-
ue r =0 constitutes the null space N, of the FP opera-
tor. It gives rise to null spaces of higher indices through
the relation

ﬁNj-H:Nj’ j=0,1,2,.... (26)

We shall denote the kth element of the jth null space by
Nji(x).

Now we develop a perturbation theory to calculate the
above quantities in the weak-noise limit. In the follow-
ing, the term ‘‘unperturbed map” means a deterministic
map assumed to have known properties and being given
by (2) with {=0. ‘“Perturbed map” means the noisy
map (2) itself. Let us assume that the noise is weak, i.e.,
the moments of { are small. The jth moment is defined
by

m;= [ dEp(&)E, j=1,23,.... 27

We assume that there exist convergent expansions of
the quantities (25) and (26) in the form

=3 r,-(B)Ili(m,)B’, B,=0,1,2, ... (28)
Pilx)=3 ¢i<B,x)lﬁ (m)? 29)
Nax)=3 Nj,k(ﬁ,x)lli(m,)ﬁ’ , (30)
i?:% ﬁ(B)IIOjI(m, P 31)

Now each order of the above expansions is labeled by
an index vector B. These vectors are of infinite dimen-
sionality, but in each term of the expansions (28)-(31)
they have only a finite number of nonzero components,
e.g., if we have

— 1 3 5 P
r=g—imi+my+imm,+ )

then
B rl(ﬁ)
(0,0,0,0,...) %
(1,0,0,0,...) —%
(2,0,0,0,...) 0
(0,1,0,0,...) 1
(1,1,0,0,...) -i—

We shall use the notation |[B| for the sum of the
components of B. For a sharp probability density
around some nonzero mean value the terms with the
same value of |B| are approximately of the same mag-
nitude.

From (3) and (4) we find that

ﬁj, ifBI=8j1
APB)=1j=0,1,2,...;1=1,2,2,...)
0, otherwise .

(32)

We give the explicit expression of the operators A ; in
that case when

f&x)=fo(x)+Ef 1 (x) . (33)
Then the operators A ;j are expressed as.
fFLOY .
ﬁjE—L’]f,y—S‘f’(f(,(y)—x), j=012,.... (34)

From the expansion of the equation (25) we get in order
a

[r(0)—Holp;(a,x)=S'[A(B)—r,(B)lp;(@—B,x) ,
4 35)
where the summation constraints are

1Bl >1; a;2B, [=1,2,3,....

We assume the existence of a projection formalism
which allows for expansions in terms of the unperturbed
eigenfunctions. Let us define the projection to the ith
eigenfunction by

o

> a;9;(0,x)

j=0

P, —a, . (36)

Expanding the right-hand side of (35) in terms of the un-
perturbed eigenfunctions, the term proportional to
@,;(0,x) must not appear. From this requirement we get
for r;(a) the following expression:
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la|
r,~(a)=?i
n=1 B, B,

where the summation constraints are

|B]| Zl, j=1,2,3,...,2Bj=a'

j=1

S-S ABIRO—H ) AB)—ri(B)] - [r(0)—H 17 [AB,)—ri(B,)]e;(0,x) |,
Bn

(37

To avoid ambiguities in the determination of ¢;(a,x) let us prescribe the condition

Pi(p;(a,x))=0.

So we get for the corrections of the eigenfunctions

i@l

(38)

pila,x)=3 '3 I'r0)—H, 1 [AB)—r(B)] - - [r,(0)—H 1 '[AB,)—r,(B,)]e;(0,x) 39)

n=1 B, B, B,

where the summation constraints are
n
|3,-| >1, j=1,2,3,..., Esza .
j=1

The expressions (37)-(39) are the analogs of those in the
deterministic case.'?

Let us apply the above method to the case of the bilin-
ear (BL) map. The BL map is a perturbed tent map hav-
ing the form!'®

fEx)=1—|1-2x | +&|1-2x |(1—|1=2x | ),
—+<é<l. (40
Now the eigenvalues and the eigenfunctions of ﬁo are

those of the tent map, i.e.,'>!%20

r(0)=4"" @.(0,x)=B,;

il, i=0,1,2,. ..
2

(41)
r=0, NO,k(O,x)=B2k~1(x), k=1,2,3,...

where B;(x) is the jth Bernoulli polynomial. It is easy
to see that in this case the right-hand side of (35) is a
polynomial, which can be expressed as a finite linear

combination of the unperturbed eigenfunctions. The
projection (36) is given by

__4 g _
Pl =1 [ xdx, i=0,12,.... @2

We get the results from Egs. (37)-(39). The eigenfunc-
tion @y(x) corresponding to ro=1 is just P(x), i.e., the
stationary density. The perturbation does not affect the
eigenvalue r,. The stationary density is given by
Pgrx =1+(—1+2x)m, +(3—10x +8x%)m,
+(—84 %% _20x?48x)m m,
+(—=1412x —30x24+20x>)my+ - - - . (43)

The results for some eigenvalues are expressed as

m3

— 1 3 5 5 S 2 1
rl—?—7m1+m2+7mlm2—7m3+-gm lmz—-f
35 25
_ﬁm1m3+ﬁm + R ( )

| 5 5 15 105 .« o
n=w—gmitimat+smm,—-Fm;+ ’

ry=g—gmitgmyt
The corresponding eigenfunctions can be found in the
Appendix.

Now we turn to the case of the null spaces. Using the

expansions (30) and (31) we get from (26) in order a the
following equation:

ﬁon+l‘k(a,x)=Nj’k(a,X)_2'ﬁ(B)Nj+l,k(a‘-B’x) ’
B

(45)
where the summation constraints are
IBl 21, CZIZB[, l———1,2,3,. .o .

To avoid ambiguities when solving (45) we prescribe the
condition

A 5N, (0,x)=N; 1 ,(0,x) . (46)

As an example we consider the case of the biquadratic

(BQ) map. The BQ map is a perturbed logistic map hav-
ing the form!'2

F&x)=4x(1—x)+E4x (1—x)(1—2x)?,
—3<é<1. @7

Let us determine a basis containing analytic functions in
the extended null space of the operator o- For the tent
map it is known'® that such a basis exists and consists of
sine and cosine functions. The tent map and the logistic
map are smoothly conjugated to each other,’

frx)=u(fr(u=x)), fr(x)=1—|1-2x],
fr(x)=4x(1—-x),

u(x):%arcsin(x”z) , (48)
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where fr(x) is the tent map and f;(x) is the logistic
map. Using (48) one can derive the following relation
between the null functions of the FP operator of the tent
map and the logistic map:

the nth Chebyshev polynomial and Py(x)=(1/7)[x (1
—x)]7"2 is the stationary density of the logistic map.
All of the N ;,k(0,x) functions are of the type
(polynomial) X Py(x). Using (34) it can be shown that

49) the A ; operations in our example do not lead out of this
class of functions. [More generally, the same is true
when f(x)=G(fy(x)) and G(x) has the form

50) % (1—x)X (polynomial).] We can proceed using (45) and

(46). So we get the following results (for simplicity we

omit the argument x):

N ) =N (u (x)u'(x) .
As a result, we get
N; 1 (0,x)=N} (x)=Py(x)T,[(1—x)'"?],

where n =(2k +1)2/+!. Here T,(x)=cos(n arccosx) is

J

Nox=No,(0),
N1,0=N1,0(0)+%Nz'0(0)m1+[—:~N1’1(0)—%Nl,0(0)]m%—%NU(O)mZ+[%N,’1(0)—%N2,0(0)]m%
1= &N 110+ 1N5 0(0)— &N 4(0)]m iy + AN o(Omy 4 -+
N3 o=N30(0)+[3N30(0)+ 5N, 1 (0)— Ny 4(0)])m,
3N 1(0) =N 5(0)+ 3N, ,(0)+ 3N, {(0)]m2 +[— 2N, (0)— 3N, o(0)+ 1N, o(O)]my+ -+
N3 o=N30(0)+[1N,o(0)+ 3N, 1 (0)— 1N, o(0)+ 3N, ,(0)— 3N, | (O)]m + - -+
Ny 1=N; (0)+[IN;(0)=N,o(0)]m;+ -+ .

(51

In the end we also calculate the stationary distribution of the BQ map. In this case we can expand the right-hand side
of (35) in terms of the unperturbed null functions. The projections (36) are expressed as

Polpx)= [ plxdx |

[E(x)l(zi-n
(Py(x))¥

4 1 d .
PloxN=rm [ - dx, i=123,.... (52)

Now we can use (39), where the effect of the operators (1—-A o)~ ! on the unperturbed null functions is given by

J
(1—H)7'N; 1 (0,x)=(1+Ho+A 3+ - - - N, (0,x)= 3 N, (0,x) . (53)
1=0
The result is

Ppo(x)=Py(x)—3Nq(0)m; + I[N, o(0)+Ng o(0)]m, — L[N, o(0)+Ng o(0)]Jm m,
— 3No,1(0)m 3+ 3[N 5(0)+Ng 5(0)]mim, + E N, (0)m
+ Z[N20(0)+ N, 5(0)+Noo(0)Imy+ - - - "

IV. CORRELATION AND RESPONSE FUNCTIONS

Let us consider the expression of the correlation function given by (11). The explicit time dependence of the corre-
lation function can be evaluated if [B (x)—B]P(x) can be expanded to a convergent series in terms of the eigenfunc-
tions and null functions of the FP operator and if the term-by-term application of the FP operator is allowed on it.
We will carry out explicit calculations by choosing B (x)=x in our examples.

In the case of the BL map the unperturbed eigenfunctions are polynomials, including the functions N, ;(0,x) [see
(41)]. Let us consider the expansion of (x —X )P (x) in powers of the moments of the noise. All of its terms are poly-
nomials of x, and they can be expressed as finite linear combinations of the unperturbed eigenfunctions. Taking into
account terms to a given order in the expansion of the perturbed eigenfunctions, there is a one-to-one correspondence
between the perturbed and the unperturbed eigenfunctions (see Appendix). It makes it possible to expand
(x —X )P (x) in terms of the perturbed eigenfunctions, and then from (11) we get the correlation function as

1
CcBL=5,, fo dx A(x)[Ng;+2Ng m,+(5No, —8Ng,)m}+(8Ny,—2Ng )m,+(16Ny | —24N, ,)m3
+(3‘39N0J-24N0,2)m1m2+(——13N0,1+40N0’2)m3+ vt ]
1
+ri(8m,—8m,+%¥m m,+28m;+ - - - )fo dx A (x)p(x)+r5(—512m m,+320my+ - - - )
1
X fo dx A(X)@,(x)+ (55)
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In the case of the BQ map the terms of the expansion of (x —X )P (x) can be expressed as finite linear combinations
of the unperturbed null functions (50). At a given order it is also possible to express the unperturbed null functions
with the perturbed ones, and then to expand (x —X )P (x) in terms of the perturbed null functions. Using (11) we get

the correlation function as

1
CPO= [ dx A —IN o+ N1 _yomi+(—N; o+ %N _o)m]

3 3
+(=5Ni_o— 5N _ro—

3 i 3
SN _imy+5N3_, omy

H(EN2 o+ ZN 11— &N _ o+ &N _,1))mm,

H( N2 o+ ENio)ms+ -0 1. (56)

Here N_, ,(x)=H Ny, (x)=0if t >0.

The static response function (21) exists in both cases. We have chosen F(x)=f,(x) for simplicity [see (33)]. Now

mi(h)=m;+hjm;_,+o(h) . (57)
Putting this into (43) and (54) and then using (21) we get the static response functions
XBszO’ dx D (x){2N; | +[64@,(0)+ 12N, Im | +[ —64¢,(0)+ 16No , — 2N, | Im?
+[—32¢,(0)+68Ng, + 2N Im, +[649,(0)— 16Ny, + 2N, Im}
+[2048¢,(0)+ 5t @,(0) + 144N, , — #2Ng  Jm ym,
+[143369,(0)+ 1229, (0)+ 560N, , —200Ny  Jmy+ - - - }, (58)
YBO_ fo’ dx D (x){ — 1Ny o(0)+ [N, (0)+ N o(0)]m; — [N o +Noo(0)m]
—[&N1,0(0)+ L Noo(0)+ ENg 1 (0)]my + £[N, 4(0)+Ng 4(0)]m ]
+[EN1,0(0)+ 2N o(0)+ Z Ny 1 (0)Jm m,
+3[N0(0)+ N, 5(0)+Nyo(0)my+ - -+ } . (59)

Since the static response functions exist, we can apply (24) to calculate the dynamic ones. To this end we have to
expand 9, P (x,h) |, _o [which is just the quantity in the braces in (58) and (59)] in terms of the eigenfunctions and null
functions of the FP operator. It can be expanded the same way, as in the case of the correlation function the quantity
(x —X)P(x) (see above). Putting the result into (24) we get the dynamic response functions as follows:

XPL=5,, fo’dxp(x)[zzvo,,+12No,,m,+(32N0,1—431v0,2)m%+(631vo_2+§1vo,1)m2

+(96NO‘1—144N0,2)m%+(¥N0,1 —144N0'2)mlm2+(56ON0’2—200N0’1 )m3+ ttt ]

+ri(48m, —24m, +88m m,+320m;y+ - - - )fo‘ dx D (x)p,(x)+r5(—2880m m,+4480m,+ - - - )

Xfolde(x)¢)2(x)+ e (60)

1
xB= fo dx D(x)[—4iN _,; o+ 3N _rom, —3N,_omi+(—EN_o—EN_ )m,

+3N;_ omi+(ENy o+ EN o+ SN i_ 1 +5N_))mimy+ 3N, oms+ - 1. (61)

In the case of the BL map the correlation functions and
the dynamic response functions decay exponentially. In
the case of the BQ map the null functions play an essen-
tial role and one cannot tell, using this method, whether
the decay is exponential.

V. LYAPUNOV EXPONENTS

The Lyapunov exponents characterize the sensitivity
of the motion with respect to the initial conditions. In a

—
deterministic system this quantity can be defined essen-
tially uniquely, since a trajectory is determined by the in-
itial conditions (at least in principle). For a determinis-
tic 1D system the Lyapunov exponent is given by

A= lim lim

t— 0 €0

’

%ln %[f’(x +€)—flx)] I

Fix)=ff""4x)). (62

(It shows how fast the exponential separation of two



37 PROPERTIES OF FULLY DEVELOPED CHAOTIC ONE- . ..

nearby trajectories is.) In contrast, in the presence of
any external noise the initial conditions are not the only
data determining the motion. The other factor is the
realization of the stochastic process corresponding to the
noise. If we want to obtain a quantity characterizing the
sensitivity of the motion with respect to the initial condi-
tions only, we have to perform an averaging over the

J

k:(hm hm—ln —[f(gl,f(gz, .

t— o0 €0

Here ( - - - ) means averaging over all {,.

The Lyapunov exponent (63) is closely related to the
Kolmogorov entropy. Namely, if we take a space-time
grid and calculate the coarse-grained Kolmogorov entro-
py, we find that as a consequence of the Khinchin ax-
ioms?! it separates into two terms. One of them is the
coarse-grained entropy of the noise. This term goes to
infinity if we go on with the refinement of the grid, but
the other term remains finite and goes to the Lyapunov
exponent (63). In this sense we can say that the Kolmo-
gorov entropy of a noisy mapping is the sum of the Kol-
mogorov entropy of the noise and the Lyapunov ex-
ponent.

As a consequence of the ergodicity, it can be shown
that the quantity

1[f(gl, o fEx e )

lim llm—ln
ot

t—> o €—

—f &y o flEx) -0 )] (64)

has a Dirac &-like probability distribution around its
mean value given by (63), so one can measure A in a nu-
merical simulation without averaging over the noise,

l—l

A=A, -—hm 21n|f(§,+1,x Mo x;=f(§x;_y)

(65)

and can calculate A by averaging over x as well,

l—l
A=h= [ ax Poo( lim + 21n|f(§,+,,x)|>

=fo dx P(x){In| f"(&x)]) . (66)

Here P(x) is the stationary probability distribution
(6). We also have used the identity

J eGPz = [ pxPtxidx . 67

In case of additive noise f' becomes independent of the
noise and (66) goes over to the definition of the
Lyapunov exponent used in Refs. 5 and 7.

In our examples (BL and BQ map)

SE,x)=Ffo(x)+EG(fo(x)), G(x)=x(1—x) (68)

SEx+€) )
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noise. This can be done several ways; consequently, we
get several definitions for the Lyapunov exponents. We
shall use the following one.

Let us calculate the Lyapunov exponent for a fixed
realization of the noise using the deterministic definition,
and then let us average it over all the possible realiza-
tions. For a noisy 1D map this is given by

FEuf o FEx) ] l) . 63)
-
s0 (66) can be written as
A:flde(x)ln|f£,(x)I
—f-(—:‘—” m, [1dx PG foleNY . (69

j=1

For the BL map P(x) is given by (43) and for the BQ
map by (54). Putting these expressions into (69), we get,
as results,

)\’BL 2

— 1 1 1 1,2 1
=In2—tmy+imm,—imim,—zmj5—5sm,
+ m1m2+45m1m2+15m2m3+ m,m4+ N

(70)

BQ 3.2
AR=In2—tmy+Imm,—Zmim,—Em,+ -

VI. COMPARISON OF NUMERICAL
AND ANALYTICAL RESULTS
FOR THE LYAPUNOV EXPONENT

We have also performed numerical work to check our
perturbative results for the Lyapunov exponents. There
is an infinite variety of the probability densities of the
noise. We have chosen a simple case just to visualize
our results. The probability density of the noise was

—*—|zl|, if0<é<z (z>0)
orz<§<0 (z<0)
0, otherwise .

p(8)= (71

The quantity z has been changed from —0.4 to + 0.9
and from —0.7 to + 0.9 in increments of 0.1 in the case
of the BL map and the BQ map, respectively. We have
calculated the Lyapunov exponent from a 10* iteration
for each value of z. So we have reached a precision of
about 1073, In the case of the BL map we have per-
formed the calculation directly according to (65). The
results are displayed on Fig. 1. The continuous curve is
the result of the analytical calculation [see (70)]. If
|z | <0.5, the agreement between theory and numerical
measurement is good.

In the case of the BQ map a problem has arisen, since
this map has a critical point at x =1. It implies in the
numerical work that for points close enough to 1 we get
f'(x)=0 and, consequently, an error [see (65)]. For 10*
iterations this situation occurs many times. To avoid
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0.70 7

0.69 4

0.68 _|

0.67

lIll‘!llll‘[ll}

0 z 1

FIG. 1. Comparison of the Lyapunov exponent of the BL
map obtained numerically (dots) and that obtained analytically
(solid curve). The numerical data were obtained from 10*
iterations at each point and the accuracy is 10~

this difficulty, we have applied a smooth conjugation. If
we have

f&x)=u(f(&u""(x)), (72)

where u (x) is a strictly monotonous function of [0,1],
one can easily derive from (65) that
t
xmznm%}_;1n|f*'(gj+1,u—1<xj))z . (73)
t

—w b 77

Here x;’s are the points of the original iteration, i.e.,

xjH:f(ng,xj). (74)
In our case,
f&,x)=fpql&:x), (75)

and we have chosen

u (x)=sin?

™
- 1. 76
5 } (76)

So we obtain
| F (&4 x))) |
=2{14+&; 4 [1-8x;(1—x;)]}
X[1—&;4x;(1—x;)] 7
XUL4E) =6, (1=x] 712 am

This expression is definitely positive for every x;. From
(73) and (77) we have the results shown on Fig. 2. The
differences between numerical and analytical results are
within the numerical error in the whole region of z.

N 0.70 ‘W

0.69 - S

0.68

0.67

l'l'lll[|||7r‘ll'l
0 z !

FIG. 2. Comparison of the Lyapunov exponent of the BQ
map obtained numerically (dots) and that obtained analytically
(solid curve). The number of iterations was 10* at each point
and the accuracy is 1073,

VII. SUMMARY

We investigated the properties of fully developed
chaotic maps under the influence of weak noise. We as-
sumed that the attractor was not destroyed and, conse-
quently, the noise was a multiplicative one, causing no
changes at the critical point and at the ends of the at-
tractor. We treated this noise as a small, random per-
turbation of the map and developed a perturbation
method to calculate characteristic quantities. We were
able to determine corrections to the eigenvalues, eigen-
functions, and null functions of the Frobenius-Perron
operator in powers of the moments of the noise. We did
concrete calculations on simple but nontrivial examples.
We calculated the eigenvalues and eigenfunctions of the
bilinear map and the null functions of the biquadratic
map. These results enabled us to determine correlation
functions and linear response functions for both cases.
We also calculated the stationary densities and the
Lyapunov exponents of the bilinear and biquadratic
maps. The definition of the Lyapunov exponent is not
unique in the noisy case, and we chose such a definition
that relates the Lyapunov exponent to the suitably
defined finite part of the Kolmogorov entropy. We also
did some computer work to compare experimental and
analytical results for the Lyapunov exponent.
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APPENDIX

Eigenvalues and eigenfunctions of the BL map are as follows:

1 3 5 5 S 10y 2 1,,2 35 25
ri=g—gmitmyt+immy—smy+imimy,—pms — gmymy+ gmy+ ’

1= +(—4No 1 +3Ng,)m  +(—12Ng | +9No,)m T +(12¢5— 18N 1 + 15N )m,
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+(—36No, +27N,)m3 +(8¢3+44N, | —

LNo,+ 15Ny 3 )m m,

+(—28¢)+38Ny ; —30N, , +28Ng 3)m;+(—108Ny | +81Ny ,)m

+( (P + 764N0 1=
3No, 1+ No, +49Ng 3 )m m;

32 Ng 3+ 55N 3)m
_+_( 536¢0

Imy+ (16994 6493+ 558N, | —

35N 2+ 105N 3)m

+ (#1969 + 676N, | —S560N , +252Ng 3 )my+ « -+,

1 S 15 05 .«
rz——— m1+7m2+7mlm2——16-m3+ )

‘P2=¢’2+(‘3‘P(1)+QN01‘£N02+5No,3)m1+(
(gfpl"'f‘ ¢(3)+162N01 Ny, +35Ng3)m,
+( 81¢)1+ 76360N0,1_

2332 1819
EENg +52 N, —

V0N 5 +500N g 3)m ]

+ (B} + B2l —

+(— 2@ —160p5— ZEN, | +795N,, —
ra=&—Lm+Imy+ o,

@3 4’3+(15‘P1 193 — BONo + 42Ny, —

889 133
(225‘Pl— 3 ¢

7¢’1+ BENy, —

85Ny, 450N, 3)m

1810 140
5o No3+5NogImym,

910N03+75N04)m3+ N

2Ny 3+7TNg4)m,
—BISN, 4 BION, ) —1561Ny 34 147N 4 )m?

+(— 200+ 1g9+ 19000 —2082Ny | + 22Ny, —539Ng 3 +63Ng g my+ - - -
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