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This paper discusses a rigorous relativistic treatment of the differential cross section for Compton
scattering from bound electron states in the impulse approximation. Starting with general relativis-
tic central-field Hartree-Fock wave functions, a simple expression is found which is valid for all
completely occupied shells. This expression is then compared with the more approximate expres-
sion developed by R. Ribberfors [Phys. Rev. B 12, 2067 (1975)]. The Compton profile is a well-
defined concept in nonrelativistic theory, but it is not categorically applicable in relativistic theory.
Therefore this paper also discusses the circumstances in which the concept of a Compton profile is

well defined also in a relativistic context.

I. INTRODUCTION

Methods that give information about the electronic
structure of atoms, molecules, and solids are of special in-
terest. A method that offers a sensitive probe of electron-
ic structures is Compton scattering.! The reason for this
is, so far as nonrelativistic theory is concerned, that the
differential cross section is simply proportional to the
Compton profile!2

Jp,)=[ [ dp.dp,p(p). (1)

Here, p(p) is the momentum density of the electron sys-
tem before scattering and p, is the component of the elec-
tron momentum along the scattering vector. This pro-
portionality can be shown within the so-called impulse
approximation.!~> The Compton profile J (p,) is of cen-
tral importance because J(p,) is directly related to the
momentum density p(p), and consequently constitutes a
good test of the accuracy of different wave-function mod-
els. Furthermore, J(p,) represents the form in which re-
sults of experiments often are presented.

In the impulse approximation it is assumed that the
final-state wave function of the excited electron may be
approximated by a plane-wave state. This approximation
is justifiable when we also assume that the energy transfer
to the electron is so large that binding effects are negligi-
ble. A very good approximation due to the plane-wave
expansion of the initial wave function and the plane-wave
approximation of the final state is obtained by letting the
potential be canceled out of the energy for an electron in
some initial plane-wave state |p) and final state |p’).
This means that an electron in some of these initial
plane-wave states |p) is assumed to have the same po-
tential as in the final state |p’). This latter assumption
is a central point in the impulse approximation.

A nonrelativistic description of Compton scattering
can be applied to x rays below roughly 15 keV. In this
energy range relativistic effects are negligible. However,
y rays in current use have considerably higher energies
than 15 keV. The advantage of using y rays is that the
energy transfer to the electron is large enough to allow
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investigations of both heavy and light elements. Methods
using x rays are disadvantageous in that attempts to en-
sure the validity of the impulse approximation are limited
to the investigations of light elements.

A complication stemming from the y-ray technique is
the possibility of large energy transfers which require a
relativistic treatment of the differential cross section.
Calculation of the relativistic differential cross section for
inelastic photon scattering against a bound-electron sys-
tem follows general principles which are well known.*
Even if approximations are made, such calculations
would be a heroic undertaking. For this reason, Eisen-
berger and Reed® proposed a ‘“heuristic” approach.
Starting from the cross section for scattering of photons
by free electrons, i.e., plane waves, available in a closed
analytical form,*® they introduced the relativistic
momentum density p(p) as follows. If the binding effects
are ignored, the problem can be seen as that of scattering
against a stationary wave packet composed of plane-wave
states, and where p(p)d°>p can be regarded as the proba-
bility for scattering by the plane-wave state |p). The
cross section may then be written as an integral over each
plane-wave state times the weight factor p(p). The cross
section now will be different from the expression given by
Jauch and Rohrlich,® by an integral over the momentum
p of the momentum density p(p) for the initial state times
p(p). The expressions also differ by a factor that arises
from the choice of the flux factor. The choice of the flux
factor in the expression of Eisenberger and Reed (K /Ew
has been replaced by 1) is properly revised.* The result-
ing form, however, still is relatively complicated. Eisen-
berger and Reed therefore have chosen the scattering an-
gle 6’ to be 180°, which simplifies the algebra consider-
ably. In particular, this choice has the effect that certain
factors can be moved outside the integration over p so
that the conventional concept of a Compton profile sur-
vives also in a relativistic context. However, in order to
minimize backscattering from the chamber, experiments
often are performed at lesser angles. Thus, the derivation
of a more general expression, valid for 6'5+180°, seems to
be an important problem. This problem has also been
solved.
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The “heuristic” approach of Eisenberger and Reed has
been elaborated by Ribberfors.” He made a successful
choice of coordinate systems that solves many of the
difficulties briefly mentioned above. After some algebra,
an expression results for the differential cross section that
is valid for all scattering angles. Using partial integra-
tion, this expression can be approximated to a quite sim-
ple form, and within this approximation the Compton
profile is a well-defined concept for all scattering angles.’
The resulting expression for the differential cross section
and its approximated form, derived by Ribberfors, is dis-
cussed in more detail later.

The heuristic approach, proposed by Eisenberger and
Reed, and elaborated by Ribberfors, gives results that
agree very well with empirical results.> The purpose of
the work presented in this paper is to verify this heuristic
approach. Furthermore, to obtain the Compton profile,
an approximation must be carried out. Therefore the
concept of a Compton profile in a relativistic context is
also discussed here. Since researchers now analyze
empirical findings expressed as Compton profiles and
continue to report Compton profiles with increasing ac-
curacy, it seems important to study the following ques-
tion: When is the Compton profile an applicable con-
cept?

In Sec. II we review the differential cross section as
defined by Ribberfors. In Sec. III we start with general
relativistic central-field Hartree-Fock bound states to
derive an expression for the differential cross section that
is more general than those previously used. In Sec. IV
our expression is compared to the Ribberfors expression
for some scattering angles and energies of the incoming
photon. In Sec. V we investigate at what point the
definition of a Compton profile is significant in a relativis-
tic context. Section VI contains a summary.

II. RELATIVISTIC CROSS SECTION
FOR ISOTROPIC SYSTEMS IN THE MOMENTUM-
DENSITY APPROACH

Throughout this paper we use natural units, i.e., c =1
and #Ai=1. Compton scattering involves an incoming
photon and an electron in the initial state, which we
characterize by the four-vectors «=(k,iw) and
m=(p,iE), respectively. Here k stands for the wave vec-
tor or the momentum, and w for the frequency or the en-
ergy of the photon. Furthermore, p is the momentum
and E the relativistic energy of a free electron. After
scattering, we characterize these by «'=(k’,iw’) and
7' =(p',iE’), respectively. These designations are used in
the following descriptions. In Ref. 6 (Jauch and
Rohrlich®) the following expression for the total relativis-
tic cross section for scattering of photons against free
electrons can be found:

1

31 v ’ 'k’
P g XK. K 8(p+k—p'—K)

o=m¥} [ d’k'd
X8(E +o—E'—a') , )

where
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K=—nm«k=Ew—pk, (3)

K'=—nm«k'=Eo' —p-k'=K —wao'(1—cosb') , 4)
= K K’
X(K,K')=—"7+—
( ) K’+ X

1 1 1 1 2

otk [t Irﬂ O

E=(m2+p2)“2 , (6)

El=(m2+p12)]/2 , (‘7)

and 6’ stands for the scattering angle. This formula de-
scribes an experiment with colliding beams, where the
polarization of the photons is not observed in either the
initial or the final state.

The present paper’s interest will focus on the
differential cross section for the scattering of photons
against bound electrons, characterized by the momentum
density p(p). Applying the heuristic approach of Eisen-
berger and Reed’ to Eq. (2) the cross section can be writ-
ten as
o=m¥3 [ d3k'd3p'd3p%’,—f—w—fp(p)a(p+k—p'—k')

XOE +wo—E'—0o') . (8)

The flux factor K /Ew in Eq. (2) refers to colliding beams,
and has therefore been replaced by 1. Knowing that
d’k'=0'*do'dQ’, after an integration over p’ we can
write the differential cross section as

dg _ m’roo’ [a X(K,K')
do'dQ 20 P EE
Xp(pIS(E +w—E'—a') . )

Inside the integral in Eq. (9), the angle dependence in
X(K,K') will cause some trouble. However, if the
momentum density is isotropic, the integral in Eq. (9) can
be transformed into a form that solves the problem. A
convenient choice of coordinate systems can be per-
formed in such a way that one overcomes the problem of
angle dependence. This has been done by Ribberfors,’
and after some algebra the result can be written as

2,2

2 mirjo’ :
dZ;Q - 20)(;@ I:,i X;(,}(’[;) 2ap(ppdp , (10)
where
E=E(p)=(m*+p*)'?*, (1
g=|k—k|=(0"+0?—200'cosd')'"?, (12)

Yint(17)=2-+-F{[(E —-D— W)Z_Hzl_l/z
—[(E —D)*—H?*"/%}

4
+ mz—(E —D —W)[(E—-D — W)Z—HZ]—3/2
w
m4
+-(E —D)[(E —D)*—H*7*"?, a3
[0
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1 /
A=A(p)=—[(0—0")E(p)—wo'(l1—cosd')], (14) v __A R’ 1 1
p q Xint(lpz| Rr+ R +2m R Rl
D =D(‘D)=l(a) w'cos@’)A (p) , (15) ) | 2
9 +m* R R | (26)
H=H(p)= o sin@'[p2— 4%(p)1'/?, (16)
q where
=w'(1—cosf') , (17)
W=elizeost R =al[E(p,)—=D(|p; |)] @7)
2m 2m
F= W————a—)—-— wZW y (18) and
and R'=R —ww'(1—cosf’) . (28)
We will return to expressions (10) and (24) when we are
2)1/2 able to compare them with the one that we derive in this

lpz|—iA(pz |"‘ _‘"[w w)(m +p;

—we'(1—cosf')] (19)

The expression in Eq. (10) is valid for any given isotropic
momentum density p(p) of the nonperturbed system.

The last equation, i.e., Eq. (19), follows from the con-
servation of momentum and energy. The condition in
Eq. (19) allows one to choose a relationship between p,
and ’. The relation usually chosen is
172

2
-4 , 0

2—(w—a)') ‘1"+ m

P: 4  200'(l1—cosf’)

which also can be written as

E/E4+(E2 /8 —m?0?/E)'? when p, >0
mo/[w(l—cosf’')+m] when p,=0 21
E/E—(E2/E—m*w?/6)'? when p, <O .

r’
w' =

The quantities § and § are derived from the following
equations:

E=w’E (p,)(1—cosb')+wE*p,)— wpZcost’ (22)

and
E=[w(1—cos®')+E(p,)]*—p} . 23)

The above choice causes p, to increase when o' increases.

As mentioned in Sec. I, a relativistic expression con-
taining the Compton profile would be of interest. Such
an expression can also be developed from Eq. (10). After
a partial integration, we are able to find the following ap-
proximation of the expression in Eq. (10):’

d20‘ er(Z)wl fint( |pz I )
dodQ ~ 2eq  Ep) P 24
where
J(pz):fi: 2mpplp dp 25)

i.e., the Compton profile for the isotropic momentum
density. The factor X, (|p,|) can be rewritten more
simply as follows:

paper. [Note that when we write “the Ribberfors expres-
sion” or “the Ribberfors method” we are referring to Eq.
(10) and not Eq. (24).]

III. RELATIVISTIC CROSS SECTION
FOR GENERAL RELATIVISTIC CENTRAL-FIELD
HARTREE-FOCK BOUND STATES

In this section we derive an expression for the
differential cross section in a more rigorous way than has
been done in previous works within this field. We use the
impulse approximation and a general relativistic wave
function in the central-field approximation that can be
written in the following form:®

¥;17(6,6)
;i (6,8)

g,,lj(r) 0

0 ify(n) @

¢n1jmj(r):

where n, [, j, and m ; are quantum numbers. The number
I' can be expressed in terms of the other numbers as fol-
lows:

- /+1 when j=I1+1/2 (I1>0)

I—1 when j=I—1/2 (I>0). (30)
The function y;; can be written as’
yi(6,)=(21 +1)"12
(1+mj+1/2)“2Y,,,,,j__,/2(9,¢)
X (31)

(I=m;+1/2)'2Y,, 112(6,8)

when j =I+1/2 and
yi'(6,4)=21 +1)"

—(I=m;+1/D)'2Y,, _1/2(6,0)
X (I +m+1/2 Y, 11 2(6,6)

(32)

when j=I/—1/2. Here, Y,,, _,,, and Y, ., stand
) T
for the spherical harmonic function.
At this point we will define some expressions and show
some relationships which will be useful later. The
momentum transform of the initial wave function
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b(p)= [ virre=®ar (33)

1
2m
will enter into the calculations. Here, the initial wave
function 1,(r) represents a relativistic central-field
Hartree-Fock bound state, which can be written in the

form given in Eq. (29). Owing to that, we define the fol-
lowing functions:

372
X$,;(p)=4m lﬁ—‘ / fo°° Gy (r)j)pr)r dr (34)
and
1 372
Xhy(p)=dm | 5= fo“’ Fy(njplprirdr ,  (35)

where G,;;(r)=rg,;(r) and F,;(r)=rf,;(r). Here, j, and
jr stand for the spherical Bessel function. Using the
spherlcal harmonic expansion of the function e ~'P7,
which is well known,'®!! and the wave function in Eq.
(29), we can develop an expression for the momentum
transform from Eq. (33). Due to the orthonormalization
of the spherical harmonics, we are able to show that the
momentum transform of the wave function in Eq. (29)
can be written as

(=X, (p) 0 v1'(6,,8,)
¢n1jmj(p) 0 ( ')II‘XF ( ) m.
=X (P) | |y} (6,,6,)
(36)

where p, Bp, and ¢p are the spherical coordinates in
momentum space. Using the addition theorem of spheri-
cal harmonics,'®!! we are also able to show that the
momentum density for a completely occupied shell can
be written as follows:

pujP)= 2 Yrijm (P ijm (P)

—’L——[lX,.z,(p )2+ X5 |2, (37)

where m; runs from —j to j. This is the momentum den-
sity for bound states that ought to be used in Eq. (10).
Let us leave this for the moment and proceed to the main
problem.

In the Schrodinger theory, the coupling between the
electron and the photon gives rise to a perturbation po-
tential containing A% and p- A terms plus spin-orbit cou-
pling. In the Dirac theory, all this is reduced to a- A,
where a is a matrix and A refers to the quantized trans-
verse electromagnetic field. If we use the notation used
by Sakurai,’ the perturbation or interaction potential can
be written as

A, (t)=—ea- A1), (38)

where

3709
a=iy¥=iv4{vv2»73) > (39)
1/2
A(t)= R a (a) ik T—owt)
( ) 51 W ( ka€ €
_i_ﬁlae(a)e—i(kf—wt)) X (40)

Yu (#=1,2,3,4) stands for a gamma matrix, V is the
(normalization) volume, and £'® is the polarization vec-
tor of a transverse photon. The operators @,, and @ la in
Eq. (40) are, respectively, the usual annihilation and
creation operators for a transverse photon.

In the Dirac theory, Compton scattering is described
by second-order perturbation theory. The second-order
transition amplitude S},?)(T) can be written as’

SHr)=-3 fordt fo'dt’(f|ﬁ,(t)ln)

Xexpli(e,—e,)t]
x{n |A(t")]i)

xexpli(e, —¢g;)t'], (41)

where | f), |n), and |i) represent the final, intermedi-
ate, and initial states, respectively, and 7 is the time dur-
ing which the perturbation acts. Here, €/, €,, and g,
stand for the total relativistic energies of the electron sys-
tem in the final, intermediate, and initial states, respec-
tively.

The scattering process occurs instantly, and because of
that, the nonscattered electrons are assumed to have the
same states, i.e., wave functions, in the initial and the
final states of the system. Evidently, we just have to con-
sider the electron that is involved in the scattering pro-
cess. Furthermore, the electron and the photon operate
in different subspaces, which in this case means, so far as
the photon is concerned, that we can ignore the inter-
mediate states. If we make 9 characterize a wave func-
tion of an electron, |y ) the initial photon state, and
| ¥') the final photon state, we can write |i), | n ), and
|f)as [¢;)|v), [¥,), and |9¢;)|y'), respectively.
Letting @ and @' ' stand for the annihilation operator of
the incoming photon and the creation operator of the
scattered photon, respectively, the only comrlbutlons
come then from the matrix elements (y |aa'"|y) and
(y'|@a'Ta|y), so far as the photon is concerned. Thus
if we denote the polarization vectors of the incoming
photon and the scattered photon by € and €’, respective-
ly, we can readlly formulate the second-order transition
amplitude S’} i 2(7) as
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wow'

. 2 172 » ’
Sfin==3 [ a [ ar; —’——] [y | (@e)e ™ =90 g, ) (g, | (a-ee =K T=0T) | y,)

+<¢f | (a,er)e-i(k"r—w't) | 1/’,, )(1/}” l (a_e)ei(kvr—wt') ' 'pz)]

xexplile,—e, )t +ile, —¢g;)t'], (42)

where € 15 Ens and g; are the total relati_gistic energies of the electron in the final, intermediate, and initial states, respec-
tively. Using operators of the form e‘#!, where H is the (relativistic) Hamiltonian of the electron, we can put the ex-
ponential energy factors inside the transition matrix elements and sum up the intermediate states. Due to the complete-

ness of the intermediate states, this operation gives the following elaboration of Eq. (42):

172
s‘?’(r)z_—"’i L [Tdr ['dr[Co(A kK, 0,0 e,6)+Co(H, k', —k, —0', —0,,€)] (43)
1 2V wa), 0 0 b b b ’ b ’ ’ b b
where
Co(ﬁ,k,k’,w,w’,8,81)3<¢’f | eiﬁt(a_e)ei(k-r—mt)e~if11eiﬁl'(a_el)e—i(k'-r—w't')e—iflt' | Ibl> . (44)

Knowing that the energy operator H can be represented by ﬁo +V(r), where H o is the Hamiltonian of a free electron,
and V (r) the potential, we can make an approximation; the operator e'*’ can be approximated as follows:°

e’ﬁ’zexp(z’ﬁot)exp(in) .

This also implies that the approximation to e —ifl

(45)

ought to be written as exp( —i¥?)exp( —if ot). (The sequence of the

operators is important.) Applying these approximations in Eq. (43), we are able to show that the potential vanishes.

Since e, for instance, commutes with ek, ¢ —k'r

e , (a-€), and (a-€’), we can make the potential cancel out. This is the

central point in the impulse approximation. Thus Eq. (43) can approximately be written as

172
SPr) = — <
fi 2V

1

’

ww

where the matrix element C, is defined by Eq. (44).
[Note: The interpretation Hy=e, where A =H o+ Vi(r),
is correct if the one-electron wave function ¥ stands for a
wave function in the central-field approximation.]

The operators containing Hy, do not commute with
e’®T ekt (g.g), or (a-g'), and therefore Eq. (46) will
cause a problem. This problem can be solved using plane
waves, resulting in the possibility of moving the exponen-
tial energy operators outside the transition matrix ele-
ments. This is realized by expanding the initial state of
the electron in plane waves, inserting a complete set of
plane waves as intermediate electron states, and then as-
suming that the final state of the electron is a plane-wave
state. The first two steps are in no way approximations
but the third step is. In the attempt to get reasonable cal-
culations, we must approximate the final state by a plane
wave. The error that might arise from this approxima-
tion ought to be more significant than the error due to
the approximation in Eq. (45). This is so because the next
term that will add to the approximation in Eq. (45) car-
ries a factor e?, since the Coulomb potential contains
e2.19 However, the plane-wave approximation will be ac-
curate when the energy transfer to the electron is large
enough in comparison with the binding energy of the ini-
tial state. This is accomplished for y rays, except when

fo’dz fotdt’[Co(Ho,k,k’,w,w’,s,e’)+CO(HO,——k’,—k,——w',—w,e’,s)] , 46)

{

the so-called K edge is approached.

In accordance with the plane-wave exposition above,
we will now introduce a plane-wave expansion of the ini-
tial state and plane waves as intermediate states. We will
use the notation put forth by Sakurai.” The spinors to be
used are the electron spinor u'*(p) and the positron spi-
nor v(”(p), where s =1,2. We can also use the electron
spinor u'"(p), where r runs from 1 to 4. Here, u*(p)
and u‘¥(p) refer to the negative-energy solutions. How-
ever, the first two spinors likely represent the physical
picture better than the last two. Therefore, we expand
initial state as follows:

172
1/1’.(1'):2 % [Apsu(s)(p)eip~r+Bpsv(s)(p)e—ip.r] ,
pss
(47)
where
172
A, = _I,/IIE f d3r u(ple—PTy.(r) , (48)
172
By = % [ d*r vy, (49)
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and E is the relativistic energy of a free particle, i.e.,
E =(m?+p*!/2. The complete set of intermediate states
would consist of the plane waves

(m/VE")2u")(p " )explip"-r)
and
(m/VE'")"2 5" (p")exp(—ip"'-T) .

Here, in order to separate the energies, the momentums,
and the spins, we use the notations E’, p", and s" for
the intermediate states. Returning to the final state of the
electron, the final state is simply approximated by the

J

172

2
Sir)=——

2V | wo

where

172

Ci(kK, 0,0,8e)=3 2

p,s p’,s”

EE’ V.

plane wave (m /VE')!>u"(p")exp(ip’-r).
Let us now use the plane-wave approach above to ela-
borate Eq. (46). Knowing that’

Ayu(ple® =EuS(ple’Pr (50)
and
B (ple~PT=_Ev(ple ~PT (51)

the intermediate states properly used will give the follow-
ing elaboration of Eq. (46):

fo’dt fo‘dz'[cl(k,k',w,w',a,ewcl(—k',—k,—w',—w,e',e)], (52)

S [(u'el® T | (@ve)e™T [ ue™ )

X(unelp -rl (a-a')e_ik -r] Ap:ueip're‘iEt'

+ B ve ~PTe B ) gl (B mwm ENNg IE o)
+{u'e™® T | (a-g)e’™T|p"e—ip"T)

X{v"e =" | (a-g)e T A ue'®Te ~iE

E'—ot E"Mgi(~E"+a )] | (53)

+BPSU€ »ip-reiEt' )ei(

Here we have used the simpler notations u, v, u’, ", and v"’ instead of u*(p),
respectively.

An integration over ¢ and ¢’ in Eq. (52) gives some Dirac 8 functions if we let 7— «. The only & function of these
that will give a nonzero contribution is 8(E’'+ o' —E —). Using the §-function representation

U(S)(p), u(S')(pl), u(s")(pn), and U(S“)(p”),

8(x)= lim SB(X) (54)
mXx

T—> 00

we can do the approximation

dl dtl zwt io't' W+ _ _‘_’)_
INCEN = 185 8|5 (55)
if 7is large. Thus by integrating over ¢ and ¢’ the remaining part of Eq. (52) will eventually be
) 172
1
S(2) ﬁf_ = ’ ’ ’ k' ' ’
(r)= 2V 0w’ [Cz(krk » 0,0 L, E,E )+C2( k’ ky w, Q),E,E)] 5 (56)

where
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' ’ "y — m m 1,ip'r . ik-r " ip'r
Cz(k)k y @, ,E,E ) % p%,, V EEI VE” w‘+E”_E <u e |(a E)e Iu . )
X (u"e™" | (@-ele | A, ue'®")
+ a)’—El"—E (u'eip’.rl (a-s)e”‘" ’ U”e—iP”'l'>
X (v"e T | (a-g')e —ik'r | Apsueip‘r>

The part that contained B, has vanished, as it ought to
have done. Strictly speaking, we cannot have a transition
from a positron to an electron state.

Let us now take a look at the cross section. The transi-
tion probability P can be written as

P=% RHOGIES (58)

If we sum up all possible state that the scattered electron
and the scattered photon can accept, we obtain the total
transition probability

P= 22 | SiH(r) | (59)

Here, we have for the moment ignored the possibility for
the scattered photon to accept different polarization

J

states. The total cross section can be obtained from Eq.
(59) if we divide by the incoming flux. In this case, the
flux is simply 1/V.* Thus the total cross section can be
expressed as follows:

0=3 5L

p.s’ kK

ISPy |2, (60)

where S{?(r) is given in Eq. (56).

rewrite Eq. (48) as

Using Eq. (33) we can

1/2

A, = u 9 (p)2m) 2y, (p) . (61)

m
ps %

If we use this and the well-known integral representation
of the 8 function, we obtain the following expression for
the cross section from Eq. (60):

"le§le2 21—————225;2”5 | C3(k,K',0,0',6,6)+ C3(—K', —k, —', —w,€%,) | 2, (62)
where
Cy(k, K0, &, € )=——2 2 30 o w,+E’,,~ [u(ae)u" Ju" (a-e)uls(—p' +k-+p")
X8(—p" —k'+p)+ ————[uN(a-e " v (a-e'lu]
X 8(—p'+k—p™)8(p" —k' +p)
x 'y (p)s | e —E—e 63)

The function 8[(E'+'—E —w)/2] is obtained from the §-function representation in Eq. (54). Let us consider the
function |8[(E'+ o' —E —w)/2]|% According to Eq. (54), we can do following approximation:

E'4+e'—E—w

: ﬂ_E +o'—FE —ow

l& 3 sin

(L

when 7 is large. The & function can also be represented by

2| E'+0'—E—w

2
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80x)= lim — | 38U | (65)
T—o0 T TX
which gives following approximate form of Eq. (64):
5| EFo' —E—0 Te| B0 —E-0 | T p 0 _E—w). (66)
2 T 2 T

(Note: If 2 had been placed outside the & function earlier, i.e., in Eq. (64), we would not have received the correct ap-
proximation of | 8[(E’+w'—E —w)/2]|?in Eq. (66).) Let us now use Eq. (66), and the well-known rule

3
[d»

for an elaboration of the cross section in Eq. (62).

lim —2

V-

1
27

(67)

Due to Eq. (67), we receive one integral over p and one over p”.

Thus, using Eq. (67), after an integration over p and p’’, we can use Eq. (66) and obtain the following result:

o=[d% [ %’ = mlE2E,21c4(kk,w,w 6,8 )+Cy(—K', —k, —0', —w,",€) | B(E'+0'—E —0) ,

(68)
where
Collo k0,006,860 =3 2 | —— L 2L p ) @e ) p N (p" e Ju U (p)]
S E o' +E"—
+‘—U,—_~El.,7_—E—[u‘S"t(p’ Na-ew S (—p )" T(—p"Na-eu'(p)]
x[uNp)g(p)], (69)
f
p=p +k'—k,and p”"=p—k'.
The quantity C,(k,k’,0,®’,€,€") can be simplified if we where
make use of the trace techniques put forth by Sakurai.’
If we also make use of the identities a=iy,y and m?2 ivex
p’'=p—k’, we can show that N= . V4v-€) |B +_2Lm_ (y-€")
C,(k, k' 0,0'¢,&") 5
m , iy«
2 N — —y4(y-€') |B — (y-€), (72)
_ sty | M e) |+ K K 2m
u®’(p’) " Yaly-€) |B + m

X(y-€)By, |¥:(p), (70)

where B =(m —iy-w)/2m. Here, y, 7, and «’ stand for
the four-vectors (y,7,), (p,iE), and (k’,iw"), respectively.
Thus knowing that d*k’'=w'’dw'dQ’ and using Eq. (70)
we can elaborate the following differential cross section
from Eq. (68):

d’o __ roo o,
dow'dQ o f 2E'2|u

PINBy¥i(p)|

XOE'+0'—E —0) ,

(71)

k stands for the four-vector (k,iw), and r, for the classi-
cal radius of the electron. In line with the trace tech-
niques, we can show the following:’

S | uNp )NBy i (p) | *=Tr[¥,(p)M] , (73)
where
M =(NBy,)'B'y ,NBy, , (74)

and Y¥;(p) is simply the matrix ¢i(p)¢}‘(p). Here, B’
stands for (m —iy-7')/2m, where 7' is the four-vector
(p’,iE’). Thus using Eq. (73) we can write the differential
cross section as
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d%o 16w oy om?
do'dQ) - ) f d pEzE, Tr[\pt(p)M]

XSE'+w'—E —w), (75)

owing to Eq. (71). Here, we have used p'=p+k—k’, al-
lowing d3p’ to be replaced with d°p, since k and k' are
constant during the integration.

The remaining task now is to calculate the trace in Eq.
(75). In the present paper we restrict the calculation to
completely occupied shells. Thus, letting ¥,(p) stand for
the momentum transform of a relativistic central-field
Hartree-Fock bound state given in Eq. (36), we are able
to sum up m;. Hence, we must consider the following
trace:

S Tr[¥,(p)M]= Tr[V,(pNBy,) ‘B’ Y«NBy,4]

m; m;
=Tr |74NBY4 | Z Ynijm (PVijm (P)
m.
J

Using the expansions given by Merzbacher (Ref. 10, p.
187) we can show that

172
12j+1 E m
Tr[ ¥, =&t L m
STV pM] =5 T+
J

The matrix y4NB7/4NTB’ involves several ¥ products.
The trace evaluation of this matrix requires the use of
some tricks.” We are also able to use the identities
p'+k’'—p—k=0 and E'+o'—E —o=0 to simplify the
evaluation. Here, however, we simply introduce the re-
sult, which is

Tr(y,NBy ,N'B')=X(p,p’)

K K
K’ K

1
T2

+2

(e-p)e"-p)

— , (80
I% )

where K = —7k and K'= —m«’. Thus, owing to Egs.
(75), (79), and (80), the differential cross section for a

,,,J(p)_(-n{ -

3 ¥i(p)=3 buijm, (PWpijm, (P)
— L2156 (p) | A1 474
“4 41 . nl_]p l Ya
+ Ixnlj l (1_74)
2

XS (pXE(pi(y-p)ys

(77

where the positive sign is valid when j =/ 41/2, and the
negative when j =/ —1/2. By using Ref. 9 we can show
that B'=y,By, BB=B, By,B=(E/m)B, and
By,By,B =(E/m)*B. If we use this, Eq. (77), and the
identity i(y-p)=m +y,E —2mB, we obtain the follow-
ing from Eq. (76):

12j+1
(p)M1=— =
%Tr[‘ll,(p) ] o | X;(p) |
7]
E
+ -n: J|an] ]
ya
+ 2m Xﬂ[j( {;‘]j(p)
X Tr(y ,NBy,N'B") . (78)

The fact that p? can be written as E2—m? allows us also

to write Eq. (78) as

172

2
Tr(y ,NBy,N'B") . (79)

|
completely occupied shell can be written as

. roa) 2_]+1
dw'dﬂ’_ o J dr g X et
1/2
m
X+ | Xyl
172 2
m
i(-‘)'l—E nlj(p)
XS8E'+w' —E —w) . (81)

When the polarizations of the photons are not ob-
served, we must sum up the final polarization directions
and average over the initial polarization directions. By
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doing this in Eq. (81), we get another so-called X factor,
instead of X (p,p’) above, and that will be precisely the X
factor X(K,K') given in Eq. (5).° The only angle depen-
dence in Eq. (81) comes from the X factor, which we now
interpret as the factor X(K,K’). Owing to that, we can

d%o mrio’

do'dQ  20gq

o Xim(p) _2j+1
lp,| E(p) 8w

42

where g, X, (p), and |p,| are given in Egs. (12), (13),
and (19), respectively. As before, the positive sign is valid
when j=I/+41/2, and the negative sign is valid when
Jj=1—1/2. The expression in Eq. (82) is the important
one in the present work. It allows us to calculate
differential cross sections for arbitrary completely occu-
pied shells. To obtain this expression, which is more gen-
eral but just as simple as those previously used, we simply
apply the so-called impulse approximation.

Let us complete this section with some remarks con-
cerning incompletely occupied shells. The outermost
electrons in an atom usually form an incompletely occu-
pied shell. Expression (82) is valid only for completely
occupied shells. However, we can make use of the
knowledge that an electron outermost in an atom has a
small binding energy, and due to that, a widely spread
probability density |¥(r)|? in coordinate space. If the
probability density |¥(r)|? is widely spread in coordi-
nate space, the corresponding momentum density
| ¥(p) | 2 will be well localized in momentum space. This
means, for instance, that the Compton profile for outer-
most electrons is bigger than the Compton profile for in-
nermost electrons near p,=0, i.e., the Compton line.
Near the so-called K edge, the opposite is true. This fact
allows us to treat the outermost electrons more freely.
Previously used forms for the differential cross section
have proved to work very well near the Compton line.® 2
This will also be the case for our expression, i.e., (82), as
will be shown indirectly in Sec. IV. Equation (82) differs
very little from expression (10) near the Compton line.
Since all forms for the cross section contain the momen-
tum transform or density, the contribution to the total
cross section from the outermost electrons will just be im-
portant near the Compton line. Consequently, so far as
the outermost electrons are concerned, we are able to
freely choose a method that only needs to work well near
the Compton line. Furthermore, due to the small binding
energies of these electrons, we are also able to choose a
nonrelativistic momentum transform and density. If we
consider metals, for instance, we can use expression (10)
and assume a nonrelativistic Fermi distribution. We can
also use the expression for the relativistic differential
cross section for anisotropic systems, elaborated by Rib-
berfors.!* If we are dealing with materials other than
metals, the last expression for anisotropic systems will be
the one that we ought to consider.

172
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repeat the calculation of Ribberfors,” which resulted in
expression (10). Hence, proceeding from Eq. (81), we can
immediately write a corresponding expression which
reads as follows:

172
XEi(p)

2

m
— 82
7 pdp, (82)

X% (p)E(—1) ll—

IV. VALIDITY OF THE MOMENTUM-DENSITY
APPROACH

In this section we compare our expression in Eq. (82)
with the Ribberfors expression in Eq. (10). The compar-
ison carried out will concern hydrogenlike systems (in the
ground states). For that purpose we need the momentum
transform of a hydrogenlike system. The relativistic
wave function of such a system, and its momentum trans-
form, can be found elsewhere.!* Here, due to Egs. (34),
(35), and (37), we define only the radial part of the
momentum transform, which reads as follows:

bo 1(p)=-1—X(p)sin[(‘y+2)x] , (83)
’ 35 p
F — Z 1/2 2 2\1/2:
XI,O,%<p)~X(p)aZp y+1(B +p )Y %sin[(y +1)x]
—cos[(y +2)x] |, (84)
where
372
X(p)=8wCy 3@;] BT (y +2) (B +p?)~r+272
(85)
+2 172
-7 _2/_
=21ty | 86)
y=[1—(aZ)?]"?*-1, (87)

B=maZ, x =arctan(p /B), Z is the atomic number, and
a stands for the fine-structure constant. Thus the
momentum transform above belongs to the radial wave
function for a hydrogenlike 1s state. The binding energy
€gq Of this (ground) state is simply e;q=m (y +1). This
energy indicates the so-called K edge of the 1s electron.

If we use the momentum transform above in Eq. (10)
and (82), we obtain results that differ very little for
moderate values in | p, |, smaller than or comparable to
approximately 100 a.u. This can be seen in Fig. 1. The
figure shows the difference between expression (82) and
(10), when compared to our method. In other words, it
shows the relative deviation of expression (10) from ex-
pression (82). The relative deviation (in percent) is here
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presented as a function of the scattered photon energy o’.
Furthermore, we have here chosen a common energy of
the incoming photon. (A choice of a lower energy will,
by and large, just squeeze together the curves along the
energy axis.) The values of Z correspond to lead and
copper.

Figure 1 shows a remarkably small deviation near the
K edge. On the other hand, it shows a quite large devia-
tion for small energies of the scattered photon below the
Compton line, i.e., for large negative values in p, below
—100 a.u. Here, our expression gives a lower value than

PETER HOLM 37

does the Ribberfors expression. Theoretically, this indi-
cates that use of our expression is advantageous, at least
below the Compton line. In particular, our expression
ought to be useful for small scattering angles. The entire
spectrum or curve will, to a large extent, appear below
the Compton line when small angles are concerned [see
Figs. 1(c) and 1(d)]. However, at present, few experi-
ments have been carried out below the Compton line.
The reason can be credited to problems associated with
measurements in this area. The cross section is very
weak here, which makes it difficult to correct the raw
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FIG. 1. Relative deviation of the Ribberfors expression (10) from expression (82) for a hydrogenlike system in the ground state as a
function of the scattered photon energy w’. Here, the energy of the incoming photon w is 662 keV. The choices of scattering angles

are 0'=165°, ¢=75°, 6'=25°, and 0'=

5°. The values p,=—100 a.u,, p,

=0, and p, =100 a.u. are indicated as dashed straight lines,

according to Eq. (20). The K edges are indicated as straight dashed-dotted lines.



37 RELATIVISTIC COMPTON CROSS SECTION FOR GENERAL ...

data. For this reason, expression (10) would be accurate
enough for most purposes.

The small difference between expressions (10) and (82)
that Fig. 1 clearly shows can be explained in a more
theoretical way. This can be done by reviewing the
definition of the wave function, and then upon only the
radial part. The radial parts G,;(r)=rg,;(r) and

Fpj(r)=rf,;(r) of the relativistic wave function are con-
nected to each other by two differential equations. Omit-
ting the nl j index, these can be written as’

B+ DF(=—[e~V(N-m]G(r (88)
dr

and

dG .

d—+ —1)—(j+ )G (r)=[e—=V(r)+m]F(r), (89)

where € is the total relativistic energy of the bound elec-
tron, V (r) is the potential, the positive sign is valid when
j=I1+7, and the negative sign is valid when j=I/—1.
[In a case where we make G (r) and F () characterize the
radial parts of an atom other than a hydrogenlike one,
the potential ¥ (r) has to be seen as some “effective” po-
tential, consistent with the radial parts of the central-field
Hartree-Fock wave function.] Now we interpret € as
E +V(r), which gives the equations

§+—(1+ JF(r)=—(E —m)G(r) (90)
and
%(r—;j:(—l)%(j+%)6(r)=(E +m)F(r) ©o1)

from the differential equations above. The recent inter-
pretation or approximation of €, which causes the poten-
tial to cancel out, will give an interesting result.

We are now able to find some approximate relations
between X%(p) and X(p), and for the sake of simplicity
only one case at a time will be considered. The first will
be the case when j=I+1, and I'=/+1 [see Eq. (30)].
The spherical Bessel function j; , ,(pr) can be written as'!

%%j,(pr) . ©2)

), if we use Eq. (92), we can write ex-

. I .
Jipilpr)= ;JI(P")"
Returning to Eq. (35
pression (35) as

3/2

F(oy — -
X (p)=4m .

o I 1d .
xfo dr rF(r) ;],(pr)—;g;j,(pr) (93)

A partial integration properly used in Eq. (93) gives the
following:

372
, 1 o1l |dF 1
F =4 0 2
X (p)=4m Y. fo » dr+ (j+4)F(r)
X ji(prirdr , (94)

due to the fact that we are dealing with bound states.

3717

According to Egs. (34) and (90), we can write Eq. (94) as

E—m

Xf(p)=— x%p) , 95)

which also can be written as
E+m
p
due to the identity p?=E?>—m?. Considering the case
when j =1 —1, and I'=1 —1 [see Eq. (30)], in like manner
we can show that X%(p)=[(E+m)/ plXf(p) and
Xf(p)=[(E —m)/p]X®(p). Here, we have to use Eq 91)

mstead of (90). Evidently, we can formulate the following
two approximate relations:

E-—m

XC(p)=— Xfp), (96)

2

nlj(p) (—1) anj( ) 97)

and

E+m

X5 (p)=%(—1) X5, (98)
where the positive sign is valid when j=/+1 and the
negative sign is valid when j =/ — 1. If we now use these
relations in Eq. (82), the square inside the integral can be
rewritten as 2[ |)(,,Ij(p [+ IX,,,J (p)|*]. With Eq. (37) in
mind, the result will precisely be expression (10). This is
the reason for the small difference between expressions
(10) and (82). Thus the momentum-density approach of
Eisenberger and Reed is not only adequate, but obviously
a very good one.

The interpretation of € as E + V(r) will make the po-
tential cancel out in Eqgs. (88) and (89). After some alge-
bra, this interpretation results in the Ribberfors expres-
sion, i.e., Eq. (10). The central point in the impulse ap-
proximation will be that the potential cancels out. Thus
we can indeed say that the “heuristic” approach of Eisen-
berger and Reed,’ resulting in expression (10),” is “in the
spirit of the impulse approximation.”

V. CONCEPT OF A COMPTON PROFILE
AND ITS VALIDITY IN A RELATIVISTIC CONTEXT

In Sec. IV we show that expression (10) ought to be ac-
curate enough for most purposes. In this section we are
able to test the validity of Eq. (24), in other words, to find
if the Compton profile is a well-defined concept also in a
relativistic context. The interesting thing about the
Compton profile is its direct relation to the momentum
density, see Egs. (1) and (25). It can give information
about the electronic structure of a material. For this
reason, researchers frequently present empirical results as
Compton profiles. Thus it seems important to investigate
the validity of expression (24). To study its validity, we
will use the momentum transform for a hydrogenlike sys-
tem defined in Sec. IV.

If we now repeat, with certain exceptions, the calcula-
tions from Sec. IV, using Egs. (24) and (82), we obtain
larger differences than before. Expression (24) gives a
larger cross section than (82). This is stated by the curves
in Fig. 2. The figure shows the relative deviation of ex-
pression (24) from expression (82), i.e., the difference be-
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tween expressions (24) and (82), when compared to our
method. As before, the relative deviation (in percent) is
presented as a function of the scattered photon energy w’.

According to Fig. 2, the expressions differ very much
for small energies below the Compton line. This is, by
and large, also the case for energies near the K edge.
Even near the Compton line, we obtain major differences.
[If Eq. (10) had been used instead of Eq. (82) the results
would have been almost the same.] Equation (24) is obvi-
ously, to a large extent, invalid provided our intent is not
simply to study the cross section near the Compton line
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for an electron with a small binding energy, i.e., a small
value in Z (see Fig. 3). Thus expression (24) cannot be
used for the K electrons of an atom unless we are dealing
with a light element near the Compton line. A light ele-
ment will, in such a case, be defined as an atomic number
smaller than or comparable to 15.

Equation (24) seems to work well near the Compton
line for electrons with small binding energies. This
means if we view the total differential cross section for an
atom, that expression (24) would be accurate enough in
this area, since the Compton profile is larger here for the
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FIG. 2. Relative deviation of the expression (24) from expression (82) for hydrogenlike systems in the ground states as a function

of the scattered photon energy o’
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FIG. 3. Relative deviation of expression (24) from expression
(82) for atomic numbers Z =29, Z =15, and Z =5. The choice
of scattering angle €' is 165°. The values of p, = —40 a.u., p, =0,
and p, =40 a.u. are indicated as dashed straight lines, according
to Eq. (20).

outermost electrons than for innermost. In other words,
the contribution to the total cross section from the outer-
most electrons dominates near the Compton line, which
makes Eq. (24) accurate enough for the calculation of the
total differential cross section in this area.

VI. SUMMARY

We have considered the differential cross section for
Compton scattering against completely occupied shells.
Starting with general relativistic central-field Hartree-
Fock wave functions, we have derived an expression for
the differential cross section in the impulse approxima-
tion. Our new form for the cross section is quite as sim-
ple as those previously used but is more general. It is
reminiscent of the one derived by Ribberfors. The
difference between the two expressions is very slight near
the Compton line, and all the way to the K edge. On the
other hand, the difference turns out to be several percent
for small energies of the scattered photon below the
Compton line. Here, the expression derived by us gives a
smaller differential cross section than does the Ribberfors
expression. Thus, theoretically, our formula should re-
place the previous formulas, at least below the Compton
line. This means, in particular, that our expression ought
to be used for small scattering angles. However, so far as
completely occupied shells are concerned, the essential
point with this work would be that Compton scattering
has been entirely investigated within the impulse approxi-
mation. Deviations that might appear between theory
and experiment have to be due to the impulse approxima-
tion, provided the contribution from higher-order terms
can be neglected.
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