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Lifetime measurements of interference-narrowed sodium Stark resonances
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%e report measurements of the temporal decay of sodium Stark resonances over regions of in-
terference narrowing and compare with calculations using %entzel-Kramers-Brillouin quantum-
defect (WKB-QD) Stark theory. The measurements are performed with a beam of sodium atoms in
a uniform electric Seld of -3.2 kV/cm excited via the 3 P state to -285 cm ' (n -20) below the
zero-field ionization threshold, and hence substantially above the classical saddle-point energy. For
mixed states at level crossings, the discrete-continuum couplings interfere, yielding resonances that
are stabilized against ionization over a small interval of the Geld. Measurements of the maximum
lifetimes of

~

m
~

=1 levels here are not limited by laser bandwidth, as were our previous spectral
observations of m =0 resonances. For three narrowing regions studied here, the observed max-
itnutn hfetitne values of 127-191nsec are 10-20% 1ess than values obtained from WKB-QD calcu-
lations, while experimental error limits are -5%%u~. After considering estimates for competing pro-
cesses, namely radiative decay and transfer by blsckbody radiation, a slight discrepancy remains.

I. INTRODUCTION

In 1985 we reported' very narrow features in the Stark
spectrum of Na above the classical saddle-point energy,
Esp = 2v F. T—his narrowing was explained in terms of
interference between the amplitudes for ionization into
the various accessible continua. The measurements were
found to agree in general with calculations performed
with Harmin's %entzel-Kramers-Brillouin quantum-
defect (WKB-QD) theory of the Stark effect, but obser-
vations of the extreme minimum width were limited by
the pulsed-laser spectral resolution of about 1 GHz. We
report here measurements of temporal decay rates that
avoid this limitation. We have noted3 previously gen-
erally very good agreement between experiment and
theory even for these more stringent tests, However, we
do find small discrepancies that are not easily explained
by other possible effects.

Interference narrowing (or stabilization) of alkali-
metal-atom Stark resonances was first observed in rubidi-
um before the advent of Harmin's theory. Feneuille
et al. found that in at least two instances, ionization life-
times in rubidium increase and then decrease by a factor
of greater than 30 over a small interval of the electric
ficld. Subsequently, the reported energy-level structure
and the lifetimes in these regions of stabilization have
been found to agree generally with our WKB-QD calcu-
lations for rubidium, but the calculated maximum life-
tiine is more than twice the observed maxima. It is there-
fore of interest to investigate whether similar discrepan-
cies occur in sodium, and to consider what other efFects
might contribute significantly to the observed decay rate.

Similar cffccts have been observed in cesium at very
high principal quantum number n and low electric field
where the high density of quasibound Rydberg states
served as the continuum. Other workers ' have ob-
served analogous effects in alkaline earths. Related phe-
nomena also are found in nuclear and condensed-matter

spectroscopy, and a special workshop devoted to the to-
pic of stabilized states in the continuum was held in
1987." Several theoretical discussions of stabilized states
in the continuum have recently been presented. ' The
resonances reported here exhibit common features with
resonances narrowed by interference in other contexts,
but the particular circumstances in the Stark effect
should be kept in mind.

For alkali-metal atoms at energies above the classical
saddle-point (Esp = —2v F ) ionization in an electric field

may be said to occur primarily by coupling between
quasidiscrete hydrogenic basis states and continua. The
coupling is produced by the nonhydrogenic part of the
Hamiltonian, namely the ion core potential. %hen
different Stark states are strongly mixed (for example,
near an anticrossing), the ionization rate may be estimat-
ed from the properly weighted sum of the couplings be-
tween the components of the mixture and each of the ac-
cessible continuum states: there are circumstances where
terms in this sum have opposite signs and therefore inter-
fere. Then the ionization rate is reduced, often by several
orders of magnitude, so as to produce very narrow spec-
tral features. In certain cases, the core-induced width is
canceled to such a degree that the dominant decay mech-
anism is ionization by hydrogenic tunneling, or by some
other process such as radiative decay or transfer by
blackbody radiation. %e note, however, that the hydro-
genic tunneling rate exceeds the core-induced ionization
rate only in very limited field-energy regions, when a res-
onance happens to lie very near the parabolic critica1 en-
ergy (the top of the eff'ective potential barrier for the
given Stark channel).

The theory for alkali-metal Stark-resonance phenome-
na has been developed to a high degree of precision by
Harmin through the use of %KB methods and
quantum-defect theory. In order to facilitate comparison
with experiment we have recast the results of this theory
in terms of a multicontinuum autoionization model. '
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This model provides a definition of resonance energies
and widths that is applicable even in regions of consider-
able intermixing and line-shape distortion. Therefore it
becomes possible to extend maps of Stark-resonance ener-
gies to above the saddle point and on up to arbitrarily
high field. Such maps will be presented here for the
field-energy regions of interest. It is easy to locate re-
gions of interference narrowing with this model. Howev-
er, because there is some sacrifice in the ultimate accura-
cy attainable with the autoionization model, for all final
comparisons made here with theory, resonance parame-
ters were fit to the photoionization cross section calculat-
ed by Harmin's original methods.

II. EXPERIMENT

A. The ayyaratus

In our experiments a thermal Na beam collimated to
about 0.01 rad is stepwise excited to Stark-Rydberg levels
through the 3 P state by sequential laser pulses in a dc
electric field (see Fig. 1). The atomic beam is formed by a
small stainless-steel oven heated to about 450'C (moni-
tored by a thermocouple) by a 100-W Fast Heat band
heater. Its 0.3-mm aperture is about 100 mm away from
a 0.7-mm movable aperture that serves both to define the
beam and to separate the oven's vacuum chamber from
the main chamber. The laser beams (-0.2-mm diameter
at 1/e points} cross this atomic beam about 35 cm from
the oven, thus defimng the vertical angular spread of the
excited atoms to be +0.003 rad.

The laser beains are formed by dye lasers and
amplifiers pumped by a home-built nitrogen laser' that
produces pulses of about 0.5-MW peak power and -8-
nsec duration. The laser for the first excitation step from

the ground 3 S state to the 3 I', &2 state at 589 nm serves
little spectroscopic purpose and thus operates in two or
three modes spread over 1-2 6Hz. Its 22-cm-long cavity
has internal lenses to reduce losses, and it is tuned by ro-
tating a Littrow mounted grating that serves as a
retroreflector for light dif'racted by an intracavity graz-
ing incidence grating' used for spectral narrowing. Its
output goes to a single-cell amplifier whose light is in-
tense enough to saturate and broaden the D-line transi-
tion.

Because the second excitation near 410 nm produces
the signal, it must be more selective than the first one. In
order to make this laser spectrally narrow, sweepable,
and stable, it has been more carefully designed. ' Its 5-
cm-long cavity also has two gratings (but no lenses} on
specially modified mounts to achieve the large free spec-
tral range (3 6Hz) that enables easy single-mode opera-
tion. Although a single mode is only about 200 MHz
wide (Fourier transform limit is 40 MHz), pulse-to-pulse
variations resulting from mechanical instabilities limit
the effective bandwidth to about 600 MHz=0. 02 cm
This laser is also tuned by rotating the Littrow grating,
but here the required smooth, uniform, repeatable move-
ment is accomplished with a Burleigh Inchworm. We
can scan the frequency about 20 cm ' without a mode
change. The output of this oscillator is amplified by two
cells containing diffe'rent dyes (DPS and LD425) whose
gain profiles have opposite slope both to reduce stray
light from amplified spontaneous emission and stabilize
amplitude fluctuations. The pump light saturates these
dye solutions to further stabilize the output power. This
second laser beam is optically delayed from the first one
by about 20 nsec and counterpropagates against it (for
convenience only). Both laser beams are linearly polar-
ized in the z direction (m light} and propagate in the kx
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FIG. 1. Schematic diagram of the apparatus showing the atomic-beam arrangement and laser beams.
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direction; the atomic beam propagates in the y direction.
The z-directed electric field is produced by a pair of op-

positely charged parallel 3-mm-thick horizontal brass
plates (machined and polished to about 0.001-in. flatness)
on each side of the intersection of the laser and atomic
beams. The lower one is smooth and solid but the upper
one has a fine slit (0.25 mm by 25 mm) carefully aligned
parallel to the atomic beam to allow photoelectrons to
pass through it to a pair of multichannel detector arrays
mounted just above it. The 75-mm-diam brass plates are
separated by 7.24-mm Macor spacers machined and
ground to achieve optimum parallelism (lengths equal to
within 8 pm). The slit was chosen to minimize electric
Aeld inhomogeneities along the fhght path of atoms in the
beam. Inevitably, certain inhomogeneities do remain,
and their efFect on the results is discussed in Sec. II D.
The voltage was produced by a Hewlett Packard
HP6516A stabilized power supply, and the field was
found to be stable to 10 during a data run by using the
atoms themselves as probes. The voltage was measured
with a HF3490A meter and a high-voltage probe, but the
absolute field calibration was determined from the ob-
served positions of the Stark resonances as compared
with calculated values based on the known quantum de-
fects of Na. Because the shifts relative to hydrogen Stark
levels are typically less than 1 cm ' in the field-energy re-
gion of interest, and because tbe quantum defect parame-
ters are quite accurately known (see below), the calculat-
ed values for resonance field and energy are believed to be
quite accurate. In view of the difflculty in measuring the
plate spacing to comparable accuracy, no attempt was
made to produce an "external" field calibration. Thus
the only significant tests of WKB-QD Stark theory we
consider here are for the extreme maximum lifetimes
over regions of line narrowing.

The Galileo chevron multichannel plates were each
operated with about 1 kV bias, and their output was col-
lected on a carefully impedance-matched anode biased at
300 V. The result was a clean pulse easily transmitted on
50-0 cable and ampli6ed by standard linear pulse
amplifiers.

In order to test for effects of the earth's field (which
was not nulled), at one point in the data acquisition pro-
cess, a magnetic field of 1 G (roughly twice the earth' s
field) was applied. There were no detectable eff'ects on
the observed lifetimes.

B. Measurements performed

In our first studies of interference narrowing we mea-
sured the spectral width of various features by scanning
the 410-nm laser and recording wavelength dependence
of the photocurrent at various Axed Aelds. Details may
be found in Refs. 1, 3, and 4. In some special cases we
left the laser frequency fixed and swept the Aeld through
a resonance. But the resolution of each of these measure-
ment techniques is essentially limited by the spectral
width of the laser which meant we could not resolve
widths narrower than about 600 MHz. This spectral
resolution was suScient for us to observe' interference
narrowing in m=0 levels to an appreciable degree be-
cause the normal width (at -4 kV/cm, 200 cm ' below

the zero-field ionization threshold) is 2—3 cm . For a
given Aeld and energy in sodium, m =0 resonances have
the greatest width because the s component leads to the
largest core overlap, hence strongest coupling with con-
tinuum states. However, the calculated m=0 minimum
ionization width of 200 MHz could not be veriAed be-
cause it was less than our spectral resolution.

In order to probe minimum widths produced by in-
terference narrowing, we undertook direct measurements
of the decay lifetime of longer-lived states by recording
the time dependence of the signal. Such measurements
on m =0 states would be very dificult at the field-energy
region that is convenient for our experiments. Their
minimum width of -200 MHz corresponds to a max-
imum decay time of less than 1 nsec, while the pulse
duration of our excitation lasers was about 6 nsec. In or-
der to make good measurements of changes in the decay
time we require lifetimes of at least 10-15 nsec and ob-
servation intervals a few times longer than this. On the
other hand, because the average speed of thermal Na
atoms is about 1 mm/@sec, and because the field inhomo-
geneities were significant over distances of about 1 mm,
the decay-time measurement is limited to a dynamic
range of about a factor of 50. We therefore chose m= I
states and an energy domain closer to the saddle point so
that the maximum decay time was consistent with the
temporal resolution of our apparatus. Figure 2 presents a
plot of sodium Stark-resonance energies for energies near
the narrowing regions studied here, which are contained
within the two boxes. At zero fleld, levels converge to
n=20, L & 2 at —274.34 cm ' and to 212I' at —270.41
cm '. A dotted line denotes the classical saddle-point
energy, above which Stark levels successively pass over
their respective thresholds, and broaden into continua.
Although this broadening takes place over a range of field
values, the nominal threshold (the "parabolic critical en-
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FIG. 2. Sodium Stark resonance energies calculated with the
multichannel formulation of WKB-QD Stark theory (Ref. 13).
The stabilized states studied in the present work lie in the two
boxes, which are magnified in Figs. 5 and 9(b). The levels
shown at zero 6eld have quantum numbers n =20, I. & 2, and 21
I'. The dotted line is the classical saddle-point energy. The

plotted line for a resonance terminates when the corresponding
hydrogenic level passes over its respective threshold, the para-
bolic critical energy.
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ergy" for the given channel) lies where the plotted line
terminates. The energies plotted are actually the real
part of the eigenvalues of a complex symmetric matrix
whose elements are obtained from WKB-QD Stark
theory by use of a multichannel autoionization model, as
discussed in Ref. 13. The level repulsion due to mixing of
hydrogenic Stark states by the sodium ion core is evident
in this figure and in the more detailed figures below.

C. Nature of the signals obtained

In order to reduce the effects of field inhomogeneity
seen by ihe decaying atom along its Right path, we chose
a data collection scheme that would be relatively in-
dependent of such effects. %e first excite a long-lived
mixture of states at a particular energy E and field F, let
it evolve (decay) for a fixed time T, and then make a small
(15-25 V/cm) but fast change in the field by applying a
10—15 V pulse to the field plates. If the conditions are
properly chosen stabilization does not occur in this new
field, so the remaining atoms decay very quickly.

The resulting signal is a slow exponential' decay ter-
minated by a large pulse S(E,T) whose area is propor-
tional to the number of atoms that survived in their excit-
ed state from the laser pulse until the voltage pulse.
Some examples are shown in Fig. 3. This pulse is fed to
an appropriately delayed, gated integrator whose output
is digitized and then summed with others in a signal
averager whose horizontal axis is the delay time T. To
evaluate the expected signal, we first note that the pulse
height is

S (E, T) =Soexp[ —I'(F)T],
where I (F) is the decay rate at field F. Near the field of
maximum interference and therefore minimum I, we can
make the approximation'

determined experimentally and compared with theory.
We then find that S(F,T) decreases exponentially with
time T and is a Gaussian in field I centered at I' =Fo
of half width at half maximum (HWHM) oo
=4F [(ln2)/I OT]'

S (F, T) =Soexp( —I OT)exp( —I OTX ) . (3)

Although the fidelity of a time scan would be comprom-
ised by the Aight of atoms through differing field inhomo-
geneities, a field scan is less compromised by this effect
because the time of Sight for all atoms has the same dis-
tribution with T fixed. A three-dimensional plot of the
dependence on both field and time is shown in Fig. 4.

%'e begin with a discussion of temporal measurements
in one of several regions of line narrowing near where
four levels approximately cross. The four resonances are
identifiable by hydrogenic quantum numbers
(n, n i, ml ) =(18,16,1), (19,12,1), (20,9,1), and (21,7, 1), and
they converge near E = —280 cm ' and F=3280 V/cm,
as shown in the larger box in Fig. 2 and in more detail by
the computational results presented in Fig. 5, also ob-
tained with the multichannel autoionization formulation
of WKB-QD Stark theory. ' The calculated decay rates
for the resonances in Fig. 5 are plotted in Fig. 6. For this
four-level crossing region, there are six regions of line
narrowing (the number of distinct pairs of four levels)
marked by circles in Fig. S. The two cases studied exper-
imentally here are denoted 8 and C. The normal decay
rate for

~
mL

~

=1 levels in this region is indicated by the
top curve in Fig. 6, which corresponds to a width of
0.1 -0.3 cm

First we discuss measurements in the region labeled C
in Fig. 5. Figure 7 shows three data sets that measure the
time dependence of S(F,T) at different fields and the as-
sociated fitted values of the lifetime 6F):—1/I'(F). In
Fig. 8 we plot measured values of r(F) versus F. The

where X =(F—Fo)/4FO, Fo is the Seld where I' takes on
its minimum value I'0, and 4EO is a field parameter to be lignol

M I

200 500
TIME (nsec)

FIG. 3. Pulsed-induced decay at the level crossing A in the
small box of Fig. 2 and shown in detail in Fig. 9. The stabilized
state is seen to decay freely for (a) 75, (b) 150, (c) 225 nsec at
which time a 10-15-V pulse takes the atom beyond the stabiliz-
ing field so that the decay rate increases abruptly, resulting in
prompt decay of all remaining atoms.

+05 VAm

FIG. 4. A three-dimensional representation of the field and
time dependence of the ionization rate near a point of interfer-
ence stabilization. At the proper field, the lifetime is longest, re-
sulting in a long decay time.
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FIG. 5. An enlargement of the larger boxed region of Fig. 2,

showing narrowing regions denoted by 8 and C in the text. The
zero of energy scale corresponds to 280.3cm ' below the zero-
6eld ionization threshold. Minima in the ionization rate are in-

dicated by circles.

TIME DELAY (nsec)

FIG. '7. Results of the time delay scans for crossing C at
three difkrent 6elds. The 6eld values given are relative to the
fitted crossing center and the lifetimes are those obtained by a 6t
to an exponential form. The solid lines are the plots of the fitted
decay curve.

long-dashed line shows the best-fitted Lorentzian. The
solid line shows the values calculated with %KB-QD
Stark theory, and the short-dashed line shows the
theoretical values with the field inhomogeneity folded in,
as discussed in Sec. II D below. The difFerence between
the curves will be discussed later.

These measurements in region C of Fig. 5 have been
fitted with Eq. (3) which assumes that the Seld seen by all
the atoms is the same and is constant. The neglect of
6eld inhomogeneities is justi6able in this case because the
measured field variation over the experimental region is
only -0.2 V/cm and the width b,I'0 of the narrowing
curve is about 3.5 V/cm. By contrast, the narrowing
curves in other regions are not as broad, and the field in-

homogeneities have a signi6cant elect. Figure 9 shows
the observed, theoretical, and convoluted theoretical hfe-
time values for region A. In this case, the width of the
crossing region is less than 0.8 V/cm, so the effect of field

inhomogeneity, seen as the di8erence between the solid
line and the short-dashed line, is more important.

D. Knect of the field inhomogeneities

In several respects, the presence of the slit in the upper
electric Geld plate modifies the ideal of a uniform Seld
and uniform detectability over space. First, electrons will

be detected only from atoms ionized directly below the
slit. Since the detection region beneath the slit is long
and narrow, misalignment of the slit and atomic beam al-

lows some excited atoms to pass out of this detection re-

gion before they decay. %e estimate that this misalign-
ment can be no more than 4', providing a transverse ve-

locity of 70 m/sec for thermal atoms moving at 103

m/sec, hence a transverse displacement of 14 pm during
a decay lifetime of 0.2 @sec. Thus, with a 4' misalign-
ment, 6% of the atoms will pass out of the 220-pm-wide
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FIG. 6. Decay rates for the four energy levels plotted in Fig.
5. As for the previous figure, the hydrogenic quantum numbers
given apply only to the low-field side of the figure. At higher
fields, there is extensive mixing and transformation of character.
The maximum decay rate plotted corresponds to a width of 0.3
cm

0
FIELD (Vlcc)

FIG. 8. Experimental (data points) and theoretical (solid Hne)
lifetimes vs field for crossing C. The short-dashed line indicates
the expected effect of the field nonuniformity on the theoretical
curve, and the long-dashed line represents a 6t to the data.
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FIG. 9. (a) Same as for Fig. 8, but for crossing A. The effect of field inhomogeneity is more important here because the narrowing
occurs over a much smaller interval of the field. (b) Magnification of the small boxed area of Fig. 2 which shows the energy levels.
The zero of energy here is —285.11 cm

detection region during one lifetime. No observable
efFect is to be expected, however, since an equal number
of excited atoms pass into the detection region during
this time.

Second, the field inhomogeneity from the slit causes
the field seen by an atom to change slightly along its
Bight path and also causes difFerent atoms to see difFerent
field values. To estimate the efiects arising from the field
nonuniformity, we have calculated the spatial variation of
the field using eigenfunction expansion methods in two
dimensions, and also we have experimentally estimated
the field inhomogeneity from analysis of temporal decay
versus field as described below. Furthermore, the field
nonuniformity produced by these particular electrode
plates has been studied separately by Yang, ' subsequent
to the data acquisition and analysis discussed here. The
conclusion from the two experimental approaches is that
the predominant variation of the field is in the vertical
direction and amounts to a field gradient of about 15
V/cm midway between the plates. The field is found to
increase as one approaches the slot. By contrast, the field
calculated for an ideal slot decreases near the slot, and is
found to have a field gradient midway between the plates
of less then 2 V/cm . Yang' has further determined that
the observed inhomogeneity is due to a lip, or raised por-
tion, on the edge of the slot produced in the machining
process. This raised portion is maximum at the center of
the plate and decreases in either direction along the slot,
thereby producing a field maximum along the atomic
beam at the center of the plates, as reported in Sec. II F.
This interpretation was derived from electric field map-
ping procedures not available at the time of the original
data acquisition and analysis. However, the data analysis
described below was conducted in such a way as to deal
with this type of field inhomogeneity.

Midway between the plates, the variation of the field in
the transverse direction over the detection region is es-
timated to be insignificant. However, the measured verti-
cal gradient of the field implies a total vertical change of
0.3 V/cm over the 0.2-mm diameter of the laser beam.
Since the field varies approximately linearly over the laser
beam, the weighted distribution of field values seen by
atoms over the laser beam is approximately Gaussian, fol-
lowing the laser-beam profile.

%e first consider the efFect of the field change an atom
sees during its lifetime due to the vertical variation of the
field. %e find the vertical velocity spread geometrically
from the 0.3-mm-oven aperture and 0.7-mm aperture 10
cm away to be +10 m/sec. However, if the plate is in-
clined relative to the beam by 0.02 rad, then the addition-
al vertical velocity relative to the plate of the plate is 20
m/sec, leading to a field change over the 0.2-@sec decay
lifetime of -0.006 V/cm. This corresponds to a small
fraction of the narrowed H%HM even for case A, hence
is not a likely source of possible errors.

The primary efFect of atoms moving into a field for
which the decay rate changes is a shift of the lifetime
versus field function by an amount that depends on the
delay time. Since no appreciable asymmetry in the decay
function with delay time was noted, we estimate that this
efFect would change the maximum lifetime by less than
l%%uo.

By far, the most significant efFect of field inhomogenei-
ty is the distribution of field values seen by difFerent
atoms in the laser beam beneath the slit. %'e model this
efFect with a Gaussian distribution (width hF~} of field
values seen by difFerent atoms whose paths are parallel to
the slit but displaced from one another. Then the expres-
sion for our observed signal becomes the simple convolu-
tion
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FIG. 10. Typical data for field scans at various time delays
for region A of Fig. 9. The solid lines represent fitted Gaussian

curves, for which the corresponding widths are given, with sta-
tistical uncertainties.

K. Lifetime results

In Fig. 10 we show field scans at Gxed laser frequency
for several values of T in region A of Fig. 9(b), and we
have plotted the observed (fitted) width versus T in Fig.
11. We have then fitted Eq. (4b) to this and also to a
similarly derived curve from region 8 of Fig. 5, and ex-
tracted values for both EFI and b,Fo/QI o for each case
We then used these values of b FI and B,Fo/"(/I o as fixed
parameters to determine I o from temporal measurements
of these same spectral features, as described above. The
results are presented in Table I, along with calculated
values for comparison.

EfFects of the Stark shifts of the levels that occur in
Geld scans are included by using the theoretical values of
the Stark coefficients and assuming a Gaussian spectral
shape for the laser. %e found that these corrections were
small enough to allow us to determine experimentally
that the effective laser width was about 500 MHz. This is
consistent with other measurements, and quite adequate
for interpretation of our Geld scans.

S(F,T, AFI)= JdF'S(F', T)

Xexp[ (F' F) —/b, FI—)/b, FI&n.
= [So~Fo/(AFQI oT )]exp( —I"oT)

X exp( —XJz),

bF =bFI+bFo/I oT,

(4a)

(4b)
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FIG. 11. VAdth of the fiekl scans of Fig. 10 vs delay time.
The experimental points have been fitted by Eq. (4b) (solid
curve) and the experimental parameters have been extracted
from the fit.

where XI =(F Fo)/bF. —Unl—ess bFI is very much
smaller than bFo, S(F,T, b,FI ) is not exponential in T,
and it is very difficult to separate the efFect of inhomo-
geneity from that of narrowing. On the other hand, the
Gaussian signal that results from fixing T and scanning
the field has a width that depends on T in a simple way as
given in Eq. (4b), and a fit of the measured width versus T
can be used to extract a value for the inhomogenetty
width b,FI.

F. Mapping the field

By steering the laser beams and thereby displacing the
interaction region in the apparatus, we have exploited the
very high sensitivity of these measurements to map the
electric field in the longitudinal direction. This is the first
time that spatial mapping of an electric field has been ac-
complished to such high precision and resolution with a
technique that has so much potential for use over a wide
range of field magnitudes.

In Fig. 12 we plot the varying voltage required to pro-
duce the appropriate Fo for region A of Fig. 10 with a
200-nsec delay as a function of longitudinal position (y
direction) along the slit, measured from its center. The
three data sets are taken along three horizontal lines at
different heights (i.e., different values of z) above the
lo~er plate, and show clearly that the field is most uni-
form nearest this solid plate, as might be expected. (The
vertical dependence of the field at the center was not ac-
curately monitored and therefore differs for the three
curves in an undetermined way. ) Note that, for reasons
discussed in Sec. II 0, the Geld is maximum at the center
of the slit. It is clear from Fig. 12 that the variation of
field along the slit will have a negligible effect on our life-
time measurements if the excitation takes place near the
center of the slit.

G. Interference of dipole transition strengths

The superposition states that result from mixing by the
field are stabilized against decay because the discrete-
continuum coupling elements destructively interfere.
Analogous interference effects can also cause cancellation
in the amplitude for other processes, such as electric di-

pole transitions, as observed previously. In the
present study we also observe this phenomenon. Figure
13(a) shows a series of laser scans at different field values
near region A of Fig. 9. The narrowing effect is visible
here, but is not very noticeable because of the limits im-
posed by the laser resolution. Much more dramatic is the
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TABLE I. Results of measurements and calculations on the narrowing regions labeled A, 8, and C.
EFO is the width of the crossing region as defined below Eq. (I). hF, is the fitted field inhomogeneity
parameter, not determined for case C because the large value of AI'o made the data insensitive to it. I 0

and vo are the minimum decay rate and maximum lifetime, I z;f is the rate needed to account for the
discrepancy between observation and theory. Error limits given in parentheses for the calculated values

represent solely the effect of uncertainties in the fitted quantum-defect parameters (see text).

Narrowing region
B

ar, (V/cm)
Expt.
Calc.

AFAR {V/cm)
Expt.

~, (nsec)
Expt.
Calc.

I"0 (106 sec ')
Expt.
Calc.

I Q'f ( 106 sec- 1
)

0.357( 16)
0.373

0.184(4)

191{11)
232(1)

5.24(30)
4.32(2)

0.92(30)

0.747(46)
0.765

0.222(8)

127(7)
143.6(2)

7.87(46)
6.96(1)

0.91(46)

1.75(9)
1.79

134{7)
146.0(1)

7.48(40)
6.849(5)

0.63(40)

disappearance [Fig. 13(b)] of the excitation oscillator
strength of one of the interfering components about 14.5
V/cm below the center of the anticrossing. Figure 13(b)
also clearly shows the reversal of the asymmetry of the
Fano profile that arises because of the sign change of
transition amplitude relative to that of the direct ioniza-
tion amplitude.

(Y/cm)
00-

-05-
le

-i.o-
LLI

-l.5-

-2.0-

-2.5-

-2 0 2
POSi~~ON (mm)

FIG. 12. Field nonuniformity in the longitudinal direction.
The apparent displacement of the resonance is plotted as a func-
tion of the displacement of the interaction region from the
center of the electrode slit. The data were taken for case A, so
the field is 3018.29 V/cm. The three sets of data were taken at
1-mm vertical spacings. The diamonds denote those at 1 mm
from the lower electrode, the triangles at 2 mm, and the squares
at 3 mm. Only the relative field along the longitudinal direction
is indicated; the relative field values at the center for the various
vertical positions could not be monitored. The solid lines are
the results of quadratic fits to the data. The error bar shows the
uncertainty in the measured position of the laser-atomic beam
intersection point.

III. COMPARISON BETWEEN KXPKRIMKNTAI.
AND THKORKTICAI RKSUI.TS

Table I summarizes the experimental and theoretical
results for regions A, 8, and C. We give values for the
width of the narrowing region hI"0 [Eq. (2)], the fitted
field inhomogeneity bjil [Eq. (4)], and the maximum life-
time (inversely, the minimum decay rate). The uncertain-
ties (one standard deviation) quoted for the experimental
quantities in Table I are purely statistical, from the least-
squares fits. The difterence in AEI values quoted for re-
gions A and 8 is due primarily to a realignment of the
laser between the acquisition of the two sets of data. It
thus reAects the sensitivity of this parameter to the loca-
tion of the interaction region between the slotted and
blank electrode. I z;f is the difterence between the
theoretical and experimental values and will be compared
below with estimated rates of decay processes other than
ionization.

The theoretical values for the minimum decay rate
were obtained from fits to photoionization line shapes
calculated with WKB-QD Stark theory, using computer
codes written by Harmin and modifications thereof.
%'e have performed calculations neglecting spin-orbit
efFects and also with P and D spin-orbit splittings in-
cluded, using a multichannel version of WKB-QD Stark
theory. In order to obtain convergence for cases A and
8, it was necessary to include quantum defects for L
equals 1 up to 6 (L=O is not needed for m=1 states).
The quantum-defect values needed were obtained' for
I.=1-5 by fitting optical and microwave ' data com-
bined with appropriate weights, while for I.=6, they
were obtained from the efFective polarizability of the
sodium-ion core according to relations given by Freeman
and Kleppner. The D fine-structure splitting was ex-
trapolated from the measurements of Salour. A two- or
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FIG. 14. Calculated maximum lifetimes for the three stabiliz-

ing regions as a function of the maximum L value for which the

quantum defect was assumed to be nonzero. The surprising sen-

sitivity to high-L values arises because low-L effects are can-

celed by interference. The di6'erences between the two spin
components are negligible on the scale of this graph.

FIG, 13, (a) Spectral scans in region A of Fig. 9 at various
values of the field relative to I'o, the field for the lifetime max-
imum. The spectral narrowing of the left peak due to interfer-
ence in the ionization process is evident. More important here
is the vanishing of the signal along the right side because of in-
terference of the dipole transition matrix elements. (b) Detail,
at higher gain, of the boxed region of (a), showing the reversal
of the asymmetry of the line shape.

three-term expansion in powers of the binding energy was
used in fitting the data. The 5z values at —285 cm
(fine structure omitted), together with the statistical un-

certainties propagated from the Sts, are 0.855320(2},
1.4803(7)x 10-', 1.609(5}X 10-', 4.28(2) X 10 ',
1.52(2)X10, and 6.44(10)&(10 5. The P, /2 and P5/2
difference is 8.07(2) X 10, while the D3/i D5/2
difference is —1.4(1))& 10

The maximum lifetimes over each of the narrowing re-
gions A, 8, and C are plotted in Fig. 14 as a function of
the maximum I. included in the calculation. (The field at
which the maximum calculated hfetime occurs depends
slightly on L,„.) The error hmits given with the calcu-
lated values in Table I represent solely the efkct of uncer-
tainties in the 6tted quantum-defect values. At present,
we do not have a means of estimating the possible errors
introduced into the calculated values due to use of the
%KB approximation.

Th«wo
I ~L I

=1«e-s«u««e ieve»(
I ~J I

=-,' and

—, ) at the respective points of maximum hfetime are found

to differ very little in energy and bfetime. The energy
splittings are found to be 0.36, 0.09, and 0.024 MHz for
cases A, 8, and C, respectively. This may be compared

with the 20 P fine-structure interval of 757 MHz, the 20
D interval of —11.5 MHz, and with the minimum

linewidths for regions A, 8, and C of 0.7, 1.1, and 1.1
MHz, respectively. Normally one would expect on aver-
age that an n=20 Stark level would exhibit a fine-

structure splitting of one-twentieth of the zero-field 20 P
splitting, the D state splitting being negligible by com-
parison. The calculated values are much less than this
because (a) the stabilized states have very little P charac-
ter (minimal core overlap for

I mr I
=1) and (b) the D

state one structure cancels most of the remaining P state
efkct. For similar reasons, the differences for the max-
imurn lifetimes between the two 6ne-structure corn-
ponents for cases A, 8, and C are calculated to be only
0.04%, 0.08%, and 0.01%, respectively. We conclude,
therefore, that spin-orbit e6'ects are negligible compared
with experimental uncertainties.

It is clear that there is generally good agreement be-
tween measured ionization lifetimes and WKB-QD
theory. Calculated values for AI'o are within the estimat-
ed error limits of the experimental values. However, for
f 0 there are discrepancies of up to 20% that are larger
than the combined effects of rneasurernent error limits
and the uncertainties in the empirical quantum defects.
Several possible explanations for the discrepancies in the
I o values can be proposed.

(a) Perhaps the modehng of the field inhomogeneities is
somehow inadequate. This is consistent with the con-
clusion that the largest (smallest) discrepancy occurs for
case A (C},which is most (least) sensitive to field inhomo-
geneities. To the extent of our understanding, the single
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effect that may be significant at the 1% level but which
was not considered in the data analysis is a slight varia-
tioo of the field seen by the decaying atom if there is a
vertical velocity component in the presence of the field
gradient due to the slit. As stated in Sec. III 0, to first
order, such an eN'ect would produce an asymmetry in the
decay curve as a function of the time delay. Although no
such parameter was included in the fitting procedure, this
e8ect was not evident in the residuals.

(b) Another decay process may account for the
difference in I'0 values. In fact transfer by blackbody ra-
diation and also radiative decay are expected to occur to
some degree. There are two difficulties with this explana-
tion. First, the addition of a constant decay term would
imply, by Eq. (2), that bI'0 would also be affected,
whereas in each case AI'0 is in good agreement with
theory. Second, the required rates, given by I'd;& in Table
I, exceed estimates based on previous work.

For blackbody radiation at zero field, Cooke and Gal-
lagher3 obtain a rate

I'i, =(6.79X10 )T/n '2 sec

which is independent of L. If the rate is truly L indepen-
dent, it would be unaffected by mixing in the electric
field. Farley and Wing ' have explicitly calculated black-
body transfer rates for sodium L =0-3 Rydberg levels,
and find them slightly less than the above value, with a
small-L dependence. We conclude that at T=300 K,
E= —285 cm ' (n'=—20), a rate I'i, =5.2X10 sec
from the above expression is a reasonable upper bound.

For the radiative decay rates, estimates for sodium can
be based on the rates calculated for specific hydrogen
Stark levels at zero field by Hiskes, Tartar, and Moody.
Radiative lifetimes of sodium nL levels at zero field are
less than in hydrogen for L=O, but much greater for
L=l, slightly greater for L=2, and comparable to the
hydrogenic values for L p2. i Our own estimates of
the effect of the electric field on radiative lifetimes of hy-
drogen Stark sublevels indicate that the levels of highest
n, for a given n manifold decay more rapidly than at zero
field by as much as 25%, while upward-going levels of
smaller n, are less affected by the field. For n =18 to 21
(the hydrogen values are independent of n i for

~
m

~
)0)

one reads values from the graph of Ref. 32 of 18-33 @sec,
corresponding to rates of 3.0 to 5,6X 10 sec '. Thus the
approximately equal blackbedy transfer and radiative de-

cay rates sum to no more than about 1.2X10 sec
which is too small to account for the discrepancies in the
observed decay rates.

It is conceivable that interference efFects could occur in
a single dominant branch in the radiative decay rates.
There might even be ao appreciable variation of the radi-
ative decay rate over the narrowiog region so as to ac-
count for the observed AI'o values. In any case, it would
be useful to have more reliable estimates for blackbody
traosfer aod particularly radiative decay in the presence

of an electric field.
(c) A third possible significance of the discrepancies is

that the rates calculated by WKB-QD Stark theory for
the stabilized states are slightly in error. Because of the
high degree of interference cancellation, these measure-
ments represent a very stringent test of the theory. For
hydrogen, WKB widths have been found to agree with
"exact" numeric calculations to better than one part in
10 . For alkali-metal atoms, there is good agreement on
a very diverse set of comparisons with experimental line
shapes, resonance energies, and widths. At present,
therefore, we regard this at the least likely explanation.

IV. CONCLUSION

"Stabilized" Stark resonances are fascinating because
the reduction in ionization decay rate occurs by a large
factor over a very small interval of the electric field. Our
calculations with WKB-QD Stark theory and variations
thereof' indicate that line narrowing or stabilization
occurs very generally in sodium in regions where two or
more hydrogenic levels cross. In this work, we have
studied one case of a stabilized state in a two-level cross-
ing, and two cases out of six stabilized states in a four-
level crossing.

Because the field dependence of interference narrowing
is so sharp, there is the obvious possibility of using the
anomalously long lifetime for a precise electric field cali-
bration. The HWHM of the narrowing region (UFO/Fo)
was as small as 1.2 parts in 10 . The observed lifetimes of
134-191 nsec represent an increase by factors of 10 to
10~ over the "normal" lifetime of 0.02-0.10 nsec (corre-
sponding to linewidths of 0.5-0.3 cm ') for the

~

m
~

=1
levels studied here (field-energy region 3.3 kV/cm, 285
cm ' below the zero-field ionization threshold).

Because of the complicated pattern of interference
among the discrete-continuum coupling elements, stabi-
lized states present very sensitive tests of theory. It is re-
markable that the location and magnitude of the lifetime
peak were quite well predicted by WKB-QD Stark
theory. The true limits of accuracy of this theory are
difficult to establish. Our measurements of the extent of
lifetime stabilization are all within 20% of theory. How-
ever, the discrepancies between experiment and theory
for the maximum lifetime are 1.5 to 3.0 times the estimat-
ed experimental error. Our best estimates for the rates of
transfer by thermal blackbody radiation and for radiative
decay reduce the discrepancies to 1.3 to 2.6 standard de-
viations. Before one can say whether the theoretical
minimum ionization rates are significantly in error, the
rates for these competing decay processes in the presence
of an electric field (most especially that for radiative de-
cay) need to be more reliably estimated.
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