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Excitation coefficients for production of 1s5 and 1s4 levels (Paschen notation) of neon in collisions
with low-energy electrons have been measured using a drift-tube technique combined with laser ab-
sorption and laser-induced fluorescence techniques. The absorption and fluorescence signals have
been analyzed using coupled rate equations which include the effects of population mixing among
these levels in collisions with neon atoms. The excitation coefficients for the metastable and reso-
nance levels a~/N and ap /N have been obtained as functions of the electric field to gas density ratio
E/N. The measured values of a~/N vary from 1.3)&10 m' at E/N =1.6)&10 ' Vm to
6.5&(10 m at 3.0&(10 ' Vm . The values of aq/N are comparable in the experimental E/N
range. The experimental excitation coefficients are in agreement with values calculated from a
Boltzmann analysis using a recommended set of electron excitation cross sections derived from pub-
lished experimental electron beam data.

I. INTRODUCTION

This paper presents measurements and analyses of
swarm coefficients for the electron excitation of the two
lowest excited states of neon, i.e., the 1s5 and 1s4 levels
(Paschen notation ). This is the second in a series of pa-
pers on the use of drift-tube techniques and Boltzmann
analysis for the determination of the excitation coefficients
and cross sections for the levels of rare-gas atoms in the
lowest electronic configuration. In the first of the series,
one of the present authors (K.T.) has recently reported on
the excitation of argon. The reporting of the neon data
was delayed pending an analysis of the effects of col-
lisional mixing, of Penning ionization of impurities, and
the determination of a consistent set of electron excitation
cross sections. The derived excitation coefficients are
compared with values calculated from solutions of the
Boltzmann equation using cross sections chosen from
among published experimental ' and theoretical results.
A recommended set of elastic and inelastic cross sections
is presented which reproduces the measured excitation
coefficients and published transport and ionization
coefficients to within their respective estimated uncertain-
ties. The only other application of absorption techniques
to the measurement of neon excitation appears to be that
of Milatz and Ornstein. Laser-induced fluorescence tech-
niques were recently used to measure cross sections for
excitation of the four 1s levels of neon.

The approach used in these determinations of excitation
coefficients is to first determine the absolute excited-state
density from measurements of the fractional adsorption of
monochromatic radiation and from previously reported
determinations of the relevant radiative transition proba-
bilities. Determination of the excited-state lifetimes then
allows us to calculate the rate of loss of excited atoms,
which is equal to the steady-state production rate by
swarm electrons. A particularly important improvement
in the present series of experiments over previous neon
metastable absorption experiments is the use of a narrow-
band laser to measure both the magnitude of the absorp-
tion at the line center and the shape of the absorption
profile.

In Sec. II we review briefly the experimental apparatus
and technique, while in Sec. III we present the new as-
pects of the theory of the experiment. The experimental
results are presented in Sec. IV and the Boltzmann
analysis relating the electron collision cross sections to the
measured excitation coefficients is summarized in Sec. V.
Section VI presents a discussion of various factors
affecting the accuracy and interpretation of the results.

II. EXPERIMENTAL APPARATUS AND PROCEDURE

The experimental setup is shown schematically in Fig.
1. Since the apparatus and the procedure are almost the
same as those for the experiments with argon (see Ref. 2)
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FIG. 1. Schematic of the experimental setup.

we will cite this reference for some details and will refer
to it as I. The drift tube is the same one used for the ex-
periments with 02. The diameter of the semitransparent
photocathode was 60 mm and the electrode separation L
was 38.4 mm. The photocathode was uniformly il-
luminated from outside the vacuum chamber with a 100-
W mercury lamp which had been removed from its uv-
absorbing envelope. Research grade neon (99.995% nom-
inal purity} was used. Before filling the system, the neon
was cooled in a liquid-N2 trap for about an hour to re-
move water vapor. The filling pressure ranged from 40
to 4000 Pa. The E/X range studied was 1.6)&10 ' to
3.0 & 10 ' V m as produced by a square-wave accelerat-
ing voltage of 50—150 V. These voltages were well below
breakdown. The electrons were produced in significant
numbers at the cathode only by the external illumination
and not by metastables or neon resonance photons arriv-
ing at the cathode. The light source for the absorption
and fluorescence measurements was a single-mode dye
laser pumped by an argon-ion laser. The linewidth was
estimated to be less than a few tens of megahurtz. The
wavelength of the laser was locked to the center of the ab-
sorption line using the optogalvanic signal from a com-
mercial hollow-cathode lamp to generate an error signal.
The resultant frequency stability was better than + 100
MHz.

The absorption measurements were made using a mul-
tipass optical configuration in which the folded laser beam
was in a plane which included the axis of the drift tube.
The beam crossed the tube axis at positions from z

~
——6.5

mm to zq ——32 mm, where the cathode surface is taken to
be at z =0. The number of passes could be adjusted from
32 to 40 corresponding to absorption lengths in the active
drift region of from 1.92 to 2.4 m. Proper adjustment of
the mirrors resulted in a uniform distribution of the laser
beams throughout the region from z~ to z2 so that the
fractional absorption was equal to the product of the ab-
sorption coefficient at the laser frequency, the path
length, and the average excited-state density in the region
between z~ and z2. The beam diameter in the active re-
gion was about 1 mm and the laser intensity was attenuat-
ed to about 10 mW/mm, which is well below the ex-
perimentally determined value of 10 m W/mm at
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FIG. 2. Examples of the transient absorption signals for (a)
the 1sq level and (b) the 1s~ level as measured using the wave-
lengths 614.3 and 609.6 nm, respectively. Here E/.V =2)& 10
V m-' and N = 1.93 )& 10 m

which pumping by the laser perturbs the excited-state
density. A ratio amplifier was used to compensate for
fluctuations in the laser power. The number of sweeps
used for signal averaging was 10 to 2& 10 and the resul-
tant rms noise corresponded to about 0.01% absorption
or a minimum detectable density of 10" m . Linearity
of the detection system was checked by observing the ab-
sorption signal while varying the dye laser intensity from
10 to 10 mW/mm .

The transitions at wavelengths of 588.2, 594.5, and
614.3 nm were used to determine the 1sq density. The
densities of 1sq atoms obtained using the three lines agree
with each other to within experimental scatter when the
transition probabilities' of Bridges and Wiese or of
Inatsugu and Holmes are used. The 609.6-nm line was
used for the 1s4 level. Figure 2 shows representative ab-
sorption transients obtained using the 614.3- and 609.6-
nm lines. The fitting of these data to theory and the use
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of the data will be discussed in Sec. IV.
A fluorescence technique was also employed for time

constant and relative density measurements for the 1sq
level because it is more sensitive than the absorption tech-
nique. All of the fluorescence measurements of transient
excited-state densities reported here were made using laser
excitation at 588.2 nm and detection of 659.9-nm emis-
sion using an interference filter. In this case the multipass
optical configuration was replaced with a single-pass
configuration with an expanded laser beam diameter of 30
mm. This allowed an increase in the laser power while
keeping the laser intensity below 10 mW/mm so as to
avoid pumping effects. Thus our conditions are much
different from those of the laser-induced Auorescence ex-
periments of Ref. 4. The detector was placed to observe
the fluorescence at right angles to the laser beam. The
multichannel scalar was operated in the pulse counting
mode. The relative fluorescence signals were converted to
absolute excited-state densities by comparison with values
obtained from the absorption measurements at
E/N =1&10 Vm In order to avoid making correc-
tions for the density dependences of collisional quench-
ing, " etc. of the 2p levels, the fluorescence measurements
were made at fixed gas density and variable voltage and
were normalized at overlapping E/N. The fluorescence
technique was not used for the 1s4 level since it was
difficult to distinguish the rapidly varying fluorescence sig-
nal from the emission resulting from electron excitation of
the upper level (see Fig. 2).

The profiles of the lines used in these experiments were
measured using the fluorescence technique in which the
laser was scanned in wavelength. Thus, at low Ne densi-
ties the profile of the 588.2-nm line was consistent with
two Doppler-broadened components having the measured
fractional natural abundance of Ne and the reported'
isotope shift of 1.75 GHz. At the higher Ne densities, the
lineshapes were consistent with the published' ' values
for the collision broadening coefficients of 3.4& 10
GHzm for the 588.2-, 594.5-, and 614.3-nm lines and
3.2& 10 GHz m for the 609.6-nm line. These results
were taken into account in the derivation of excited-state
densities from the absorption signals.

III. THEORY OF EXPERIMENT

In this section we will present a derivation of the ex-
pressions for the excitation coefficients in terms of the
measured average excited-state densities and decay con-
stants. Although some modifications in the procedure of
date analysis used for argon are necessary for neon, the
procedure is similar to that given in I. The model of the
excited-state afterglow processes is a simplified version of
that of Phelps, ' while the treatments of excited-state
diffusion, spatially dependent detection efficiency, etc. , are
similar to those developed for 02 metastables. The rate
equations for the Is5 and 1s4 levels are

BM(z, t)
k a, z Dd M

dt az2

(KiN+KMN+K2MN )—M+aKiNR . (1)

c)R(z t)
k (

nz
at

—(vi+aKiN+K~N+K2gN )R +K~NM,

(2)

n, (0)N [kM cup+ kR aK i N]
[e ' —F(z)],

V2
(3)

n, (0)N
R (z) = [kg (1 p

—ct D) +kMKi N]e
V2

kRa(KiN)~
+kM K i N I' (z), (4)

where M(z, t) and R(z, t) are the spatial- and time-
dependent densities of the 1s5 and 1s4 levels, kM and kg
are the respective electron excitation rate coefficients,
n, (0,t) is the density of photoelectrons at the cathode, a;
is the spatial ionization coefficient characterizing the ex-
ponential growth of the electron density, N is the neon
atom density, D is the diffusion coefficient for the 1s5
atoms, vi is the effective radiative transition probability for
the 1s4 level including the effects of radiation trapping, '
Ei is the rate coefficient for excitation transfer from 1s5 to
1s4, a =12.4 is the equilibrium ratio of 1s5 to 1s4 densi-
ties at 300 K, K2~ and K2~ are the rate coefficients for
three-body collisional quenching, and EM and X~ are the
effective rate coefficients for 1s5 and 1s4 state quenching
by impurities. These equations are the same as Eqs. (2)
and (3) of I except that the terms aKiNR and KiNM have
been added to include collisional mixing of these levels
and the terms in KM and K~ have been added to account
for quenching by impurities. Note that we have very
much simplified the treatment of the transport of the reso-
nance radiation emitted by the 1s4 level by replacing the
Holstein-Biberman integrals by a constant v& characteris-
tic of the fundamental decay mode' as calculated using
the measured 1s4 radiative lifetime. ' An empirical
justification for this approximation has been given in the
case of the theory of electrical breakdown of rare gases. '

In Eqs. (1) and (2) the electron density is assumed to be
given by the quasi-steady-state solution, ' i.e., by
n, (z, t) = n, (0, t)exp(a;z). The boundary conditions ap-
propriate to Eq. (1) are that M(0)=0 and M(L)=0,
where L is the separation of the electrodes. R(0) and
R (L) are finite in this model.

The general approach used for the solution of Eqs.
(1) and (2) is to make a Fourier-series expansion of
the spatial dependence of M and R, e.g. , M (z, t)

f (t)sin(mirz/L). For each m one then obtains
two coupled rate equations having two characteristic de-
cay constants. We are primarily concerned with the re-
sulting steady-state solution and the slow or final decay
constant of the lowest spatial mode (m =1). The steady-
state solutions are

b sin(m mz /L)
M (z) =n, (0)N (kM cop+ k~ aKi N) g

[y cop —a(KiN) ]
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where

v =youp —a (K(N) a—;Dtpp,2= 2 2

F(z) = [sinh(her)] 'I sinh[hvr(1 —z/L)]

+e ' sinh(h ~z /L ) ),

(5)

L
h

2
[ypcpp —a (K ) N) ]

2

DMp

a;L (e ' +1) sinh[h~(zq —z~ )/2L]
H(zp, z i )= 1— (10)

h~ cosh[h~/2]

Here yo=K&N+K~N+K2MN, cop=vy+aK~N+KgN
+Kqtt N, y =D (m~/L) +yp, and b =2rrm [1
—( —1) e ' ]/[(a;L) +(m~) ].

Since the absorption measurements yield the average
1s5 and 1s4 atom densities M, and R, in the region from
z~ to z2 ——L —z&, we wish to evaluate these quantities
from Eqs. (3) and (4). The results are

n, (L)N
M, =

q
(kM&o+kRaK1N)H (z2,zl )

v Q(zp, zi)
n, (L)N

R, = (kz y ~P + kMK&N)H (zz, z& ),
v Q(zp, zi)

R„ the determinations of o.~/N and o.~/N require a
knowledge of the frequencies y &

and ~p, the rate
coefficient K~, and the ionization coefficient a;. Our gen-
eral approach is to use collisional rate coefficients con-
sistent with previous measurements in pure Ne, but with
KM and K~ adjusted to allow for the effects of impurities
which appear to have been present in our gas samples.
Details are discussed in Sec. IV. As discussed in earlier
papers, ' the final decay of the excited-state density is ex-
ponential with a decay constant determined by the lowest
spatial diffusion mode, i.e., by

yf =0.5I(y&+too) —[(too —yi)'+4a (K)N) ]' 'j . (16)

The corresponding fast or initial decay constant is given
by

y =0 5I(yi+tpo)+[(too —yi)'+4a (K|N) ]' 'I . (17)

and

Because cop is large compared to D(w/L) at neon densi-
ties of interest here, the value of y; is insensitive to the as-
sumption of the lowest diffusion mode and it is useful to
approximate the time dependences of the Isq and 1s4 den-
sities by

M(t) —A(e '+Aqe f +A3

P = [youp a; Dtpp —a(K~N) —(1—H)](y ~tppH)

y] =yo+D(rr/L) (12)
R(t)=B,e ''+Bye +B3 . (19)

Q(zz, z&)=a;(zz —z~)e ' (e ' ' —e (13)

H = 1 —cosh(a;L /2)sech(h~/2),
a; L/2=e '

(10')

(13')

In the limit of K] ——0 these expressions can be shown to
lead to those given for M, and R, in I.

The final expressions for the excitation coefficients are
obtained by solving Eqs. (8) and (9) for kM and k~ and
noting that aM/N =k~/w„a~ /N =k~ /w„and
i = Aetp, n, (0)exp(a;L). Here tp, is the electron drift ve-

locity, e is the electronic charge, i is the total current at
the anode, and 3 is the cathode area. The resultant equa-
tions are

&M M,= AeQ [y )P aK(N (R, /M3)), —
iN

(14)

Rs

N iN
= AeQ [cop K~N(M, /R, )] . —

Equations (14) and (15) show that in addition to the
magnitudes of the average excited-state densities M, and

Note that the use of y& rather than yp in Eqs. (9) and (11)
is optional and was chosen because the resultant geometri-
cal factor P defined by Eq. (11) then varies only from 0.93
at low N (high E/N) to 1 at high N (low E/N) The fac-.
tor Q accounts for the growth of electron density and re-
places the factor q used in previous papers. '

In the case of absorption measurements at the center of
the drift region, i.e., when z& ——z2 ——L /2 as in I, the quan-
tities H and Q reduce to

The usefulness of the fundamental diffusion mode approx-
imation made in Eqs. (16) through (19) is discussed in de-
tail in Ref. 8 for 02 metastables.

IV. EXPERIMENTAL RESULTS

Typical absorption signals for the 1s& and 1s4 levels are
shown by the points in Figs. 2(a) and 2(b), respectively.
The two sets of absorption data were obtained at the same
E/N and N values. The solid curves in Figs. 2(a) and
2(b) are least-squares fits of Eqs. (18) and (19), respective-
ly. The waveform in the decay period for the 1s& level
can be fitted by a single exponential function of time.
This means that the contribution of the first term in Eq.
(19) is negligibly small. On the other hand, the waveform
for the 1s4 level appears to be a double exponential func-
tion of time. The initial decay constant y;, however, is of
questionable accuracy because of the finite response time
of our measuring system.

The final decay constants yf obtained from such data
are shown by the points in Fig. 3 as a function of the gas
density. The circle points are from absorption data and
the square points are from fluorescence data. As expected
from the theory of Sec. III, the values of y~ for the 1s4
level (open circles) agree with those for the lsd level (solid
circles) to within the scatter of the data. The dashed
curve in Fig. 3 shows the least-squares fit to the experi-
mental data of Eq. (16) in which KM =KR =0, as in pure
Ne, and in which DN and K~ were varied. The constants
used in the fit are DN =6.2X 10 m ' s
K] ——4 9X10 ' m s ', v( ——1 43X10 s

K2M =&.0X10 m s ', and K2g =5 OX1o
Here v& was calculated from Eq. (16) of I using the report-
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FIG. 3. Dependence of the final decay constant yf on gas
density N from measurements of the 1s& density transient by ab-
sorption (~ ) and by fluorescence I ~ } and for the 1s4 level by ab-
sorption (o ). The solid and dashed curves show the calculated
values with and without the destruction by impurities, respective-
ly.

ed radiative lifetime. ' The values for Kz~ and Kzg were
taken from Refs. 15 and 19, respectively, because our
pressure range was not large enough for their determina-
tion. It should be noted that the value of Ki determined
here is somewhat larger than previously reported
values. ' ' ' Even more important is the poor fit of the
calculated values of yf with the measured values at the
higher N.

A better fit of the calculated and measured yf values is
obtained if we introduce quenching of the 1sq and 1s4 lev-

els by collisions with impurity atoms or molecules. From
Eqs. (1) and (2), K~ and K~ are the apparent rate
coefficients for the quenching of the 1s5 and 1s4 atoms by
impurities and are the products of the actual quenching
rate coefficients and the fractional concentration of the
impurity. The solid curve of Fig. 3 shows the fit to the
fluorescence data. This data was selected for emphasis be-
cause of its better signal to noise at late times and because
it was obtained in a short period of time. Here the values
of KM and Kg from the fit are 8&&10 and 4)&10
m s ', respectively. In this fit we used the published
value' of Ki ——3.4)&10 ' m s ' and modified Kz~ to
4&(10 m s '. The values of K~ and K~ imply that
the impurity concentration is 10 to 100 ppm if the
quenching rate coefficient ' is 10 ' to 10 ' m s

This impurity level is consistent with the manufacturer's
specifications for the neon gas samples used. As indicated
by the scatter of the data of Fig. 3, many of the final de-

cay constants obtained from the absorption transients are
more accurately fit by lower effective rate coefficients for
quenching by impurities than those found for the fluores-
cence data. Therefore, the values of KM and Kg used
with the absorption data were scaled from the values ob-
tained with the fluorescence data by an impurity level fac-
tor so as to fit the measurement of yf which was con-
current with the M, or R, determination.

Since the effort required to change the laser frequency
from one line to another precluded simultaneous measure-
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FIG. 4. Dependences of the ratios of 1s5 density to 1s4 densi-
ty in the steady-state R, /M, and in the late afterglow Rf/Mf on
Ne density N. The solid and dashed curves for Rf/Mf are with
and without impurity effects, respectively. The solid curve for
R, /M, is a smooth fit to the data. The thermalization limit is
for collisional equilibrium at 300 K.

ments of the 1s5 and 1s4 absorption transients, we have
compared steady-state data from a number of different
runs to obtain the values of R, /M, versus N shown in
Fig. 4. The R, /M, values for different E/N are indicated
by different symbols, but no systematic dependence on
E/N is evident. A smooth curve is drawn through the
points and values from this curve were used in Eqs. (14)
and (15). Note that the R, /M, values approach the
thermal equilibrium limit at the higher N.

Also shown in Fig. 4 are experimental values (solid cir-
cles) of the ratio of lsd and ls4 densities Rf/Mf during
the final decay following the removal of electron excita-
tion. The experimental data are in better agreement with
the calculated values when quenching by impurities (solid
curve) is included than when impurity effects are omitted
(dashed curve). Although not as good as in previous in-
vestigations, ' this agreement with the model is considered
satisfactory.

The values of the excitation coefficient for the 1sq level,
aM/N, obtained from Eq. (14) using the measured values
of M, /iN, R, /iN, R, /M„and the rate coefficients ob-
tained by fitting yf data, are shown in Fig. 5. The values
deduced from the absorption measurements are shown by
the open circles and are averages of data obtained at a
particular E/N. The relative values from the fluorescence
measurements, shown by the solid circles, have been
placed on an absolute scale by comparison with the values
from absorption data at E/N =10 Vm . The values
of the excitation coefficient for the 1s4 level, ug/N, ob-
tained from Eq. (15), are shown by the circles in Fig. 6.
The solid curves in both figures show the values for direct
excitation as calculated from the Boltzmann analysis us-
ing the recommended cross-section set discussed in Sec.
V. At the lower E/N our measured values of a~/N
agree very well with the calculated values shown in Fig. 5.
At the higher E/N, however, the measured va1ues are
much larger than indicated by the solid curve. This
difference is attributed to the cascading to the 1s levels
from higher-lying levels such as the 2p levels. We can
calculate the cascade contributions for the various 1s lev-
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els by applying the experimentally obtained branching ra-
tios given in Ref. 22 to the calculated total excitation
coefficients for the 2p and higher levels. The results are
shown by the short dashed curves in Figs. 5 and 6. The
values for the total excitation coefficients, which are the
sum of the direct and cascade excitations, are shown by

the chain curves. The agreement between these calculated
total excitation rate coefficients and experiment is good for
the 1sq level for all E/N. Agreement for the 1s4 level is
poorer than for the 1s5 level. This will be discussed in
Sec. VI.

We have checked the dependence of aM/N on neon
density, electron current, and laser intensity. The results
of variation of N at several E/N are shown in Fig. 7,
where the o.'M/N values become independent of N at the
higher densities. Possible reasons for the decrease in the
apparent aM/N values at the lower N are space-charge
distortion of the electric field, contact potentials, and
nonequilibrium behavior of the electrons leaving the
cathode. These eA'ects are avoided in the data of Figs. 5
and 6 by operating at the higher pressures where the ap-
plied voltages are greater than about 50 V. Under typical
experimental conditions the uM/N values were found to
be independent of current for an order of magnitude
change in current. The estimates of uncertainties in the
experiment are similar to those given in I and lead to total
estimated uncertainties in the determination of aM/N and
aR /1V of +25% and +35%%uo, respectively.

V. BOLTZMANN ANALYSIS

We have calculated the excitation coefficients by a
Boltzmann analysis in the two-term expansion approxima-
tion using the computer code of Hayashi in which the
new electron produced by ionization is taken into ac-
count. Details of the calculational procedures are given in
Ref. 24. The cross-section set most consistent with our
experimental results and our recommended set is shown
in Figs. 8(a) and 8(b). This will be designated as set A.
The momentum transfer cross section was taken from
Robertson for energies less than 10 eV and extrapolated
to 100 eV using the results of Gupta and Rees for
c.) 100 eV. The cross sections for the excitation of the
1sq, 1s4, 1s3, and 1s2 levels were taken from Register
et al. for E) 25 eV. The relative values of Brunt et al.
for sums of the metastable and resonance levels near
threshold were smoothly connected to the absolute values
at higher energies.

The cross sections for the 2p levels and for higher levels
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FICx. 6. Excitation coefficient ag/N for the 1s4 level as a
function of E/N. The meaning of the symbols and curves are
the same as in Fig. 5.

FIG. 7. Dependence of the excitation coefficient for the 1s5

level on the neon density for various E/N. a, 1)&10 ' Vm; b,
2)&10 Vm c 5X10 ' Vm
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(2s,3s,3p,3d) were also taken from Register et al. ' for
c.)25 eV. All of the excitation cross sections were
modified at higher energies to fit the total excitation
cross-section data of de Heer et ai. The ionization cross
section was taken from Rapp and Englander-Golden.
Comparison of aM/N and an't /N values calculated using
these cross sections with experiment was discussed in Sec.
IV. The calculated value of 0./N for the total of the 2p
levels agrees with the experimental value given in Ref. 22
for E/N =10 ' Vm .

The cross-section set designated as set 8 consists of the
cross sections of Phillips et aI. for the four 1s levels and
the cross sections of set 3 for the remaining levels. The
calculated a /N values are larger than the measured
values for the 1sq level and vice versa for the 1s4 level.
When we applied scaling factors of 0.66 and 1.8 to the

1038 (a)

10 19

cross sections for the 1s5 and 154 levels, respectively, good
agreement was obtained.

In the set of cross sections designated as set C we used
the effective cross sections of Phillips et ai. , which in-
cluded cascade excitation from higher levels. Therefore,
no additional excitation cross sections were used. The
elastic and ionization cross sections were the same as in
set A. The calculated excitation coefficients are shown by
the long-dashed curves of Figs. 5 and 6. The a~/N cal-
culated using cross-section set C are consistent with the
values calculated using set B, but are larger than our mea-
sured values. On the other hand, the calculated values of
u~ /N using set C fit experiment well, but are inconsistent
with the values calculated with our unmodified set 8.
These comparisons suggest that there may be errors in the
determination by Phillips et al. of the direct cross section
for electron excitation of the 1s4 level from their effective
cross section.

Calculations using the three cross-section sets do not
produce any noticeable differences in the values of the
electron transport parameters, such as drift velocity and
diffusion coefficient. Agreement with reported values ' is
good. However, cross-section set 3 produces the best
agreement with experimental values ' of a;/N.
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C
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VI. DISCUSSION

In this section we discuss various additional factors
relevant to the accuracy and interpretation of the results.
Firstly, we estimate the effects of possible Penning ioniza-
tion of impurities such as Nq, O2, and H2O by 1s levels.
A complete model of this effect would lead to simultane-
ous equations for the electron and 1s5 and 1s4 level densi-
ties. Our efforts to carry out this analysis have not been
completed and we have used an approximate solution in
which the effects of Penning ionization of impurities are
accounted for by assuming that the spatial distribution of
the additional ionization is the same as that of the elec-
tron density. Penning ionization can then be accounted
for by recalculating the factors Q for the electron current
and the factor P for the spatial distribution of excitation.
We can obtain an approximate upper limit to the effects of
ionization of impurities by assuming that (a) since the lsd
density is much larger than that for other levels, only ion-
ization by lsd atoms need be considered, and (b) the frac-
tion of the 1sq atoms which lead to ionization is given by
KM/(K~+Ki). The effective ionization coefficient rz;/N
is then given by

tz, /N = (iz;/N)+ (AM /N)KM /(KM +K i ), (20)

0
10

I

60
I

30
I I

20 00 50
(eV)

FIG. 8. (a) Recommended set of cross sections for electrons
in Ne and used in Boltzmann analysis. The symbols and mean-
ings are as follows: Q~, momentum transfer; gq, ionization;
g 2p, sum of 2p levels; HL, sum of higher levels. (b) Details of
1s„cross sections. The points show the 1s„ level data from Ref.
5.

where o.;/N is the ionization coefficient for pure neon.
Using the value of a;/N tabulated in Ref. 31 and our
measured values of a~ /N, the effective ionization
coefficient is that shown by the chain curve of Fig. 9. The
values of aM/N and a~/N shown in Figs. 5 and 6 in-
clude the effects of the increased e;/N. When Penning
ionization of impurities is omitted, the a~/N and ug /N
are decreased by an amount which increases with increas-
ing N and decreasing E/N by as much as 20%.

Another aspect which we considered was the effect of
collisional mixing of the lsd and 1s4 levels with the 1s3
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FIG. 9. Spatial ionization coefficient a;/N as a function of
E/N. The solid curve is an average of measured values from
Ref. 31. The dotted curve is the estimated maximum contribu-
tion of Penning ionization of impurities for our gas samples,
while the dot-dash curve is the sum of the ionization coefficients.

factor of 1.4 to the excitation cross section for the 1s4 lev-
el in cross-section set A, we find a slightly better fit to the
average of the experimental data. However, the depen-
dence on E/N is less satisfactory. Such a factor appears
inconsistent with the electron beam data discussed in Sec.
V. Alternatively, our estimate of cascading from the 2p
and higher levels may be too small. Thus, if we made the
seemingly unrealistic assumption that about half of the
cascading from 2p and higher levels is to the 1s4 level, the
fit—especially the E/N dependence —is significantly im-
proved. Other possibilities are connected with an overesti-
mate of the excitation coefficient derived from experiment.
One of these is that excitation transfer from the 1s3 level
is more probable than estimated. However, this does not
explain the discrepancy in the E/N dependence. Another
possibility is that we have overestimated the effective value
of vi so that the correct value of eg is smaller than in Fig.
6. Thus, a decrease in vI to 10 s ' results in experimen-
tal n~ /N values which average around the chain curve of
Fig. 6. Evidence that the value of vi of 1.4&10 s ' used
in our model is correct is the agreement between calculat-
ed and experimentally derived values in Ref. 15. In addi-
tion, the calculated value of vi proved satisfactory in the
case of Ar excitation coefficients. However, we must note
that our limited and somewhat questionable attempts to
determine y; by fitting waveforms such as that of Fig. 2(b)
yielded y; values consistent with vi near 10 s

VII. SUMMARY

and 1s2 levels. According to the Boltzmann analysis of
Sec. V, the excitation coefficient for the 1s2 level is large
compared to those for the 1s5 and 1s4 levels. However,
because of the short radiative lifetime and expected small
rate coefficient for excitation transfer to the lower 1s lev-
els, ' the contribution of the 1sq level to the production
and loss of other 1s levels can be neglected. According to
Ref. 15, about one-half of the 1s3 excitation is transferred
to the 1s4 level and about one-half to the 1sq level. How-
ever, the excitation coefficient for the 1s3 level obtained
from our Boltzmann analysis is about 10 to 20%%uo of those
for the 1s5 and 1s4 levels, so that excitation transfer from
the 1s3 level produces an error or less than 10% in the
determination of aM/N and aq/N. Further support for
these arguments is our observation of very small densities
in the 1s3 and 1sz levels using the absorption technique at
wavelengths of 616.3 and 585.2 nm, respectively. The ab-
sorption signal for the 616.3-nm line was not detected,
while the absorption signal for 585.2 nm was slightly
larger than the background noise. Considering the transi-
tion probabilities for these lines and the detection limit for
the present experiment, the densities of these levels are es-
timated to be less than or equal to 10" m when the
densities of the 1s4 and 1s5 levels were of the order of 10'
and 10' m, respectively.

Finally, we discuss the difference between the calculat-
ed and measured values of a~/N. If we apply a scaling

Electron excitation coefficients have been measured for
the 1s5 metastable and 1s4 resonance levels of neon at
E /N from 1.6 to 300 )& 10 ' V m corresponding to
mean electron energies from 4 to 20 eV. These
coefficients have been used, along with previously pub-
lished electron excitation coefficients for the 2p levels
and with electron transport and ionization coefficients, '

to obtain a set of recommended electron excitation cross
sections. These cross sections are in good agreement with
the electron scattering data of Register et al. but in less
satisfactory agreement with the recent laser-induced
fluorescence data of Phillips et al.
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