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This paper examines the effect of diffusive interactions, and the correlations they create between
particles, on Ostwald ripening. The effect accounts for a persistent discrepancy between theory and
experiment, in which the distribution of particle sizes has been more broad and flat than mean-field
theory predicts. A new model system is proposed to study the problem, and a hierarchy of equations
derived from it is expanded in powers of the square root of the volume fraction. The time devlop-
ment of correlations is analyzed through an unusual perturbation theory. The resulting differential
equations are solved numerically and compared with experiment.

I. INTRODUCTION

If a mixture of aluminum and nickel is raised above
1600 °C the metals are molten and may be stirred together
in any amount. Below approximately 1200 °C they solidi-
fy and begin to separate. If only a small portion of the
mixture is nickel, then nickel will begin to form into tiny
droplets of NijAl dispersed fairly uniformly in a back-
ground of aluminum. This behavior is common in a wide
variety of alloys, as well as in binary liquids. The metals
are not in equilibrium as they are not completely separat-
ed. The true equilibrium state of the alloy consists of a
block of nickel sitting next to a block of aluminum, but
thousands of trillions of years would be required even for
one cubic centimeter of material to reach true equilibrium.

Two factors contribute to the length of approach to
equilibrium. Most important is the fact that for regions of
solid nickel to accumulate, nickel atoms must diffuse
through the aluminum surrounding them, and diffusion in
solids at low temperatures is very slow. More subtle is
the competition between surface and volume energies. Al-
though large regions of nickel are thermodynamically ad-
vantageous, interfaces between nickel and aluminum are
disadvantageous, so that regions with large surface-to-
volume ratios, such as small particles, may be unstable.
In fact, once nucleation has produced a collection of nick-
el droplets in aluminum, one watches their time evolution
and sees large ones grow while small ones shrink. A
theory first published by Lifshitz and Slyozov!? in 1958
predicts that after long times the distribution of droplet
sizes, properly scaled, should reach a universal form that
is independent of all materials parameters. Qualitative
features of this theory have been confirmed,’ but as shown
in Fig. 1 measured particle size distributions are more
broad and squat*'? than the prediction of Lifshitz and
Slyozov.

The origin of discrepancies between theory and experi-
ment in this process, known as Ostwald coarsening,'® has
been difficult to trace, in part because the magnitude of
the disagreement is not especially dramatic, and in part
because many scenarios might be conjured up to explain
the observations. One review article!* suggests no less
than six separate phenomenological models. We will see
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that interactions between particles, of a sort first proposed
by Weins and Cahn,'® are sufficient to explain the effect.
A new asymptotic theory developed here focuses on corre-
lations that build up between particles in the long-time
limit, and finds that particle size distributions should de-
pend substantially upon the volume fraction of precipitate,
even for volume fractions as low as 1%. The theory may
be useful in determining materials parameters such as sur-
face tensions or low-temperature diffusion rates that now
are difficult to measure.

Metals which contain small spheres of a second phase
are of some practical importance. The spheres serve to
trap dislocations, increasing the strength of the metal, and
unlike diffuse clouds of impurities, they do not easily be-
come mobile as the temperature of the alloy increases. In
choosing an optimum size for the spheres, so that the
metal may be as strong as possible, two considerations
need to be kept in mind. If the spheres are small, disloca-
tions can cut through them under sufficient applied stress,
and the metal will yield in this way. On the other hand,
for a given amount of second-phase material, if the size of
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FIG. 1. 20 years of experiments, Refs. 4-12, indicate that
particle size distributions are broader than predicted by the
mean-field theory of Lifshitz and Slyozov.
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the droplets increases, the spacing between them increases
and the dislocations can more easily slip between the
spheres altogether. Reviews of these processes may be
found in Refs. 16 and 17. In practice, one wants spheres
of approximately 100 A separated at a mean distance of
1000 A for greatest metallic strength.'®* However, a metal
created in this way will not remain so forever, as it is not
in equilibrium; and when the spheres within it grow, its
strength will decrease. The time scales on which this pro-
cess occurs will occupy the remainder of this paper.

A brief sketch of the work described here has already
been published.!® In Sec. II. I will motivate a model to
study the growth and competition of spheres. It is a
modification of a model introduced by Weins and Cahn,?
rediscovered by Kawasaki and Ohta,?® and first investigat-
ed systematically by Tokuyama, Kawasaki, and Enomo-
to.21-24 The slight changes made here allow one to study
the complete time evolution of the system, rather than
simply late-stage scaling behavior. Then various average
quantities of physical interest will be computed to first or-
der in the square root of the volume fraction. At this
point, one has closed equations describing the time evolu-
tion of two-particles correlations in the system. Unfor-
tunately, the two-particle correlation functions involve
three variables, plus time, and numerical solutions of the
equations at this point would be difficult. By analyzing
the way that correlation develop, we will find simpler
equations for them. The resulting expressions are solved
numerically and compared with experiment, alternate nu-
merical procedures, and previous theories.

II. CORRELATED DYNAMICS

A. The starting model

Let us consider an idealized dilute binary alloy or
binary liquid at any time after the end of nucleation. It
consists of many perfectly spherical droplets of minority
phase embedded in a background of two-phase material.
We will assume that the spheres do not move, that their
centers are always fixed. Some of the errors involved in
this assumption are examined in Appendix A. In solids
the assumption is sensible, but in liquids it may not be.

Outside of each droplet, if it grows slowly enough, the
assumption of local equilibrium gives the Gibbs-Thomson
condition?>26

d
D(r, 1) = — .

R, (2.1)

Here ®(r,t) is the concentration, say, of nickel as a func-
tion of space and time, dy is a capillary length related to
surface tension,?”?® and r; is any point on the outside sur-
face of the ith droplet which is of radius R;. Concentra-
tions will be measured in volume percent. Between drop-
lets we must satisfy the diffusion equation
il =DV?® .
ot
Growth of the droplets is assumed to be limited only by
the ability of diffusion to bring material to their surfaces.
Since the droplets always remain spheres,

(2.2)

d 4m
dt 3

where the integral is taken over the surface of the ith
droplet, and 1i is a unit normal pointing out of the drop-
let.

Despite the many simplifications that have already been
employed, when as few as two droplets are present, exact
solution of the diffusion equation becomes a formidable
task, only possible numerically,” and when millions of
droplets are present, even numerical solution is out of the
question. However, the full diffusion equation may be
solved exactly for one droplet if it is so large that the
Gibbs-Thomson condition (2.1) may be approximated by

O(r;,1)=0 .

Ri= [ d*Sn-DVc, (2.3)

In this case a result due to Zener® states that

/ ¢
where & is a constant concentration at infinity, R ()

obeys
R (t)=A(Dt)'"? |

d(r,t)=d_ —c 0

’

o)

for some constant A which matches the boundary condi-
tions,

I()=(2Dn'"? |

and

. e722/2
cx)= [*F—5—dz .
x z

These equations simplify when & _ is much less than one.
To first order in ® _ and for R <</ we will have

e—r2/212
O(r,t) =D, +Q—r— ,

with Q= —R?R /D. Q is chosen correctly since the gra-
dient of the concentration at the surface of the droplet is
¢, /R, and the drop thus grows at the rate

R :Qx%f»R —(® )2

The concentration field described here decays as 1/r and
is time independent for » << 1; but at greater distances, it
falls off very rapidly.

Let us now proceed to construct an approximate solu-
tion to the full diffusion equation (2.2) satisfying the
boundary condition (2.1) for N droplets, in the form

—RZR,
Q=—pH—> 2.4)
N — |5 —r|%/21?
P(r,)=d (4 3 Q(n)—— 2.5)

i=1 | r,—r |

If droplets are scattered very sparsely throughout the sys-
tem, then they should become independent and a sum of
the form (2.5) should become exact. (2.5) does not have
sufficient freedom to satisfy (2.1) for all particles exactly;
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however, the condition is

satisfied if

boundary approximately

2 2
Qi 7\1',—1'}»\ /21

R T > o

JU#i)

do/R;i =D (t)+ (2.6)

|ti—r |

This approximation ignores terms of order (R;/
|ri—r1; | )2. In order to fix ®,, we will require that
solute be conserved. The amount of material contained in
a single droplet is (47/3)R? so that all the droplets in a
box of volume ) contain an amount of material per unit
volume
47 R}
o= 21" 3 Q°

The diffusion field coming from a single droplet contains
an amount of material 47/2Q; according to (2.5).
Defining (Q) = Z,NZIQi /N, the volume fraction of solute
not yet contained in droplets is

A=¢;—d=>D (1) +4mnl*(Q) , 2.7)

where ¢, equals both the initial supersaturation and the
volume fraction of the minority phase once the phase
transition has gone to completion, as concentration is
measured in volume percent. Equations (2.5) and (2.6)
were first written down by Weins and Cahn,'> although in
their treatment Kawasaki and Ohta®® later
rediscovered the equation of Weins and Cahn. The reader
may wonder whether including ! =(2Dt)!/? does not un-
necessarily complicate matters. We will see presently that
! does not enter into any final equation of physical in-
terest. However, that does not mean that it may be omit-
ted entirely. The diffusion length / is a residue of the
complicated time-dependent behavior of diffusion fields
outside of droplets and serves to cut off otherwise
infinite-range interactions between particles in a physically
sensible manner. The form of the cutoff is irrelevant, as
one should hope, since one cannot compute it precisely,
but if it is absent, we shall see that the physical content of
the model changes.

To examine the conditions under which the approxima-
tions leading to (2.6) are valid is a difficult task which re-
quires separate consideration of many different points.
Some of these matters are considered in Appendix A
which calculates one particular sort of correction to (2.6)
and shows it to be negligible. For the moment, let us note
that ¢ <<1 is a necessary condition. Suppose that two
droplets of radius R have centers a distance 2R apart.
Then we have found a case in which R/ |r;—r; | is not
small, so the approximations leading to (2.6) begin to fail.
However, if one chooses one droplet at random, the num-
ber of additional droplets within a sphere of radius 2R
surrounding it is (327/3)nR*~ 84, and if ¢ is very small,
the chances of finding two droplets close together become
correspondingly small. If all corrections to the Lifshitz-
Slyozov mean-field theory were of order ¢, we should
have to calculate effects due to very nearby droplets; as
droplets react to each other in a very nonlinear way, that
would be difficult. The crucial simplification in this prob-
lem occurs because there arise corrections to the Lifshitz-
Slyozov theory at order (¢)'/? which dominate when the

[— .

volume fraction ¢ is small, and allow one to neglect terms
of order ¢. In order to understand the manner in which
they appear, one should appreciate the significance of a
new length scale in the problem, the screening length,
whose importance was first recognized by Marqusee and
Ross.’!

Notice that (2.6) describes a set of conducting spheres
with a potential at the surface of each sphere given by
(2.1). Let us examine the length over which interactions
decay in a very similar but slightly simpler system. Con-
sider a collection of N conducting spheres of radius R,
each maintained at zero potential, and placed randomly in
a volume ) as pictured in Fig. 2. So that the potential
will not simply be zero throughout all space, add a single
point charge at the origin. Consider a volume of size
Q /N surrounding one of the spheres, and label the loca-
tion of this whole volume with the coarse-grained position
variable x. Away from the sphere, but still within this
volume, the electrostatic potential ®(r) goes to some near-
ly constant value ® _(x). However, on the surface of the
sphere, ® =0, so ¢ must locally be of the form

choosing r =0 at the center of the sphere. Thus a charge
Q(x)=—®_R is induced on the surface of the sphere.
In the space between between spheres Laplace’s equation
holds but to consider all of space, we must write

V2®(r)= —4mp(r) ,

where p is the charge density. Average this last equation
over the positions of the spheres. The average value of
®(r) in the box located by x is ®_(x) so long as
Q/N >>R3, and the charge density in the same box is
Q(x)n = —®_(x)Rn. Remembering the point charge at
the origin, we now have

V2D (x)=47[nRP (x)—8(x)],

which one may easily solve to obtain
—x/&

O D ~ P(x)

=0

™~

N

X

o

FIG. 2. At each of these well-separated metal spheres the po-
tential @ goes to zero, but in between them it goes to a slowly
varying value ®(x), where x labels the whole box surrounding
one of the particles.
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with
E=(4wnR)~V?% .

£ arises naturally in a formal analysis, but its physical ori-
gin is most clear in the present simple case. (2.6) is identi-
cal to an equation of electrostatics only for r; —r; <</, so
for the analysis above to apply consistently to it, one must
have £ <<I. One may always assume & <</ for a simple
reason. Immediately after nucleation, it may be true that
in fact £>1. However, we will see that £ enters into all
equations only by multiplying terms in the dimensionless
combination (R ) /£. Since (R ) is always much less than
I, the distance over which diffusion has acted since the
particles were formed, terms containing & are only consid-
erable if £ <<l. No error results if one simply assumes
this inequality to hold at all times.

B. Statistical preliminaries

Before proceeding to a formal treatment, let us establish
why correlations among droplets should be important.
Suppose that we examine our system and find a small
droplet. The reason it has become small is that its neigh-
borhood contains relatively large droplets which have
competed with it for material. Therefore, not only is the
droplet small, but it is shrinking more quickly than a
mean-field treatment would lead one to expect. Similarly,
large droplets should typically be growing more quickly
than a theory without correlations could explain. As a re-
sult, size distributions are substantially broadened by the
presence of correlations. We have already established that
the probability of finding two droplets separated by a dis-
tance on the order of typical particle radii is small, of or-
der ¢. The probability of finding particles separated by a
distance &, conversely, is large, and diverges as ¢—O0.
The important interactions will turn out to be between
particles separated by this typical length. One may esti-
mate the order of the interactions as follows: On the
average particles have a ‘“charge” (Q). This average
value leads to the growth law of Lifshitz and Slyozov. If
we insert a new particle into the system, of charge Q and
radius R, it will alter the charges on other particles up to
a distance §. The amount it will alter the charge on a
particle at distance 7, according to (2.6), is of order QR /r.
The resulting effect of interaction back upon the particle
we have just added is of order Q(R /r)%. The important
length of interactions is £ and there are n&* particles in a
volume of this radius. Therefore, the alteration in charge
of the particle at the origin due to interactions is
nENR2/EHQ~QR /E~Q($)!/2. This argument demon-
strates the origin of terms of order (¢)!/2. That (¢)'/? is
the important expansion parameter was first pointed out
by Tokuyama and Kawasaki.?!

In order to complete the analogy with electrostatics that
is suggested by Egs. (2.5) and (2.6), now define

N
p(r)= 2 Q,-S(r—r;) .

i=1

(2.8)

p bears no direct relationship to the concentration field ®,
and might be regarded as a generating functional for the
Q’s, or as a fictitious charge density. The dynamical

equations (2.6) written in terms of p become

i 12972
e |rj—r|</21

Qj=do— P R;—R; ["'d*pl(r) 2.9

|rj—r]

where the prime over the integral indicates that one must
remove the component of p which contains a 8 function
peaked at r;, just as one omits the term i =j of the sum in
(2.6). For example,

e—m_nl/z/z
"d3rp(r)
['are =
eA1r|~r\2/212
= [ d*[p(r)—8(r—r))Q,] (2.10)
|t —r]

A statistical treatment of the equations of motion for the
droplets is most convenient and most intuitive in terms of
this electrostic analogy.

Let us now establish the machinery needed for a statis-
tical study of the model system. The ensemble we will
adopt is based upon the assumption that at ¢ =0, which
we may take as the moment that nucleation ends, all par-
ticles are distributed at random. This assumption is sure-
ly incorrect, for the location at which partlices nucleate is
surely affected by the presence or absence of other parti-
cles. However, these correlations are not the object of the
present study, and as we will find that traces of initial
conditions rapidly disappear, when particles grow and
compete, the convenient assumption of initial uncorrela-
tion should not lead to errors. A given experiment is not
performed on an ensemble of initial conditions; one picks
a certain initial configuration at random, allows it to
evolve, and hopes that the results do not depend on initial
conditions at all. The reason that one expects an average
over initial conditions to mimic the behavior of a single
system, is that one expects the system to be self-averaging.
Regions farther apart than the screening length & do not
communicate, and therefore grow independently. If a
sample is sufficiently large, it consists of a large number of
independent configurations, each of linear dimensions on
the order of the screening length, and summing over these
should be the same as summing over an ensemble of ini-
tial conditions. Let R (¢#)R,(¢),...,Ry(z) denote solu-
tions of the deterministic problem in which N particles are
placed at various time-independent locations, and allowed
to evolve according to the growth law (2.6). Let
go(R%,7%R9rY;. . .5 RY,rY) give the probability of finding
particles 1,2, ..., N at locations Y, ..., rY with radii
R,R,,...,Ry at time t =0; we will assume g, to be
symmetrical under permutations of particle labels. If  is
the size of the system, then normalize g, by

[ dxogo(RY,...,r)=1, 2.11)
where
d*9 dRS d*ry dRY
dxo=—0 N o N 2.12)

The probability function of central importance is

I. ’ . . ,-
gN(Rll)rl1R2’r,27~-~yR1,VrrN't) B
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which gives the probability of finding particles 1,2,... N (z)

at locations r1,r3,...ry at time ¢. It is given by
en(RY,ri;s...
= fdego(R(l), N ,rg)

iRy, rN:t)

N
X TI [8(Ri —Ri()8(ri —r{)NQ] .
k=1

From gy may be constructed all the averages of physical
interest. Define

N |43 rk dRy ., .,
(4")= fH N 8n(R, P15 Ry, ryiE)
X A"(R1,r1;.. 3Ry, rN) -

The integrals over R1,R 5, ..., Ry must be taken from O
to o, and the spatial integrals over the volume . The
one-particle distribution function g;(R,,?), which gives
the number of particles per volume of size R, at time ¢ is
defined by

g1(R,t)=(8(R; —R1)8(r;—r})N) . (2.13)

In the study of correlations, the two-particle function will
be important, and that is defined by

2
gZ(RhRZ,r,t)=<H [6<Rk—R,:>5(rk—r;>N]> .14
k=1

This gives the probability of finding two particles of
specified radii separated by a distance r = |r;—r,|. The
treatment given here glosses over the fact that NV varies in
time and is not necessarily an integer. This technical
point is treated properly in Ref. 28, but none of the com-

Q01(1,2)=Q1(R,R, |r1—12|)

<Q1 IT [&¢ rk—rk)S(Rk“Rk)N]>/gZ R,Ry, |11—12])

k=1

plications change any of the following equations.

The final goal of these calculations will be the one-
particle distribution function g;(R,?z), which is usually
measured in experiments. To find it we will allow it to
evolve in time from initial conditions. Because of the
deterministic evolution of gy, any operator 4’ which van-
ishes for all R/=0, R5— o, and does not depend on
time explicitly, obeys the equation of motion

i<A'>_— > ———-(A’Rk ). (2.15)
at =
We will have as a boundary condition that g,(R,t) van-
ishes for R} =0, and so we can write

9 )
Egl(R,,t)z——a?vl(l)gl(Rl,t) , (2.16)
where
(R18(r;—1)8(R,—R )N
o (1= SRS — SR, —RIIN) (2.17)

g1(Ry,1)

vi(1) gives the growth rate of particle 1 after averaging
over all environments in which it might be located. When
one observes a system of growing particles, singles out all
those of radius R, measures their growth rates, and aver-
ages, the result is v;(1). Another interpretation of the
averaging process is that particle 1 is held fixed at r; while
all other particles are “smeared out” into an effective
background. It should be emphasized that (2.16) involves
no approximations, so that if one calculates v,(1) exactly,
one then may exactly compute g(R,#). The argument of
v1(1) indicates that we have not averaged over the posi-
tion or size of particle 1, while the subscript indicates that
we are looking at the growth rate of particle 1. Another
example of this notation for averages is

(2.18a)

which gives the charge [or growth rate using (2.4)] of particle 1 when both particles 1 and 2 are held fixed but all other

particles have been smeared out.

p(1,2 )=

gives the charge density at r due to particles 1 and 2, if
one averages over the locations of all others. In general, if
I indicate explicitly a dependence upon the locations of
particles 1 and 2 it means that all other particles have
been averaged out.

To calculate v;(1) exactly from (2.17) would require
knowledge of R, for all possible configurations of parti-
cles. However, to compute it approximately requires only
the knowledge of correlations and averages up to a certain

2
I [8(r —ri)8(Rs —R;L)N]>/g2(R,,R2, P
k=1

(2.18b)

order. The averaged growth rates and correlation func-
tions I have defined are linked in a hierarchy. Truncating
the hierarchy at first order recovers the equations of
Lifshitz and Slyozov.! Truncating it at second order pro-
duces a set of equations that include all corrections to or-
der (¢)'/2. To go beyond this level would be extremely
difficult, for at order ¢ the growth law (2.6) and even the
conservation law (2.7) acquire corrections, while the
hierarchy becomes extremely complicated. The hierarchy
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follows by performing averages on (2.8) and (2.9).
Averaging (2.8) over the sizes and locations of all particles
gives

(pY= S (QIs(r—11))

i=1

= [ dRi(8(R{—R)8(r—r{)QN)

= [ d*ndRigi(R,0Q(18(r—1))=n(Q) . (2.19)

We may from now on place r; at the origin, gaining some
slight simplifications. Equation (2.19) has the interpreta-
tion that the average charge density equals the density of
particles times the average charge upon them. In order to
find Q;(1) average (2.9) over all particles but the first to
obtain similarly

, e —ri2i?
Qi(1)=do—® R —R; [ Irp(l|D=—— .  (2.20
The next level of the hierarchy is
dR; g:(R|,R;,13)
3
p(1[D)=01(1)8(r)+n [ d’r, v 2 (R
X Q,(1,2)8(r—r,) , (2.21)
0,(1,2)=dy—P_R;,
e—!rz—rlz/le
—R, ['d3p(1,2|1)
2 ['drp(1,2] oot
(2.22)

C. Truncations

The next step is to recover the equations of Lifshitz and
Slyozov by truncating at first order. To do this, we must
find a sensible expression for p(1|r) in terms of functions
which appear lower than it in the hierarchy. For r >>¢&
the influence of particle 1 must become exponentially
small, because of screening, and p(1 | r) must approach a
constant. Since the value of that constant cannot depend
on the value Q;(1), it must be {p). We will try the ap-
proximation

p(1|n)={p), (2.23)

which is shown pictorially in Fig. 3. We expect p(1 | 1) to
resemble the charge distribution surrounding a screened
point charge, but are replacing it by its asymptotic value.
Placing this into (2.20) gives

0/(1)=do—P_ R, —R 47nl*{Q)=dy—AR, , (2.24)

using the conservation law (2.7). From this calculation it
should seem plausible that the precise form of the cutoff /
does not matter, since precisely the same integral occurs
here as in the calculation of solute conservation, and
therefore disappears from the problem. But we may also
see why one cannot omit / altogether, sending it to infinity

at the start of the calculation. For if one makes that
choice, the conservation law (2.7) will imply (Q) =0, and
(2.24) becomes Q;(1)=do—P,R;; since (Q)=0, & is
determined and Q;(1)=do(1—R;/{R)). Thus sending
I— o gives the starting equation of Wagner,*? which only
applies to the very late stage of growth. By sending
[— o one constrains one’s self to consider the asymptotic
regime in which (R ) equals do/A, whereas we will want
to study the full-time development of the system. Equa-
tion (2.24) is equivalent to the growth law of Lifshitz and
Slyozov, since Q; =Rv(R;)/D implies

A d
R, R,

D

R))=—
l)1( 1) R]

The generalization of this calculation to include two-
body correlations proceeds in an analogous way. The first
step is to find an approximation for p(1,2 | r); the result-
ing equations may then be solved, and one may show by
making a plausible guess about the structure of the
neglected terms, that the errors incurred in the approxi-
mation are of order ¢.

As an approximation for p(1,2 | r) we will use

p(L2 ) =[p(1|r)—{p)1+[p2 | r)—{p) ]+ {p) .
(2.25)

This choice is illustrated in Fig. 4. It is the simplest way
to ensure that when particles 1 and 2 are well separated,
by a distance greater than £, and they become indepen-
dent, the charge density assumes the proper asymptotic
form and is exact to the level of one-particle functions.
However, when the particles are within a screening length
of one another, those interactions are ignored which cause
the screening clouds to change their shape. Such interac-
tions are three-body effects that are of order ¢ and there-
fore negligible.?®

Inserting (2.25) into (2.22) closes the hierarchy. One
finds immediately that

0>(1,2)=0,(2)

e~ |ry—r1, 127212
—R, ["dralp(1 1) —{p)] P
Using (2.21) now gives
_______ - —_ = ~ _________p:0

FIG. 3. To obtain the theory of Lifshitz and Slyozov, one ap-
proximates the charge distribution surrounding a screened point
charge by its asymptotic value.
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p(11)=01(1)8(r)+n{Q) +pu(Ry,r)
—|rg—r|2721?

—n(R) [ drlp1|1)—(p)]*

|, —r1]

[, [ ar, GS$(R1,Ry, |T—1, |)

g1(Ry,1)
—|r,—r{2/21?
X R, }ra—rl [p(ltﬂ—(p)] .
(2.26)

G, is the connected part of the two-particle correlation
function defined by
2
GE(R1,R2>r»t)=g2(R1aR2,",t)— H gl(Rkvt) .
k=1

Pecr gives a contribution to the charge cloud surrounding
each droplet as

G5(R,R,,r)
g1(Ry,1)

This term records the cumulative size changes that have
been induced in nearby particles due to the presence of
particle 1. The last term of (2.26) is of order ¢ and may
be neglected. The demonstration relies on the fact that
both correlations and charge clouds are modulated by a
spatial dependence going as

(RYe "¢
B

pe(r,R1)= [ dR; 0,(2) . (2.27)

(2.28)

at long distances. That the connected piece of the two-
point correlation function behaves in this way will be
shown later. One must notice as well that two droplets
cannot be closer together than the sum of their radii, so
G5(R{,R,,r) vanishes for r <R +R,. Elsewhere, this

FIG. 4. Correlations up to order (¢)'/?> may be included by
approximating the charge distribution surrounding two interact-
ing point charges by the sum of distributions that would sur-
round them were they well separated.

excluded-volume effect will be of order ¢ and therefore
unimportant, but here it is necessary to prevent a possible
logarithmic divergence in the integral at hand. Inserting
the spatial dependence (2.28) for G§ and p(1|r)—<{p),
remembering the cutoff at small » < (R ), one can now
show the term to be negligible. A fast way to do the esti-
mate is to notice that since § is the important length scale,
(2.28) is of order (R )/E~(¢)'/2. The two factors of this
term which appear in the last term of (2.26) make this
term of order ¢. An additional simplification results from
the fact that soon after nucleation / grows so that / >>&. [/
grows as /2 and all other lengths in the problem grow as
t'73 at late times. Since p(1|r)—{p) decays on a length
scale &, sending /— oo in (2.26), causes no error. To or-
der (¢)'? we have

p(1]1)=01(1)8(r)+n{Q) +pc(R1,r)

[p(1|r,)—{p)]
—n(R> fd}ra—ﬁ .

Without further approximations, one may now use (2.20)
to obtain

—r/E
do—AR,—R; [d*r'S

0:(1)= perlr’,R1)

’
Rl ( )
é_ .

To order (¢)!/? this becomes

(2.29)

e—r'/é’
01()= |do—AR,—R; [ d*" ——pelr’,R1)
R,
X (14— . (2.30)
£
The two-particle charge is
efr/é'
0:(2,1)=0,(1)—R, P 0,(2)
—r'/§
—Ry [ drE——'pur—r\Ry) . (2.31)

These equations give closed expressions for the dynamics
of the one- and two-point correlation functions to order
(#)'/%. The term in the first set of large parentheses of
(2.30) has a natural physical interpretation. The average
charge on a single particle is first the charge it would have
in the absence of any interactions dy—AR;. Then one
must subtract the effect of interactions. We have seen
that a potential ¢, induces a charge —R ;P on a parti-
cle of size R;. One integrates over all locations the
screened potential due to charge fluctuations and multi-
plies by R;. This gives the second term in the first set of
large parentheses.

Let us now leave the terminology of electrostatics and
rewrite these expressions directly in terms of particle
growth rates. The growth rate of a single particle, when
all others have been averaged over, is

vl(Rl)zRA[Al(l)—do/Rd , (2.32a)
1
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where

A=A

Ry —dy/A —r/g
1_+__1—(1__+_ fdJ , € - pcr(rl’Rl)

r
§
(2.32b)

Similarly, a pair of particles growing in an averaged back-
ground obeys

ul(Rl,Rz,r,t):%[A,(I,Z)—do/Rl] , (2.33a)
1
with
—-r/§ v (2)
A1,2)=A,1)— R}
e "/t
+A [a¥ ——pul |1—1'|,R2) , (2.33b)

G5(R,R,,r)
dR
f 2 gi(Ry,1)

A similar expression holds for v,(1,2). The medium
about each particle becomes polarized, as correlations de-
velop, and it is the effect of this correlation cloud, de-
scribed by p, that will spread the distribution function.
The term [R —(d(/A)]/§ is independent of correlations
and was first discovered by Marqusee and Ross.?! The in-
teresting problem remaining is to evaluate g>(R{,R,,r,t)
and it is to that we now turn.

Pcr r R] Q2(2) . (227)

D. Calculation of correlations

The significance of v;(1,2) and v,(1,2) is that they de-
scribe the time evolution of the two-particle correlation
function. Applying (2.15) to gz(R 1,R,r,1) gives

D 2Ry, Rayr0) = 2 [0k (1,2)82(R1,Rz,r,0)] .

aR k
2.34)

Therefore, a knowledge of the dynamics of pairs of in-
teracting particles in an effective field is equivalent to
knowledge of the two-point distribution function. The
length scale on which correlations are important is §&.
Two particles separated by a distance £ will affect each
other weakly; however, there are many such pairs, and
they make the dominant contribution. One may see this
by guessing that p., will have the spatial dependence given
by (2.28), and noticing that the behavior of p, on the
scale of £ will dominate the integrals in (2.32) and (2.33)
for large £. The strategy will be to look at the time evolu-
tion of pairs of distant interacting particles since these are
the most important to understand. The expressions we
obtain will break down for particles that are very close to
one another; however, such pairs are unlikely and give a
vanishing contribution as ¢—0.

Particles that are separated by a distance £ perturb each
others’ growth only slightly. Consider the distinct parti-
cles 1 and 2, separated by a distance r. Define
61(R1,R;,r,1) to give the total reduction in size of particle
1 over time due to particle 2, and define 8,(R,,R,r,t)

similarly. We will derive an expression for g,(R,R,,r,t)
that is valid to first order in §; and §,. The starting point
is the observation that g,(R,R,,r,t) has an exact solution
in terms of its characteristic curves. If one chooses a
small area in R;—R, space at t=0 and finds
g2(S4,8,,0)dS dS, particles in it, the same number of
particles will be present in the time-evolved image of that
area. To find how that area evolves, one must solve the
pair of deterministic equations

Ry=v,(1,2) and R,=v,(1,2).

Denote the solutions of these equations by R;(S,S>,?)
and R,(S,,S,,t), suppressing the dependence on r.
S1(R1,R,,t) and S2(R,R,,t) give the sizes at t =0 of a
pair of interacting particles now of size R; and R,. To
express g.(R,R,,r,t) in terms of its characteristic curves,
one writes

3251(1,2)S,(1,2)
3R R,

22(R,R,,r,1)=g,(5,(1,2),5,(1,2),0)

(2.35)

We will expand about the characteristic curves of nonin-
teracting particles. Those curves are the solutions of

Ry=v,(1) and R,=v,(2), (2.36)
which I will denote by R,(S,?) and R,(S;,?). Similarly,
one has the inverse functions S{(R,¢) and S>(R,,t). The

expression for §; in terms of these functions is precise but
rather cumbersome. Given particles of radii R; and R at
time ¢, we know that at £ =0 they had sizes S(1,2) and
S,(1,2). If they did not interact, they would have sizes
R (S(1,2),t) and R,(S,(1,2),t) at time ¢. Therefore,

81(R,R,,r,t)=R(S(1,2),t)—R, ,

and a similar expression holds for 8,. From the definition

of 8, it follows that

as(1)
OR,

Si1(R1,R2,1)=81(R1+8)=S1(R))+ 6, (2.37)
to first order in §;. In order to use (2.37), recall that par-
ticles are assumed to be uncorrelated at t =0, so that
82(81,82,r,0)=¢1(51,0)g:(S2,0) . (2.38)
In addition, the one-particle distribution function is given

in terms of its characteristics by

as;(1)

Rt
g1(Ry,t) aR,

=g(S51(R),0)

(2.39)

Placing (2.37) into (2.38), with the corresponding expres-
sion for S,(1,2), and working to first order in 8; and §, I
now obtain

Gﬁ(Rl,Rz,r t)

"2

k=1

[gl R1,0g1(R2,1)8((R,R,,r,t)] . (2.40)

This equation may be put in the form
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2
82(R 1, Ry, )R 1dRy = ] g1(Ri +8k,)d (R +84) ,
k=1

(2.41)

which shows that the two-particle distribution function is
simply a product of one-particle functions that have been
displaced by an amount &;.

The computation of the two-particle correlation func-
tion is therefore reduced to a calculation of 8; and &,. It
is first useful to have a very simple expression for these
that will make possible simple estimates. To obtain one,
write from (2.32) and (2.33) that

. R%Uz(Z) e_r/g

01(R1,R,y, 1) = (2.42)
R1 r

I have simply ignored the correlation cloud that is de-
scribed by the last term on the right-hand side of (2.33b).

J

In addition, one here treats the effect of particle 2 as
though it develops linearly, although in fact it affects the
size of particle 1 in a very nonlinear way. A rough time
integration, which ignores the time dependence in several
of the terms of (2.42), now gives

e"/5 [R3—S3(2)]

2.43
¥ 3R1 ( )

81(R,Ry, 1 )=

It is possible to improve on this expression. The calcula-
tion involves numerous approximations that are neither
especially well controlled nor elegant; however, the final
results have not depended on various different versions I
have tried, although multiplicative coefficients have varied
on the order of 10%. This is no more than a peculiar
self-consistent problem in classical mechanics, and intui-
tion can provide considerable help in guiding one to
reasonable approximations. Details are contained in Ap-
pendix B; here is recorded only the final result which is

Z(R1,1) | e—r/E0 R3—-53(2) Dt e~ IT—r /&0
81(R1,Ry,r 1) = - dr’ d’r'pe(r’,Ry) |, 2.44
HRLRLn D= R0 | Wry ry J T =1 | J drpatr R 244
with
"o —()2(R)/R
R (R(Sy,1'),1") v 1
2Ry, =R} frap Lot g . (2.45)
t Yo Ri(1) e W(R)Y/R(S,1)
[
S is here S{(R,t), the initial size of a noninteracting par- _ dR, _
ticle that will be of size R; at time ¢. Using this expres- (8/g)= f g(Ry,1),
sion in (2.40), placing the result in (2.27), and solving
self-consistently gives and
9 d x=(g Dt A
9 ___9 ={g/g) .
atgl(R])t) 3R [ver(R1,1)g81(R1,1)] (R)?
d Jd _ In this manner, the continuity equation becomes a
+ aRI‘M(Rl’t)ang(R"t) ’ (2.462) second-order equation. The second derivative term in
) (2.46a) has its origin in Eq. (2.40). The result looks like a
with diffusion equation; however, its physical significance is
3 3 different from that of a diffusion equation since in the
D _ Ri—Si(1) . . .
Ver=—— | A 1+a(t)(g/g>—2— model considered to this point, there are no random
R, 3(R)’¢E forces acting on short-time scales. Although we are
do averaging over an ensemble of initial conditions, our sys-
Rlﬂ*A_ d tem is essentially deterministic; nonetheless, one must
+ — =2 , (2.46b)  solve a second-order parabolic equation to discover how it
5 Ry behaves. For (2.46) to make sense, the coefficient /. must
do be positive. In all numerical work, this has been true.
<[R3—S§(2)] Ry—— >
MR, =alt) DA III. COMPARISON WITH EXPERIMENTS,
PEEEIR, 36(R)? ’ SIMULATIONS, AND PREVIOUS THEORIES
(2.46¢) A. Experiments
and For references to the experimental literature on particle
1 coarsening one may consult the review articles already
t ):m ) (2.46d)  mentioned,'**® and a particularly comprehensive article,
although only including experiments until 1972, by
where Fischmeister and Grimvall.>* Most experiments seem tru-
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FIG. 5. The development of particle size distributions is

shown following a fairly deep quench. The final volume fraction
equals 0.05. At the earliest time, t =0.001, nucleation is in pro-
gress. Thereafter the distribution settles into its asymptotic
form. The distribution function falls to zero at R =0.01 because
of the way that nucleation is included in the theory; see Ref. 28.

ly to have reached the late stage. In Figs. 5 and 6 are
shown two representative time sequences that result from
a numerical simulation of the process of nucleation and
growth. Details on how nucleation is included in the cal-
culation may be found in Ref. 28. Once nucleation ends,
the curves result from a numerical solution of Eq. (2.46).
The important point is that immediately following nu-

0.03

. . 5
0 0.5 1 R15 Q P

FIG. 6. The development of particle size distributions follow-
ing a fairly shallow quench. The final volume fraction ¢ equals
0.05. At ¢ =0.04 (scaled time) nucleation is in progress with the
distance along the R axis scaled so that do/A(0)=0.01. Since
the quench has been shallow, a period of free growth follows nu-
cleation lasting from ¢~0.2 until t~15. Correlations then be-
come active and produce a striking bimodal transient. By
t ~ 100 the transient has vanished and the distribution appears to
have entered the asymptotic regime. However, the variance of
the scaled distribution will continue to increase until ¢~ 4000.
At first the distribution resembles the distribution of Lifshitz and
Slyozov, only gradually becoming broader.

cleation, distribution functions become quite narrow, and
they broaden only when they reach the late asymptotic
stage of growth. Therefore, anomalously broad distribu-
tions cannot be explained as transients, and experimental
distributions that are very broad must be in the asymptot-
ic regime. In Fig. 6 appears a peculiar double-humped
transient. Such a structure occurs only following a slow
nucleation process, after a period in which many well-
separated particles have been growing without competing
with one another, never after spinodal decomposition.
There is no experimental evidence for or against the effect.
The mathematical origin of this peculiar intermediate
structure is in the fact that the second-derivative term of
(2.46a) is retarded in time; but it has a physical interpreta-
tion as well. Groups of particles have been growing freely
and now enter into competition. If one looks at any pair
of particles within a correlation length &, he will see that
one member of the pair is larger than the other. Once the
particles begin to compete, the larger will grow at the ex-
pense of the smaller, and since the two were not long ago
almost the same size, the victor in this competition will
shoot far ahead, while the loser rapidly shrinks to noth-
ing. The distribution splits into two groups, one of losers,
one of winners, and only when the large group of losers
disappears does the distribution approach the steady state.

With two exceptions’3® all coarsening experiments
have been in alloy systems. Two methods have been used
to obtain the distributions, direct counting of droplets,
and an analysis of small-angle x-ray scattering data.
Magnetic measurements are sometimes used to determine
the volume fraction of precipitate and average particle
size.’”* The first method is most reliable. One takes a
section of material and, perhaps following additional
treatment, places it beneath a microscope, counts the
droplets, and measures. The tedium of the procedure
may account for the very poor resolution of most experi-
ments. The best one of which I am aware was performed
by Bower and Whiteman® in an iron, silicon, and titanium
alloy. Later investigators® claim that the precipitates
which develop in that system are Fe,SiTi and that their
growth is limited by the diffusion of titanium. Since
growth is limited by the diffusion of a single component,
the theory given here should apply. The system is a good
one because lattice mismatch between the precipitate
grains and the iron background is minimal, and the lattice
structure of the grains remains coherent with that of the
matrix until they reach a size of approximately 1300 A.
The volume fraction of precipitate is around five percent.
In Fig. 7 are superposed data from this experiment at two
different times. Between the two examinations, the aver-
age particle size increased by a factor of 4, and since the
scaled distributions do not change during this time, the
samples are certainly in the asymptotic region. In addi-
tion are included some data of Rastogi and Ardell,* and
Seno et al.” since these experiments were also conducted
at five percent volume fraction. The experiment of Seno
et al. agrees more closely with the curve of Lifshitz and
Slyozov than with my prediction. However, the time se-
quence these authors present shows that the particle size
distributions are continuing to broaden, and R ~t13, so
they may well be seeing intermediate-stage behavior of the
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FIG. 7. The theory of Sec. II, the solid line, is compared with
the prediction of Lifshitz and Slyozov, the dashed line, and with
three experiments at 5% volume fraction. The circles represent
the data of Bower and Whiteman, Ref. 5, which I believe to be
the most careful experiment yet conducted. The data of Seno
et al., Ref. 7, in Cu-Co (squares) probably come from the inter-
mediate stage. The triangles represent the data of Rastogi and
Ardell in Ni-Si, Ref. 4.

type appearing in Fig. 6. In Fig. 8 are superposed data
from three experiments”’ conducted at one percent
volume fraction. The agreement between theory and ex-
periment remains plausible, although it is by no means
conclusive. The sharply peaked distribution is again due
to Seno et al.” Finally, in Fig. 9 are superposed the re-
sults of several experiments'®!2 at ten percent volume
fraction and above fraction and above. Recall that the
theory is only accurate to order (¢)!/2. If $=0.1, then ¢
and (¢)!/? are of the same order of magnitude. Computer
simulations to be discussed presently also suggest that the
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0 0.5 1 1.5 2 2.5

R/<R>

FIG. 8. The theory of Sec. II, the solid line, compared with
the prediction of Lifshitz ane Slyzov, the dashed line, and with
four experiments at 1% volume fraction. The agreement is not
especially good but the experiments have not much resolution.
The circles represent data of Seno et al., Ref. 7, in Cu-Co, the
triangles, Wirtz and Fine in MgO-Fe, Ref. 8, and the squares,
Hirata and Kirkwood, Ref. 9, in Ni-Al

theory begins to fail at volume fractions of ten percent
and above. Therefore, I have not included a comparison
with the present theory upon this last graph, although the
agreement would not be especially bad. Whether the
agreement with experiment achieved at five percent is for-
tuitous is therefore not clear.

An interesting result of Eq. (2.46) is that one must des-
cend to very low volume fractions in order to recover the
results of Lifshitz and Slyozov. In Fig. 10(a) is shown the
root-mean-square width of asymptotic distributions as a
function of volume fraction. Even at volume fractions as
low as ¢=10"* the effects of correlations are noticable.
Notice that I do not converge perfectly to the asymptotic
result of Lifshitz and Slyosov at very low volume fraction,
but only reach within 2% because limit time was available
for the computing. The coefficient growth (R )3/t de-
pends upon volume fraction as shown in Fig. 10(b).

Some experiments use small-angle x-ray scattering to
probe particle size distributions. In order to obtain the
distributions from scattering data, one usually assumes
that all particles are spatially uncorrelated.’® In that case
the scattering intensity is

dR
Lik= [ = g(R\,0[F(R,,k)],
n
where k | kincidem“kscaltered ’ and
F(R,k):%[sin(kR)-kR cos(kR)]

is the scattered amplitude due to a single spherical parti-
cle. However, as we now know the form of spatial corre-
lations, we are in a position to examine the success of this
assumption. I have checked that long-range correlations
should be more important than short-range ones, and find
that to order (¢)'/? the scattering intensity should be

= n
o N o
I

<R>g(R/<R>)/n

0.5

2.5

FIG. 9. These experiments, conducted at volume fractions of
10-60 %, are compared with the theory of Lifshitz and Slyozov.
The theory of Sec. II has certainly broken down at this high a
volume fraction. The circles represent data of Chellman and Ar-
dell, Ref. 10, in Ni-Al and Ni-Cr-Al, squares, Ardell and Ni-
cholson in Ni-Al, Ref. 11, and triangles, Chaturvedi and Chung,
Ref. 12, in Co-Ni-Cr-Ti.
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FIG. 10. One must go to very low volume fractions before the
effects of correlations disappear. The root-mean-square width of
asymptotic distributions is plotted as a function of volume frac-
tion in (a). The limit at zero volume fraction should be a root-
mean-square width of 0.215, which is not quite attained due to
numerical inaccuracy. In (b) is shown the dependence of the
rate constant (R )2/t on volume fraction.
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FIG. 11. Equation (6.10) predicts that scattering data should
resemble the solid line; without correlations between particles,
the same collection of particles would produce the dashed line.
Superposed are the scattering data of Pahl and Cohen, Ref. 40;
the vertical scale is chosen so that peaks of theory and experi-
ment match. Notice that to deduce the particle size distribution
from these data under the assumption that particles are uncorre-
lated would be very risky.

I~I(k)—I,(k),

no=3 [ dfl dfz 1+(1k§)2 1+x41r(§k)2 géi;)
X[ A1k, 1,2)— A3(k,1,2)] , (3.31)
with
A1 (kR 1,R2)
=%F(Rl,k)F(Rz,k)gl(Rz)R%[(k§)2+1] :
and

d d
A2(k,R,R,)= 3R, F(R,,k) 3R, F(R,,k)

<R“—R3flﬂ> .

X g(Ry,t) A

_x
(g/g)
The quantities x and (g/g) have been defined after
(2.46). Using the numerical solutions of (2.46) we are
now in a position to calculate the scattering intensities
that an experiment should produce. In Fig. 11 is shown
the result at 5% volume fraction. The solid line includes
the correlations according to (3.1), and the dashed line
shows how the scattering intensity would change if parti-
cles were spatially uncorrelated. These curves are
sufficiently different so that I find it difficult to believe one
could accurately reconstruct particle size distributions
from the solid line, assuming the particles to be dispersed
at random. Data from a scattering experiment’>* are
also shown, exhibiting the structure one expects for corre-
lated particles. Unfortunately, the shape of the scattering
curve near kK =0 depends sufficiently upon the approxima-
tions leading to (2.46) that I do not believe one can use
scattering data to produce particle size distributions with
any confidence.

B. Numerical simulations

A final technique that may be used to test the predic-
tions of the theory embodied in Eqgs. (2.46a)-(2.46d) is a
direct computer simulation of the starting model con-
tained in Egs. (2.4)-(2.6). This is the purpose for which
Weins and Cahn!® originally formulated the model, but
they run into numerical problems associated with the
long-range interactions between particles. Voorhees and
Glicksman*""*? have improved upon the work of Weins
and Cahn, but can study a system no larger than 200 par-
ticles, and therefore are in no position to study the devel-
opment of correlations. As particles disappear, they
create new spatial configurations at random, thus destroy-
ing whatever spatial correlations have developed. One re-
sult is that their particle size distributions seem less broad
than those seen experimentally at low volume fraction. A
more successful simulation has recently been carried out
by Beenakker*’ at 10% volume fraction. Equation (2.6) is
inverted only approximately; the most worrisome result of
his approximations is a drift in the volume fraction of pre-
cipitate during the simulation, although one starts so far
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into the asymptotic regime that no change in volume frac-
tion should be observable. He has measured certain mo-
ments of the two-particle correlation function, and these
are compared with the results of the present theory in Fig.
12. The theory relies upon the separation of length scales
(R) <<£ and this inequality is clearly not satisfied at
volume fractions of ten  percent. For large
R, R/(R) >2, the theory describes the correlation func-
tions correctly, but for smaller R it breaks down. By way
of comparison, Fig. 12 also shows the correlations that
would develop among spheres placed down with no in-
teractions but hard sphere repulsion. The distribution
function obtained by Beenakker is not quite so broad as
the present theory would predict, and is similar to those
seen experimentally. Contributions of order ¢ have be-
come important at this volume fraction.

None of the simulations carried out so far have been
capable of studying intermediate-stage behavior, for they
required from the outset 3 Q; =0, which is characteristic
of the very late stages of growth only, as discussed follow-
ing Eq. (2.24). A simulation which can study the full
time-dependent behavior of the system following nu-
cleation might be carried out in the following way. It is
very difficult directly to invert Eq. (2.6). But we may sim-
plify it. Rewrite the equation as

ef\r,-frj;z/zﬂ
Qi=do—R; | P+ I (Q)
o ni—r1|
(i)
e—|r‘v7rj\2/212
—R; 3 (@;—(0)) (3.2)
JO£0) |ri—1; |

Since / is much greater than the interparticle spacing,
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FIG. 12. Beenakker, Ref. 43, has measured two moments of
the two-point correlation functions, and the solid circles compare
the results to the correlations that would develop among the
hard spheres, shown as crosses, and to my theory the solid line.
All hard sphere exclusions are of order ¢ and the theory neglects
them, but at 10% volume fraction, where this simulation was
carried out, they are clearly as important as the longer-range
correlations. The correlation functions plotted are described by

Xum = ((R1/{R)—1)"(Ry/{R)—=1)") .

- v —x; 12212 ,
> ~4mnl* .
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In addition, as pointed out and investigated by Beenakk-
er,* particles much farther away than the screening dis-
tance from particle i should not contribute to the last sum
in (3.2). Using (2.7) one can expect that (3.2) is equivalent
to

Qi=do—RA— 3 (Q;—(Q))—— (3.3)

R;
JES; |ri—1; |
S; is the set of droplets within a few screening lengths of
particle i. This is now a sparse matrix equation and can
quickly be inverted. My own attempts to use this ap-
proach have been unsuccessful with systems larger than
600 particles, but more progress should be possible.

C. Previous theories

Most attempts to explain anomalously broad late-stage
distributions have been phenomenological. They are well
described in review articles by Voorhees*® and by Tsumu-
raya and Miyata.!* I am not convinced that any phenom-
enological theory captures the behavior of the system; in
particular, none have guessed that the screening length &
is of primary importance. The work of Marqusee and
Ross®! is the first to notice this length, although neglect-
ing the effect of correlations. With the exception of the
work of Venzl,** no theory of anomalous broadening be-
fore this one has chosen to look at time-dependent effects,
although the time dependence of the equations of Lifshitz
and Slyozov has been examined numerically, also by
Venzl,*® and Lifshitz and Slyozov? supplied an analytical
time-dependent solution to their equations.

However, Tokuyama, Kawasaki, and Enomoto have
carried out a systematic investigation of this problem be-
fore me and were the first?! to calculate an expansion in
powers of ¢!/ from a starting point nearly identical to
Eq. (2.6). Their approach uses techniques of diagrammat-
ic perturbation theory, and despite a recent simplification
of the method,?? it remains quite elaborate. To a certain
point our treatments must be identical. In particular, the
system of Eqgs. (2.32) and (2.33) in this paper must have
the same content as Egs. (3.15) and (4.17) in Ref. 22, al-
though I have not shown the equivalence directly.

As we have seen, the progression from (2.32) and (2.33)
to tractable equations is not simple. The choices made by
Enomoto, Kawasaki, and Tokuyama®* to achieve this aim
seem particularly uncontrolled, and involve eliminating all
but derivatives of first and second order from a differential
equation of infinite order, without the benefit of a small
parameter. Whereas our final equations are of roughly
similar form, all of the coefficients are entirely different,
and the spreading produced by their theory is less than
that produced by mine.?* In Fig. 13 are shown the results
of the present theory together with the prediction of
Tokuyama and Kawasaki and two experiments at five per-
cent volume fraction. The degree of spreading found by
Tokuyama, Kawasaki, and Enomoto is typical of all the
phenomenological theories, except that of Ardell.” The
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FIG. 13. The results of Enomoto, Tokuyama, and Kawasaki,
Ref. 23 (dotted line), are compared with the curve of Lifshitz and
Slyozov (dashed line), the present theory (solid line), the experi-
ment of Bower and Whiteman, Ref. 5, and Rastogi and Ardell
Ref. 4; all at 5% volume fraction. 1 have used only the drift
term of Enomoto, Tokuyama, and Kawasaki, but Figs. 5, 6, and
7 of Ref. 23 show the numerical consequences of the neglected
term to be small. The comparison is made at a low volume frac-
tion, despite reasonable agreement with experiment at volume
fractions as high as 50%, because I do not believe that our ex-
pansions are valid above volume fractions of 10%. Figure 12
shows how much the approximations of the present work have
broken down at ¢=0.1, and Tokuyama, Kawasaki, and Enomo-
to are expanding in the same small parameter as I am. Many of
their comparisons with experiment are at ¢ =0.35, although they
expand in (3¢)!/%, which has become larger than one.

difficulty has been to find a theory which accounts for the
very flattened distribution function seen experimentally,
without predicting wildly accelerated particle growth or
other unphysical features; and in the present work that
seems to have been accomplished. But the most impor-
tant test of the conclusions of this paper would be an ex-
perimental measurement of the spatial correlations shown
in Fig. 12. One should look for them in a system at 5%
volume fraction or less. Perhaps in the future such exper-
iments will be carried out.*®
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APPENDIX A: DO DROPLETS MOVE?

Whether droplet centers move in time, and how much,
depends upon whether one considers droplets in a gas,
fluid, or solid. Liquid droplets in a gas almost certainly
are so buffeted by convective forces that it makes little
sense to apply the theory of Sec. IL.* Even solid droplets
embedded in solid should move, and liquid drozplets em-
bedded in solid have been seen to move in time.*® Let us
consider droplets in a solid first. The main source of their
motion is that material does not diffuse into a droplet at
the same rate from all sides. The monopolar part of the
diffusion field is what we have calculated so far. The di-
polar part of the diffusion field should give the main con-
tribution to the motion of the droplet. Let us ignore time
dependent effects and consider solutions of

Vip=0

subject to the boundary conditions (2.1) at the surface of
the spheres in the system. Expand & in multipole mo-
ments in the following way:

Q,' P,"(l’—l’i)
jr—r; | 2 |3

; |r—r;

o(r)= 3

i

(A1)

Then the largest contribution
motion of the ith sphere will be

DP,
TR

to the center-of-mass

Fi=

(A2)

along the direction of P. A solution of Laplace’s equation
is

) (A3)

d(r)=— 2 f

dsi o _Vo(r)
a7 ' |r—r'|
where 7i; is the outward normal to the ith sphere, and the
integral is taken over the surface of the ith sphere. Substi-

tuting (A1) into (A3) and retaining only the terms of lead-
ing order, I obtain

Rngi(fr—fj)

Iri—r; |’

P=—3

j

(A4)

As a result, the ratio of the center-of-mass velocity of a
droplet to its radial growth rate is

s R}(r;—r1))

i‘,’/R,‘Z
j R,‘I',‘—

(A5)
ik

In a relatively isotropic sample, the contributions of dis-
tant particles to this sum should cancel; (A5) should be
dominated by a few nearby particles, and at most be of
order unity. In that case the center-of-mass motion of
spheres is of order (R(t)) after time f Since at low
volume fraction the important interactions are between
spheres separated by the typical distance &, if their centers
move a distance on the order of (R ) it will not matter.
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When droplets are contained in a fluid the case is more
complicated because droplets move more easily, have
long-range hydrodynamic interactions, and are affected by
gravity. These effects have been nicely discussed by Sig-
gia.’® Here we will simply see when to expect the correla-
tions discussed in this paper to be destroyed by Brown-
ian motion. A solid sphere of radius R will undergo
Brownian motion governed by the effective diffusion con-
stant

kT
R)= , A6
D(R) 6mnR (A6)
where 7 is the viscosity of the liquid, as
8Trms ~ [D(R)]V? . (A7)

One may also write that the diffusion constant for mono-
mers is

kT
6mna ’

where a is the radius of a monomer. Take a to be the
constant®’” dg/c?; ¢ denotes the equilibrium concentra-
tion of the minority phase in the majority phase. In this
case

Sems~ (R ) /(eH? . (A8)

Therefore, Brownian motion of spheres in a fluid should
be unimportant when ¢ <<c2. Another way to view this
problem is to add a term representing the diffusive effect
of thermal fluctuations to Eq. (2.34). If the motion of
sphere centers is allowed, that equation becomes

3
3R,

2
d1,2)=— 3 O [u(1,2082(1,2)]
k=1

at

+D(u)V3g,(1,2) . (A9)

Here p is RiR,/(R;+R;). One may now easily verify
that if ¢ <<c? then the term just added is of order ¢ and
may be neglected.

APPENDIX B: THE CALCULATION OF 8

The equation of motion for §; is

61(R{,Ry,1,t)=v1(R1+81)—v1(R{,R,,r,t) . (B1)

Total time derivatives are time derivatives in which initial
conditions are held fixed:

08

o= ot (1.5

Equation (B1) is a complicated nonlinear expression, and
I do not know how to solve it exactly. We shall proceed
by expanding in powers of 8x, but this procedure is not
entirely satisfactory. Using the expressions (2.32) and
(2.33), we find

. e"/g (R2)2

51(1,2)=v (R +8;)—v(R;)+ . v2(1,2)
1
D ) —|r—r1'| /&
g SO R

So long as §; is much smaller than R;, one may safely
write

ViI(R148))—v;= v1(1)8,(1,2) . (B3)

9
oR,
However, this expansion always breaks down for
sufficiently small R;; first because R, can be chosen as
small as desired (although it should be larger than d,/A),
and second because particles shrink with accelerating rapi-
dity when they become smaller than the critical radius. A
small size difference between shrinking particles magnifies
rapidly and §; will become large, typically of order
(dy/A(0))(¢)'/? by the time particles become very small.
In general, particles much smaller than the critical radius
are uninteresting, they are disappearing rapidly and the
precise rate at which they do it should not be very unim-
portant. That the expansion (B3) breaks down for small
R will not be important if later work does not depend on
the result of the expansion where it is bad. But even this
is not the case; use of (B3) would lead to the conclusion
that 8; becomes infinite for small R, which is clearly un-
physical, and subsequent results would depend upon the
unphysical region. I have found no satisfying way to cure
this defect, and have settled upon the strategy of adding a
term of order ¢ which has no effect for R~ (R ) but
eliminates the unphysical behavior for small R;. One ex-
pects the solution of

. dui(l)
= 5
o oR;

to grow exponentially for small R, where v;(1) becomes
very large. A better approximation to

6=v(R +8)—v(R)

results by including a quadratic term to stabilize the
divergence at small radii:

< dv 3,
5=06—— 8°/2 ;
aR T dR? /
however, here no analytical solution is available. There-
fore, I will add to the right-hand side of (B3) the term

(Ry) d 1
2R Y8 (1,2) 2 = 5,(1,2) L () 2(R Y
(@)'2(R)8,(1,2) R 1€ )dt(¢) ( >R1
For small R;, this term is of the same order as
3%
—=8%/2,
3R?

since 8~ (R )(¢)!/? for small R. For R;~{R) the term
is very small, and since it is formally of order ¢, one has
the freedom to add or subtract it as one pleases. That it
becomes infinite for small R, indicates that the expansion
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av1(1)
oR, ’

in powers of (¢)” 2 has broken down, but it is chosen to dg,
be physically sensible, and no final results will depend on dt
the particular form I have chosen.

Since the continuity equation may be written

=—g1(Ry,t)

one may write a solution for 8; in the form

|

—(»VHRI /R,

(R1(S1,6'),1)
81(R1,Ra,ryt) = fd'g‘ L)

Ry, 1) —($)V2RY /R (S),1)

—r/€ [R5(S,t")]? —r—r| /S
e RSN (Rotsnyiy— 2 [ e 10
R, |r—r|

= (r',R,(S,t")
r R {(t' P75, K300
in order to put this expression into usable form, the following three more approximations are necessary.

(1) Regard the time integral as a time average, and replace the average of products by a product of averages in such a
way as to express 8, in the form f;(R,t)f>(R,,t). This step is necessary if the final results are to be numerically tract-
able.

(2) Evaluate e ~"/¢") at t, somewhat overstating the range of correlations. This approximation is sensible since the
time averages are dominated by recent times. It is not obvious that recent times are most important, but scaling fails un-
less it is true and all of my numerical confirm the hypothesis. At this point we have

g(Ry,t) | g1/ R3—-53(2) —lr—r'| /&)
SR Ren D= R | 7 3(R) <R> Jar Jat [ drputr,RoS,00 |
with
(R,(S1,t),t) —(&) 2RI /R,
gRy,0=-RL [rg LR ¢

Rl e—(zb)l/Z(R)/Rl(Sl,t’) '

We may substitute S,(2) for S,(1,2) since these two functions differ only to order (¢)"?, and within an expression al-
ready of that order, the difference is negligible.

(3) The time average of p., is impossible to evaluate unless it is done iteratively. Here I will simply set the time aver-
age of p., equal to its value at time ¢, again invoking the notion of scaling to argue that recent times must be the most im-
portant. I have also tried multiplying by a constant, chosen so that the time integral of a certain moment of p,, is chosen
correctly, but as the value of this constant turns out to be 1.2, and it ends up inside a square-root sign, I will omit it
here. This fact alone indicates that the terms appearing in the final answer should not be taken seriously beyond an ac-

curacy of ~10%. Finally,
g(Ry,1) | e—r/80 R3—S3(2) Dt e~ lrori/em
81(R|,Ry, 1, t)= — d’r d? R
(R ,R,,7,1) G (Ro.0) P 3RS R f r r f r'pa(r’,R3)
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