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Ion density fluctuations are studied in a diffusion-controlled argon plasma containing, as a dilu-
tant, two electron-attaching species, carbon dioxide, and sulfur hexafluoride. A glow discharge tube
is used in this experiment; electrical probes and digital spectral analysis are our principal diagnostic
and analytical tools. It is found that the system becomes increasingly unstable as the concentration
of the electron-attaching species is increased. Nonlinear mode-mode couplings have been identified
and the coupling coefficients for these interactions have been computed. Turbulent fluctuations are
observed to have pronounced three dimensionality with distinct axial and azimuthal behaviors. The

power spectra of these fluctuations are composed of many discrete modes and follow a P(w) < w

—n

trend with 3 <n <5. The importance of changes in the total discharge pressure is dependent on the
electron-attachment cross section of the dilutant species. From these results we show that the ioniza-
tion instability is probably responsible for the observed phenomenon.

I. INTRODUCTION

Weakly ionized glow discharges are known to be sus-
ceptible to the development of instabilities, typically mani-
fest in the form of ionization waves and as a constriction
of the plasma. Specifically, the ionization instability,
which results from a temporal amplification of an imbal-
ance between charged-particle production and loss pro-
cesses during disturbance in the plasma properties, excites
various modes of the system. In the presence of nonlinear
interactions between the modes, the transition to a tur-
bulent system takes place fairly rapidly. The most com-
plete previous treatment of high-pressure convectively
cooled gas discharges in electronegative gases is strictly
limited to a plasma dominated by volume behavior; the
transport processes are neglected. Several experimental
and theoretical investigations have been conducted in elec-
tropositive gas discharges.!~!! By comparison, only a few
essentially qualitative reports can be found on electronega-
tive discharge instabilities.!'~2! Indeed, quantitative
treatments of nonlinear phenomena associated with insta-
bilities in electronegative gases are virtually nonexistent.

This paper presents an experimental investigation of the
ionization instability of electronegative gas mixtures in a
diffusion-controlled, low-pressure discharge plasma. Gas
mixtures of Ar with SF¢ and of Ar with CO, will be used
in our study. The ion density fluctuations in the positive
column of the electronegative gas discharge are monitored
by a unique array of Langmuir probes which allows mea-
surements to be made in the azimuthal and axial planes.
The probe fluctuations are digitized and data analyses are
performed by standard spectral techniques. Specifically,
we wish to study the importance of the negative-ion con-
centration and the total gas-mixture pressure as parame-
ters, in the sense that the Reynolds number is used in
conventional hydrodynamics, to characterize the instabili-
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ty and the turbulence of the system. We wish to deter-
mine the role which nonlinear mode-mode coupling plays
in the development of turbulence. In this connection
quantitative estimates of the coupling coefficients for these
interactions are obtained. Finally, a qualitative physical
model is presented which lends insight into the origin of
this instability.

In Sec. II a review of the previous theoretical and ex-
perimental works on instabilities and electronegative gases
is given. Section III describes the experimental setup and
methods, including the design of the discharge tube, the
operations of the various diagnostic and the data acquisi-
tion system, the methods of data analysis and the various
calibration procedures. Section IV presents the experi-
mental results including samples of the ion density fluc-
tuation, autopower spectrum, Cross-power spectrum,
dispersion relations, correlation function, spectral indexes,
and the results of the bispectral analysis. In Sec. V the
experimental results are discussed and a physical model is
presented. Conclusions and suggestions follow in Sec. VI.

II. BACKGROUND

A. Mechanism of the discharge

For an active discharge in a rare gas at low pressure,
there must be a source of electrons, i.e., a cathode, be it
either a cold metal plate, which emits secondary electrons
due to ion bombardment, impact of metastable gas atoms,
or sufficiently energetic ultraviolet radiation,'*?* or a hot
thermionically emitting surface. Conditions adjacent to
the cathode must be such as to give a sufficient yield of
electrons; in the case of ion bombardment, this yield
determines the electric potential drop immediately in front
of the cathode. Strong fields at the cathode result in the
electrons being accelerated to energies greater than the op-

774 ©1987 The American Physical Society



36 PLASMA INSTABILITY IN THE PRESENCE OF NEGATIVE IONS 775

timum for causing ionization. There are, therefore, re-
gions in which the initial electrons are scattered and lose
energy until the motion is randomized and an optimum
situation is achieved. When this is reached it is possible
for there to be a set of equilibrations between the energy
input from the longitudinal field and the loss of energy
due to inelastic collisions with the gas atoms, between the
momentum gained from the electric field and that lost in
elastic and inelastic collisions, and finally between the par-
ticle generation process of ionization of the gas atoms by
electron impact and the loss process associated with the
motion of particles to the walls. The loss process arises
because there are radial electric fields caused by the
charged particles which lead to their motion in a radial
direction; this motion may be treated as free flight at very
low pressures or diffusive at moderate pressures. At high
pressures, when the various fields are low, recombination
in the volume is an important process.

The equilibrium situation then can be axially uniform,;
it is such a region which is usually referred to as the posi-
tive column of an active discharge. Because the number
density of charged particles is maintained by ionization,
their motion must be collisional. Since ionization from
the ground state requires more energy transfer than any
excitation process, there will be an appreciable density of
excited particles and consequently radiation will be emit-
ted corresponding to the allowed transitions between ex-
cited states of the gas atoms; the spectra being characteris-
tic of the gas used. The fact that the charged particles are
generated in the volume and are lost at the walls means
that there must be radial variations in the charged-particle
density, so that the discharge is not radially uniform. On
the other hand, if the radial fields are not so strong as to
cause charge separation throughout the volume or
(equivalently) if the discharge is Debye lengths in radius,
the densities of positively and negatively charged particles
will be almost equal. v

The longitudinal field along the positive column is
small and uniform. The Poisson equation states that

(dE,/dz)=e(n ™ —n")/¢, .

E, was found experimentally'*?? to be independent of z,
which is further proof of the macroscopic neutrality of the
positive column. Typical values of E, range from 0.5 to
20.0 V/cm.

The theories of the positive column’!* apply only to
certain approximate ranges of pressure, radius, and
current, i.e., p=10’4 to 10 mmHg, R=1 to 10 cm,
i=10"%to 1 A. At lower currents, the rate of ionization
is too small to maintain the plasma properly neutral; at
higher currents gas heating becomes appreciable.

All theories of the column have certain basic assump-
tions in common. These are a charge concentration given
by N*=N,=N, a Maxwellian electron energy distribu-
tion, an electron temperature which is constant across the
discharge, i.e., T,%f(r), electron mobility given by
Langevin’s equations, and the rate of ion production
which is proportional to N,. The discharge current and
the tube radius are regarded as given.

Schottky’s diffusion theory," %22 which applies at medi-
um pressures (10~! to 10 mm Hg) is of special relevance
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to this work. Here the loss of ions and electrons is due al-
most entirely to ambipolar diffusion, volume recombina-
tion being neglected. The main results of this theory are

N,=NyJy(2.405r /R) ,
Z =(apm4/eV'm)2kT, /m)*"?
X[1+(eV;/2kT,)]exp(—eV,;/kT,) ,
and
[1/(eV;/RT,)]" *exp( —eV;/kT.)=1.16 X 10'(CpR)? ,

where N, is the radial concentration, Z is the ionization
rate, and C is a constant for the gas. These results have

been confirmed by various experiments in the
past.>1422-24

B. Instability and turbulence

At present the term turbulence is understood to mean
the motion of a plasma in which a large number of collec-
tive degrees of freedom are excited. Thus when applying
the term ‘“‘turbulence” to a plasma, it is used in a broader
sense than conventional hydrodynamics. If hydrodynam-
ic turbulence represents a system made up of a large num-
ber of mutually interacting eddies,?>? then in a plasma
we have together with the eddies (or instead of them),
also, the possible excitation of a great variety of oscilla-
tions. Depending on the degree of freedom which is excit-
ed, the character of the interaction between the excitations
may vary considerably. Due to the interaction between
particles, the oscillatory motion of a single particle is
spread over space and waves are generated. These waves
are associated with the simultaneous variation of a num-
ber of quantities, all of which depend on one another; os-
cillating electromagnetic fields excite periodic currents and
currents interacting with the magnetic field gives rise to a
Lorentz force with leads to motion; the periodically vary-
ing velocity gives rise to pressure oscillations, which in
turn produce density variations. Thus waves in a plasma
are simultaneously electromagnetic and hydrodynamic
even though, in particular cases, a certain aspect may
dominate. In general, these waves are complex with
features leading to instability.

Of particular interest to us are instabilities that arise in
partially ionized plasmas. The recombination instabili-
ty2’~2° is caused by an increase in the number of heavy
charged particles at increasing electric fields and tempera-
tures, causing in turn a decrease in mobility on account of
recombination attachment and ionization processes (e.g.,
in an oxygen discharge). The recombination instability
may be considered as a prototype of a more general class
of instabilities which may occur in fluids undergoing den-
sity changes through volumetric processes. Specifically,
molecular dissociation, chemical reactions, ionization,
scattering into a loss cone in velocity space or thermonu-
clear reactions are all classified generically as volumetric
instabilities.

The attachment instabilities are further examples
of volumetric instabilities. The ionization-recombination
ion sound instability’! is due to a coupling of the ioniza-
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tion rate to density fluctuations in a partially ionized gas
which are associated with ion-acoustic oscillations which
may grow. The energy source of the instability is the
thermal energy of the electron gas. It may be stabilized
by collisional damping and other mechanisms. A more
important example is the ionization instability®>3? as it is
the most common instability in a discharge.*!> In a par-
tially ionized plasma the ionization rate increases strongly
with electron temperature (as discussed above), so that
small temperature fluctuations lead to large perturbations
in the electron density. The ohmic heating due to an im-
posed electric current, which represents the energy source
of the instability, and electron temperature are enhanced
in regions of high electron density. Local perturbation of
the electron density becomes unstable due to the corre-
sponding fluctuation in the ionization rate. Heat losses by
radiation and collision with heavy particles may damp the
instabilities. An externally imposed magnetic field helps
in reducing these losses. The presence of negative ions
can lead to a build up ionization oscillation in a weakly
ionized plasma and thus to a new type of ionization insta-
bility.*17:30

Grabec*?* and others'*3~40 have associated these ion-
ization instabilities with the appearance of ionization
waves in the positive column of a glow discharge. The
waves are accompanied by variations in ionization rate,
charge density, electron temperature, and electric field in-
tensity. In Grabec’s work, nonlinear equations describing
the ionization waves are derived from the hydrodynamic
equations for the plasma, from the Poisson equation, and
from the ionization rate equation. The complete set of
equations was then solved numerically and all the essen-
tial properties of ionization waves were recovered. Furth-
ermore, it was shown that the collisions of ionization
waves were of fundamental importance in turbulent posi-
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FIG. 1. (a) Schematic of the experimental setup. a, Gas input
and exhaust; b, filament power supply; ¢, constant current 2 kV
(dc) power supply; d, grid exciter; e, Langmuir probe array; f,
grounded water cooled anode. (b) Detail of the cathode section.
1, Gas input and exhaust; 2, filament and cathode electrodes; 3,
filament.

tive columns. Specifically, a suggestion is made that non-
linear phenomena, notably harmonic generation and
mode-mode coupling, play a significant role in the devel-
opment of turbulence.

As a rule, turbulence develops as a result of an instabil-
ity of an initial laminar state. In order to characterize
this transition from the laminar to the turbulent state, it is
convenient to examine the behavior of the system while
changing some parameter, R, the increase of which results
in the loss of stability. (In conventional hydrodynamics
such a parameter is the Reynolds number.) In the quasi-
linear approximation,?>?% one monitors the evolution of R
with respect to some critical value R;. When R only
slightly exceeds R, the amplitude of the waves arising
from the induced excitations can be determined by ex-
panding solutions for laminar flow with respect to
(R —R,), i.e., a small amplitude expansion (first used by
Stuart®®). In spite of the somewhat satisfactory results'?!?
for R —R| << R, this quasilinear method seems to be
suitable only for the description of states which are so
weakly excited that (strictly speaking) they ought not to
be called turbulent, since the most important property of
turbulence (the nonlinear interactions between the oscilla-
tions) is not yet apparent.'®3*

C. Negative-ion effects

Discharges in gas mixtures containing molecular species
which readily yield negative ions often exhibit behavior
which is markedly different from discharges in other
gases.’>~2° The fact that negative-ion processes occurring
in such discharges are the cause of the observed behavior
has been appreciated for many years. A comprehensive
summary of these effects observed before 1960 was com-
piled by Francis.!* These are (a) an apparent increase in
gas density, (b) creation or concentration of regions of
negative space charge, and (c) a change in the distribution
of negative carriers.

A survey was made of experiments on constricted and
unstable positive columns in electronegative gases at low
pressure.'> Here attention is mainly focused on the con-
striction of the column and the ensuing instability. The
main results are (a) mobile and stable forms can exist in
the discharge at various positions along the axis, (b) probe
measurement show that a large number of negative ions
exist inside the core, (c) comparing the results with previ-
ous workers for constriction and instability in inert and
molecular gases without negative ions, it was found that
negative ions produce similar effects at much lower pres-
sures that can be observed in their absence, (d) one part of
the column may be constricted but stable while a neigh-
boring part may be simultaneously more constricted and
unstable, with no sharp demarcation between the sections,
and (e) moving striation (ionization waves) were always
present in constricted columns of electronegative
discharges.

These early attempts to explain the role of negative ions
in the instabilities of these columns were largely empirical.
The availability of reliable cross-section data for attach-
ment cross sections'>2* =% inyolving common molecu-
lar species now permits the detailed theoretical analysis of
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negative-ion processes and their influence on steady-state
plasma properties of many discharges. An analytical
treatment of the local low-frequency stability of a weakly
ionized molecular system has been performed.’*® This
analysis was extended to include negative-ion process-
es.!>* The main results of the works just cited are (a) at-
tachment and detachment reactions can exert a profound
influence on discharge operating conditions, (b) clustering
of negative ions occurs with parent molecules (viz., the
density of such negative clusters can become very large,
having a significant influence on discharge behavior), (c)
when the electron negative-ion densities are comparable,
an attachment rate which increases with electron tempera-
ture can cause a mode of ionization instability; the
attachment-induced ionization instability, (d) the ultimate
manifestation of this mode of ionization instability is in
the form of a striated plasma, and (e) addition of a small
concentration of detaching species to reduce the concen-
tration of negative ions results in the elimination of the
striations.

The most important conclusion of the above work from
our standpoint is that the modes of instability associated
with electron production and loss (ionization instability)
and with negative-ion production and loss (negative-ion
instability) can occur for easily attainable discharge condi-
tions. Electron-attachment-induced ionization instabili-
ty!330 has the largest growth rate of the two modes and
will therefore dominate plasma temporal behavior, ulti-
mately leading to a striated plasma. It should be men-
tioned that the causes of charged-particle production in-
stability leading to the commonly observed striated
discharge are, in general, extraordinarily com-
plex!330:32.35=39 and vary greatly as gas species and plas-
ma operating conditions are changed.'3® Therefore it is
important to remember that the results and conclusions of
the above work are not applicable for all situations, but
they are limited to electrically excited molecular gas
discharges which are dominated by volume phenomena,
with transport processes being essentially neglected.

More specifically, papers'®!” by Suganomata et al. have
reported instabilities in a discharge of SF¢. The discharge
was initiated in pure SF¢, p =150 mTorr, 7 =0.9 mA,
and V' =2.2 kV. In addition, they used ring electrodes
which limited their observation to fluctuations below 5

kHz. Definite solitonlike structures were observed in all
cases, implying the occurrence of some nonlinear
phenomenon.

D. Preview

As indicated above, the positive column in a gas
discharge is rarely in a quiet state. The most common in-
stability in this system, which leads to the development of
ionization waves, is the ionization instability. Several pa-
pers and review articles have appeared regularly attesting
to the widespread interest in this phenomena.®% 323839
The chief concern of these articles has been the study of
ionization waves in electropositive gases. At the present
time, available studies of glow discharges in electronega-
tive gases are entirely inadequate with regard to the treat-
ment of the dynamics of instabilities. In particular, quan-
titative treatment of nonlinear phenomena in such systems

are almost nonexistent!>!%!7 in spite of the importance of
such effects. Subsequent advances in digital tech-
niques*~>7 data acquisition, digitization, and computer
processing hardware have made detailed quantitative stud-
ies possible.

Consider two electronegative gases SF¢ and CO, which
have been studied in other contexts in the past.!>*4?
There are two modes of formation of the following nega-
tive ions which are used.

(i) SFs: Resonance capture (Refs. 41,45,47,58)

/ SF¢~

— — ¥
e +SF6—>(SF6 ) \SF5“+F :

It appears that some of the excited ions (SF¢)* dissociate
whereas others do not, with approximately equal likeli-
hood. The overall cross section for this process is the
highest among all electron-attaching species.

(i) Co,: Dissociative attachment (Refs. 13,21,41)

e~ +C0,—>CO+0" .

The attachement cross section for this process exhibits
two peaks at 4 and 8 eV. The cross section is consider-
ably lower than the above case for SFg.

As discussed in Sec. II B above, a general parameter R
may be employed to describe the behavior in an unstable
system. We will determine that for a treatment of insta-
bilities in electronegative gases, R can be the concentra-
tion of the electronegative component or the total gas
pressure. The presence of mode-mode coupling, as this
parameter R is varied, would be made unambiguously evi-
dent by the use of bispectral analysis.’»>* In addition,
values of coupling coefficients for these interactions can be
obtained. Thus a complete linear and nonlinear analysis
performed on the plasma fluctuations as the parameter R
is varied can be used to determine the extent and nature
of influence of negative ions on plasma stability.

III. EXPERIMENT

The glow discharge is obtained in a Pyrex glass tube of
length 80 cm and an inner diameter of 2.5 cm. The
discharge is established in mixtures of Ar with SF4 and
CO; and the total mixture pressures are varied in order to
study the effect of negative ions on ionization instability.
Thermionically emitted electrons assisted the discharge
process; the positive column was obtained a few centime-
ters from the cathode.

Figure 1(a) shows the experimental setup. The main
test section is located 40 cm from the cathode and con-
sists of an array of Langmuir probes. These probes,
operated under ion-saturated conditions, are the major ion
diagnostic. In addition, one of these probes is used to
monitor the plasma electron temperature and density at
the probe site. Probe signals are digitized using an
analog-to-digital converter (Biomation 8100) and then
stored on a floppy disc system (Techtran 951). The stored
data were subsequently transferred to a DEC-PDP 10 for
data processing and analysis. A grid 2 cm in diameter
and made of fine mesh steel wire was inserted in the posi-
tive column 12 cm from the test section. Pulses (80 V,
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0.1 ms) were applied to the grid at various repetition rates
(0.2-7.0 kHz) for some of the runs. The primary effect of
the grid was to ensure that a source of instability was
present at the probe site.

A. Discharge tube setup

The discharge tube consists of the following sections as
shown in Fig. 1(b).

(a) The cathode section is 20 cm in length, with a Vari-
an glass-metal joint at one end through which the filament
electrodes are inserted into the cathode region. The fila-
ment is heated by an ac power supply (Varian Inc.) which
is capable of withstanding a high dc voltage surge. Typi-
cal filament currents are 5 A. The cathode, driven by a
high-voltage constant-current power supply (Voltronics
Inc.), is connected via a ballast resistor [Fig. 1(a)] to one
of the filament electrodes. Typical discharge current and
voltages are 100 mA and 500 V. The gas input and ex-
haust are conducted through a vacuum-quick couple.
Typical operating pressures are 100 mTorr. The other
end of the cathode section terminates in a O-ring joint.
The cathode section is connected to other sections via ring
clamps which provide vacuum-tight connections, satisfac-
tory for absolute pressure as low as 10~° Torr.

(b) The exciter section, as shown in Fig. 1(a), consists of
a hollow brass cylinder of length 3 cm and inner diameter
of 2.5 cm, with connecting flanges. The dimensions of
these flanges are exactly the same as those of the ring
clamps, so that a good vacuum-tight seal to other sections
is ensured. The exciter grid is soldered at the tip of a
steel wire emerging through a ceramic insulating tube.
Pulses 80—100 V in height and width 0.1 ms obtained by
the circuit in Fig. 2(b) are applied at the exciter. It is pos-
sible® that solitons are excited by fluctuations of the grid
sheath; however, since there is a large effective damping
coefficient at pressures around 100 mTorr, the grid sheath
fluctuations apparently serve only to perturb the plasma
weakly in the region of our test section. At higher pres-
sures (500 mTorr), the effect of the grid excitation seems
to be more important.

(c) The ftest section consists of a hollow brass cylinder,
to which are soldered three vacuum-quick couplers giving
thereby the Langmuir probe geometry of Fig. 3. During a
given run, the probes are biased in the ion saturation re-
gion and the fluctuating ion current is digitized and stored
according to the schematic in Fig. 4. In addition, a con-
ventional optical system is used to collect the light emis-
sion from the discharge near the test section. The object
(point) in the test section is imaged on a 1-mm-diameter
pinhole by a S5-cm focal length lens; the image is
transferred by two 5-cm focal length lenses to a second 1-
mm-diameter pinhole which contains a light pipe as the
sensor in an EMI S-20 phototube. The light is used to
check the disturbance created by the probe geometry, as
discussed in Sec. III F.

(d) The anode section consists of a brass cylinder simi-
lar to the one described in Sec. III C above but sealed at
one end. The grounded anode from the Voltronics power
supply is attached to the anode section of the discharge.

(@)

(D)

FIG. 2. (a) Probe circuit, shielded in a grounded aluminum
box. R=50kQ and C=0.25 uF. A goes to the probe, B goes
to the data acquisition system, and C is the probe bias which is a
double polarity power supply. (b) High-voltage pulse generator.
D is the pulse generator (width 0.1 ms, repetition rate 0.2-7.0
kHz) E is a transistor; F is a 80-100 V power supply, and G
goes to the grid.

AXIAL
FIG. 3. Probe geometry showing azimuthal and axial
configurations. RA@=0.7854 cm and z=1 cm. A fourth

probe, diametrically opposite to probe 1 (P1) is inserted when
measurements of ambipolar fields are to be made. Probes 1 and
3 are used to measure the axial field.
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FIG. 4. Data acquisition system. 1 is a FLUKE digital mul-
timeter, 2 is a probe circuit, 3 is a high pass filter, 4 is a low pass
filter, 5 is an oscilloscope, 6 is a Biomation transient recorder, 8
is a Techtran floppy disc system, 9 is a DEC PDP-10, and 10 is
an X-Y plotter.

The anode section is used in all probe diagnostics as a lo-
cal reference for measurement of fluctuating plasma po-
tential.

(e) The extender sections consist of Pyrex glass tubes
which have the O-ring joint mentioned previously. There
are five such pieces of length 10 cm and one piece of
length 40 cm. These sections are placed between the
cathode, exciter, and the test anode sections so as to pro-
vide intersection electrical insulation and to allow for
some variation in the length of the positive column. Ex-
treme care is exercised when joining the ends of these sec-
tions to other sections by ring clamps. A 3 mm layer of
asbestos paper is wrapped around the neck of the joint be-
fore the ring clamp is applied.

B. Operating conditions

The various sections of the discharge tube are connect-
ed in sequence via the ring clamps and O rings on a bed
of laboratory jacks—the latter being secured to a heavy
optical table. The system is then pumped down to 107>
Torr by an oil-diffusion pump. The initial pumpdown is
maintained for a period of 30-36 hours, a time sufficient
to allow the system to outgas completely. During this
time the filament has been turned on. Then the system is
filled with either argon, a mixture of argon and SFg, or a
mixture of argon and CO, to the desired pressure, and
closed immediately after the filling. A discharge is initiat-
ed; when a gas mixture is used, a period of 5—10 min is
allowed to elapse before the taking of any data. This
period of time has seemed adequate so that the thermal
diffusion and various ionic transport processes can pro-
duce uniformity in the mixtures.

C. Langmuir probes

Langmuir probes have been widely used as a diagnostic
for plasma density fluctuations which are easily monitored
when the probe is biased in the saturation re-
gime, 78 10:49,52-57,60-62  gpatia]l and temporal behaviors
can be obtained using two probe techniques.®”%— 62

From these results, cross-power and autopower spectra,
correlations, dispersion relations, and nonlinear effects can
be studied. In the present experiment, since we wish to
study ion-density fluctuations in the positive column, we
bias the probe to the ion-saturation voltage in order to
collect ions®~% and produce the least disturbance to the
ionized system. (Collecting electrons would provide a
better frequency response but at the cost of too much
current from the plasma.) We found typical values for
the-ion and electron currents to be and 300 mA in their
respective saturation regimes.

Figure 2(a) gives a schematic description of the probe
circuit. The probe bias voltage is supplied by a Gencom-
Emitronics double polarity power supply. No ripple
could be detected in the outputs of this power supply by
our FLUKE-8000A digital multimeters (input impedance,
10 Q). The whole circuit is shielded by aluminum boxes.
BNC cables are used to convey the probe outputs from
the test section to the bias unit and from these to the os-
cilloscope (Tektronics-545A) and the data acquisition sys-
tem (Biomation 8100, Techtran 951). Noise at 60 Hz was
reduced drastically by grounding the BNC and by using
high-pass filters.

Sputtering on the probe tip seriously affects the probe’s
operation. As a part of the experimental procedure, probe
characteristics were mapped over 40—50 runs. Part of the
procedure involves biasing the probes strongly positive
(orbital-limited region) to measure the density of negative-
ly charged species. Under these accelerating conditions
sputtering may occurre at the probes’ tips. Under normal
operation, i.e., in the ion-saturation regime, probe tips
were inspected every week and the entire probe replaced
in case of a major defect.

The probe is constructed with a 0.75-mm-diameter
stainless steel wire, encased in a sheath of 1.5-mm outer
diameter 99% Al,0; ceramic insulator. One end of the
probe is ground to a plane, flush with the sheath. The
other end is soldered to a UG-1094/U BNC. The assem-
bly is then inserted into a } in. Teflon rod, which allows
positioning of the probe tip in the discharge. The system
is made vacuum tight by Torr-Seal and inserted into the
quick coupler. This configuration has the advantage of a
small local disturbance, high-frequency response, good
spatial resolution, and a high-insulator work function; it
suffers from very weak insulator mechanical strength and
from handling difficulty.

From an operational point of view, Langmuir probes
provide one of the simplest available methods for measur-
ing local plasma properties. However, there are well-
known inherent uncertainties in these probe measure-
ments. %1638 It was shown® by Powers that for 35
MeV < T, <79 MeV, the electron temperature was sys-
tematically higher as compared to the more reliable spec-
troscopic measurements. This latter method cannot be
used for local measurements of plasma properties. Chen
and Schott have noted a 10% uncertainty in probe mea-
surements. In summary, one is required to insure that
the probe cause as little disturbance as possible to the
discharge; the space occupied by its sheath and the
current which it draws must be small compared to the
volume and the current of the discharge.!* Typical probe
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currents for our experiment are 10 mA, compared to the
discharge current of 100 mA. The ratio (r,/Lp), where
r, is the probe radius and Lp is the Debye length, is ap-
proximately 50. A value of (r,/Lp)>>1 assures that the

probe causes the least possible disturbance to the plasma.

D. Data acquisition

The block diagram in Fig. 4 shows the arrangement of
the data acquisition system. Two identical channels are
available. Block 2 is the probe biasing circuit shown in
Fig. 2(a). The FLUKE digital voltmeter, block 1 (input
impedance 10 (1), measures the probe bias with respect to
the grounded anode in the plasma. Block 3 is a passive
high-pass filter with cutoff at f,=120 Hz, and is used to
eliminate 60-cycle interference. Block 6 is a Hewlett
Packard 465A wideband amplifier. The Biomation 8100
transient reorder (block 7) has a wideband analog-to-
digital converter (ADC) and memory buffer which con-
nects to the analog and digital parts of the data acquisi-
tion system. It has 50 and 5 MHz sampling frequencies
for single- and chopped-mode operations. The input sig-
nal is digitized and stored in the memory. The memory
has 2048 eight bit words to give 2048 sampling points in
one run.

The well-known aliasing problem is overcome by
the passive low-pass filter (block 4) with cutoff at the Ny-
quist folding frequency. The digitized signal from the
ADC was transferred to the floppy disc system (Techtran
951) shown in block 8, at 1200 baud. Each floppy disc is
capable of holding 21 Biomation outputs, or runs. The
collected data were transferred to a PDP-10 (block 9) via
a modem at 300 baud. The data were then permanently
stored on DEC tape and subsequently analyzed by our
various computer programs.

50,51

E. Data analysis

The problem of analyzing fluctuation data associated
with waves, instabilities, and turbulence may often be
viewed in terms of identifying the various waves involved;
i.e., one must measure the amplitude, frequency w, and
wave vector k for each of the waves which may be simul-
taneously present in the plasma, and investigate the non-
linear interaction between them, if any. Previous studies
dealing with analysis of plasma fluctuations have relied
heavily on the use of the correlation function as indicated
in the review by Hooper.%> Generally speaking, such
techniques are useful when only one wave is dominating
the situation. Although, in principle, space-time correla-
tion techniques may be utilized to measure w and k (w),
extensive analog filtering is required. In addition, prior
knowledge of the fluctuation spectrum is required in order
to set the passband of these filters. The feasibility of a di-
gital implementation of a more general spectral analysis is
due, in large part, to the advent of the fast Fourier trans-
form®*~>* (FFT) and the economic feasibility of sophisti-
cated data acquisition and processing hardware.

The time-sampled data can be transformed into the fre-
quency domain via the discrete Fourier transform (DFT)
defined by

N—1
G(fi)=(1/N) 3 g(tj)e_’z”jk/N.
j=0
In the above, the quantity g (¢;) is the real damped time-
data function, and G (f),) is the corresponding DFT. The
data consist of N sample points spaced at At sec apart.
Consequently the sampling frequency is f,=1/At Hz.
The desired information lies in the frequency interval
0<f < fy, where fy=f;/2 is the Nyquist frequency.

The FFT is an algorithm that enables one to carry out
the DFT in a computationally efficient manner. 32 De-
tailed discussion of the FFT can be found in the litera-
ture.’! The DFT (or FFT) possesses most of the proper-
ties of the CFT (continuous Fourier transform); however,
some differences do arise as a result of the fact that sam-
ple waveforms of finite duration are being transformed.
The Hanning window has been used extensively*~>? to
solve this problem and is easily implemented in our analy-
ses. In summary, the Hanning window imposes very low
side lobe levels onto the [sin(x)/x] form which substan-
tially reduce the leakage problem. Furthermore, it can be
easily implemented in terms of a simple weighted average
in the frequency domain.

In the situation of interest to us, we have two probes
situated at 7; and 7, in the plasma. The probe signals can
be represented by

gi(r, )= 3 g(wexp{i[k(w)-r—wt]} ,
82(ry,t)= 3 gr(wexp{i[k(w)-r,—wr]} .

Writing
G(w)=g(w)exp{i[k(w)- 1]} , (2)
Eq. (1) can then be written as

gi(r,t)= 3 G(w)exp( —iwt) .

Similarly,
8a2(ryt)= 3 G,(w)exp(—iwt) .
w

G, and G, are in general complex. Then the autopower
spectrum is given by

P =G w)G(w)= |G w)|?,
Py =G (w)G,(w)= | Go(w)|? .
The associated cross-power spectrum is
P,=G}(w)G(w)=a+if
= | Py, |explifyy) ,
where
| Py, | =(a?4+B%)% 6,=tan" ! (B/a) .
Referring to Eq. (1). we note that
GT(w)G,(w)= | Py, | exp[ik(w)-Ar] .
Comparing with Eq. (2), we identify
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k(W)‘AI':glz
or
k,(w)=6,,/Ar,; . 3)

Thus Eq. (3) allows the determination of the wave vector
k(w) along a chosen unit vector i to be determined from
the phase difference between the two probe signals. As
mentioned in Sec. III A above and indicated in Fig. 3 the
probes are placed in the axial and azimuthal geometry.
Equation (3) allows the determination of the axial and az-
imuthal wave vectors of the plasma waves, i.e.,

k,(w)=86,,/Az, k, (w)=0,,/RA¢p .
The associated axial and azimuthal phase velocities are
vPh=w/k,, vP=w/k, .
Ehe(f)roup velocities may be obtained from the slope of
q-

v =dw/dk,, v¥=dw/dk, .

Knowledge of the phase and group velocity helps in iden-
tifying the wave. Furthermore, the ability to experimen-
tally determine w and k for each of the several waves
simultaneously present in the plasma is useful for the
study of wave-wave interaction.

Several theories and experiments concerned with the
spectrum of plasma turbulence indicate that in the tur-
bulent state, the power spectra falls off as k ~". Roth®
and others®’ have noted a large spread in the values of n,
l<n <7. It is possible to determine experimentally the
spectral index n from the power spectra, and determine if
the plasma in our discharge is turbulent.

Other information can be routinely extracted from the
FFT’s. The auto- and cross-correlation functions C,(7),
Cy,(7), and C,(7) can be determined by taking the in-
verse Fourier transform of the corresponding power spec-
tra,

Cun= [ gi(ngy(t +7)dr .

From this process various correlation times may be ob-
tained. Furthermore, the information on the growing and
damping of each mode in the spectrum is buried in the
sideband of the mode. Digital bandpass filtering can be
be easily applied to get the history of a specified mode.
We apply a FFT first then an inverse FFT only on the
band in which we are interested. This filtering is accom-
plished in the Fourier space instead of real space. After
the filtering the evolution of each mode can be observed
The spectral techniques indicated above are of limited
value when various spectral components interact with one
another due to some nonlinear process. However, one
such nonlinear process, the wave-wave interaction,>>>* is
particularly well suited for detection by a digital bispectral
analysis. Specifically, in a power spectra analysis, it is not
possible to determine if the various modes present in the
spectrum are independently generated modes or if they
arise due to mode-mode coupling. If a wave-wave in-
teraction exists between a set of modes in the system, then
there is a definite phase coherence between these modes.

The detection of such phase coherence is carried out by
the bispectral analysis.

The wave-wave interaction selection rules'"'>!° ar

e
w,tw,=w;,
k,Tk,=k; .

Defining the bispectrum as
B(w,w,))=E(X(w)X(w,y)X*(w, +w,)),

where E is an expectation value operator and X (w;) is the
Fourier transform of mode w; (obtained by the FFT), we
can see that the bispectrum measures the statistical depen-
dence between the three waves. If w;,w,,w;+w, are
three independent modes of the system, each mode would
be characterized by a statistically independent random
phase. Hence the sum of the phases

01+0,=0143

would be randomly distributed over (—m,7). When the
averaging denoted by E is carried out, the bispectrum
would vanish. On the other hand, if the components are
nonlinearly coupled to each other, the phases of the three
waves will not be random at all, and averaging will yield a
nonzero value of the bispectrum. A quantitative measure
of the phase coherence may be obtained by defining the
bispectrum as>>

|B(w1,w2)|2
P(w)P(wy)P(w,4+w,) ’

bz(wl,w2)=

Thus b2—1 if wave-wave interaction exists; b2—0 other-
wise.

The coupling coefficient for these interactions may be
defined by

XwSZ@(l’Z)XwIXwZ ’

where w;,w,,w; satisfy the selection rules. Multiplying
each side of the equation by X5, X}, and taking an expec-
tation value, we get

B*(wl,wz)

Cl2)=—""T" .

E( inleZ ‘ 2)

In the digital implementation of the power spectra,
correlation function and the bispectrum are computed in
these procedures, computed along with the autopower
cross-power and the phase (dispersion) spectra. The input
data (2048 points per run, 1 MHz sampling rate), corre-
sponding to the probe fluctuations in the two geometries
described, are normalized as follows: the height of the
largest peak in the input is determined and then the rest
of the data is divided by this number. This is done for
each channel and for all the runs. Data smoothing is
done by adjacent smoothing® in frequency domain. The
spectral indices n are obtained by taking the log of the
cross-power spectrum, and by subsequently determining
the slope of this curve for values of 200 kHz < f <400
kHz, by a least-squares method. The input data is split
into 32 sets, each consisting of 64 points each. A Han-
ning window (as discussed above) is applied to each data
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set to reduce leakage. The bispectrum is then computed
for each set by the equation described in this section and
then an average of the 32 sets is taken.’>>* The cross-
correlation function is obtained and normalization is per-
formed on the input in the time domain, as described ear-
lier.

F. Calibration

In Fig. 5(a) is plotted the voltage drop ¥, as I; changes
by a factor of 2, confirming, that in this region a normal
glow discharge exists. Figure 5(b) shows plots of the total
discharge voltage V,; versus the gas pressure for the cases
when pure Ar and when a mixture of Ar and SF4 (10%
concentration) are present in the discharge. As indicated,
there is a significant change in V; at higher pressures.
The electron drift velocity decreases as the pressure in-
creases. '#?2 As the discharge is maintained by a constant
current source, V, increases with pressure, thereby in-
creasing the electron drift velocity and thus maintaining
the same current.

The electron temperature 7, is measured by biasing the
probe negatively with respect to the plasma.®*% T, so
obtained is shown in Fig. 5(d), plotted against the
discharge pressure. The curve allows the Schottky
profile, "1*22 thus verifying that in the region of pressures

that are of interest, diffusion is a prominent charged-
particle transport process. The electron concentration is

measured by biasing the probe positive into the orbital-
68—172

limited region.

0.20
(b) P & P

FIG. 5. (a) Voltage drop (¥, volts) across the positive column
vs discharge current I, (mA). (b) Voltage drop (¥, volts) across
the discharge tube vs the gas pressure in the tube (mTorr). The
large square is Ar only; the small symbol is a 10% SF¢ mixture
of (AR + SF). (c) Electron concentration (in units of 10'°
cm™3) vs gas pressure (in units of 10~! Torr). (d) Electron tem-
perature (eV) vs gas pressure (Torr).

The probe characteristics so obtained are shown in Fig.
6(a) where electron current 2 is plotted against the probe
potential. Shown are the plots obtained for various pres-
sures of Ar gas. The slope in the linear region gives®® 72
the electron concentration N,. Thus a plot of N, versus
the gas pressure is obtained, as shown in Fig. 5(c).

Biasing the probe in the orbital-limited region allows a
determination of negative-ion concentration.®®*~72 Shown
in Fig. 6(b) are the i? versus pressure plots for gas mix-
tures with various concentrations of SF4. The slopes in
the linear region give’™® the modified electron concentra-
tion N,. Hence, an estimate of the negative-ion concen-
tration Ngge is obtained by N, —N,. In this way, a plot
of Ngge versus gas pressure is obtained. Figure 6(c) shows
such a plot for three different mixtures.

These results seem to show that the electron concentra-
tion goes down as the gas pressure is increased, and the
negative<ion concentration increases with pressure. Two
further independent tests are made to support this result.
For this, we recall that diffusion theory predicts??> an am-
bipolar field in the radial direction of magnitude

E,=(kT,/e)1/n)(dn /dr) ,
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FIG. 6. (a) Plot of i? and probe bias ¥, (volts) for various
discharge gas pressures. X represents 140 mTorr; the others are
0O, 120 mTorr; A, 100 mTorr; and + , 80 mTorr. (b) Plot of i2
and probe bias V, (volts) for various discharge mixture pressures
(with 15% SFs). Total pressures are the same as in (a) above,
i.e., X represents 140 mTorr, etc. (c) Plot of negative-ion con-
centration N(SFe) (units of 10'© cm~?) and gas pressures for
various mixtures. [ (topmost) 20% SFe; O (inner) 15% SFq; A
(bottom) 5% SFs.
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where
n(r)=nyJy(2.405r /R) ,

R being the radius of the discharge. In the presence of
negative ions, of concentration N,, the ambipolar field is
modified and given by!%?!

E,(a) 1—(D*/D,)
E(@) l+a

l+y
14

where a=N, /N,, y=T,/T ™, and D*,D, are the ionic
and ambipolar diffusion coefficient. Assuming r remains
constant, this equation implies that the ambipolar field de-
creases as N, increases.'®?!

The ambipolar field ratio (above) was determined in our
experiments and is plotted as a function of gas pressure,
Fig. 7(b), for various mixtures. By this plot it can be
concluded that the ratio and p are directly related.

The plasma current density j and axial electric field E,
are related by’

Ez vs. p

15.0 o -

[n] [}
10.0 |- o | (@
o

Oo
X o

5.0

o8 og0 -
9g8 4%g (b)

A A

50.0

1 1 1
100.0 150.0
P

FIG. 7. (a) Axial electric field and gas pressure for various
mixtures of SFs. The topmost O is 20% SFs; the successive
symbols are O, 15% SFg; 0, 10% SFs; and X, 0% SFg, respec-
tively. (b) ratio of ambipolar field in the presence of negative
ions of SFs to ambipolar field in argon only
[F,=E,(Mix)/E,(0)] and gas pressure for various mixtures. OJ
is a 10% mixture of SFs; O is 5%; < (bottom) is 20%; A (top-
most) is 15%.

; 2
E,=m,v.j/n.e” .

Since the discharge is maintained by constant current sup-
ply, j is constant. (This has been verified experimentally
to 1 mA, the discharge current being 100 mA. The
discharge radius is constant; hence, the discharge current
and current density are equivalent.) The above equation
implies that if N, should decrease, E, must increase to
maintain constant j. Such a decrease could arise from at-
tachment or decrease in electron temperature. If the
latter effect were to be accounted for in a measurement of
E,, any anomalous variation in E, would imply another
loss process for the discharge electrons.

The axial electric field was measured versus the gas
pressure for various mixtures and for the case when no
SF¢ was present in the discharge. The results are
displayed in Fig. 7(a). Shown also are the plots for three
mixtures of varying SF¢ concentration. The lowest trace
(X) shows the variation of E, with pressure for Ar only.
An increase in E, with increasing p in this case results
from a decrease in the ionization rate. Addition of SF
results in a further increase in E, at a given pressure.

The results presented in Figs. 6 and 7 and the corre-
sponding discussion allow us to conclude that some pro-
cess other than ionization loss is present. This process ap-
pears to have a greater influence as p is increased. The
only important loss process for the discharge electrons un-
der these conditions is attachment. We again note that
increasing p is the same as increasing the negative-ion
concentration.

Finally, as mentioned in Sec. III A, a check is made to
confirm that the probes reflect the fluctuations in the plas-
ma. Because of the Debye sheath formed around the
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FIG. 8. (a) Ion density fluctuations collected by a probe

biased in the ion-saturation regime vs time (u sec).

(b) Light

fluctuations from the photomultiplier and time (psec). (c)
Power spectrum of (a) above. (d) Power spectrum of (b) above.
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probe surface, it is to be expected that probe potential
would be significant only for a few Debye lengths.®
Hence, the probe would act like a true “probe,” i.e., it has
negligible effect on the system (in the present case, by
picking up the fluctuating ion current that passes through
the Debye sphere).

A conventional optical system is used to probe the plas-
ma. As the light collection causes no disturbance to the
system, these data were compared against the probe out-
put. The simultaneous outputs of the photomultiplier
tube (PMT) and a probe (biased in ion-saturation regime)
are collected and analyzed. Figures 8(a) and 8(b) show
the digitized outout of the probe and PMT, respectively.
Since the probe is a point diagnostic and the light output
shows averaging, consequently it appears smoother. Simi-
lar results were obtained by Dieke.” The corresponding
autopower spectra are shown in Figs. 8(c) and 8(d). No-
tice that rough peak-to-peak correspondence is present in
the raw output and the autopower spectra signatures
agree. These results confirm that the probe is a valid
point diagnostic.

IV. RESULTS
A. Ion-current profiles and two probe measurements

Typical normalized probe currents are displayed in Fig.
9. Shown are the first 500 usec of the digitized data in
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FIG. 9. Samples of saturated ion current vs time. These are
taken with the axial geometry; the upper trace is from probe P3
and the lower trace is from probe P1. (a) Gas pressure is 80

mTorr and 20% SF¢. (b) Gas pressure is 160 mTorr and 20%
SFs.
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FIG. 10. Samples of autopower spectra for the azimuthal
geometry. Left trace is the spectrum of probe P1 (Py;;). Right
trace is the spectrum of probe P2 (Py,). (a) Gas pressure = 80
mTorr with 5% SF¢. (b) Gas pressure = 120 mTorr with 5%
SFs. (c) Gas pressure = 160 mTorr with 5% SF.
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FIG. 11. Samples of cross-power spectra for the azimuthal

geometry. Left trace is the cross-power spectrum (Py,). Right
trace is In(P,) vs In(f). (a), (b), and (c) are (as in Fig. 10) for
80, 120, and 160 mTorr gas pressure and 5% SFg.
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each channel of the ADC (full length 1024 usec). The
probes are in the axial geometry for each figure, the gas
being a mixture of Ar and SFs. As suggested in the
figure, the higher-pressure runs had more complex
waveforms than corresponding low-pressure runs. Furth-
ermore, a higher number of large structures may be seen
in the high-pressure runs. This is typical behavior in
these data, reminiscent of large coherent structures often
seen in turbulent flow.”*~76

1. Concerning SFs

Figures 10—12 are the results of the autopower, cross-
power, and phase-spectral analysis when the gas mixture
in the discharge is Ar with varying concentration of SFg.
The probes are in the azimuthal geometry as shown in
Fig. 3. It is evident from our autospectra that, as the
gas-mixture pressure is increased for a given concentration
of SF¢, the number of high-frequency components in-
creases and then (near 160 mTorr) decreases. Further-
more, the amplitudes of some of the modes decrease as
the waves travel in the azimuthal plane from P1 to P2.
This shows that the azimuthal damping, which is not very
strong at low pressures, increases with pressure until a re-
gime is reached in which only the long-wavelength com-
ponents tend to survive. In addition, as the concentration
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FIG. 12. Samples of dispersion relations for the azimuthal
geometry: ko (cm™') vs frequency (MHz). (a) and (d) are at 80
mTorr gas pressure, (b) and (e) are for 120 mTorr gas pressure,
and (c) and (f) are for 160 mTorr gas pressure. (a), (b), and (c)
have 5% SFs; (d), (e), and () have 20% SFs.
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FIG. 13. Samples of autopower spectra for the axial

geometry. Left trace is the spectrum of probe P1 (P;;). Right
trace is the spectrum of probe P3 (P;3). (a), (b), and (c) are for
gas pressures 80, 120, and 160 mTorr, respectively, and 5% SFs.
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FIG. 14. Samples of autopower spectra for the axial
geometry. Left trace is the spectrum of probe P1 (P;;). Right
trace is the spectrum of probe P3 (P3;). (a), (b), and (c) are for
gas pressures 80, 120, and 160 mTorr, respectively, and 20%
SFﬁ.
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FIG. 15. Samples of cross-power spectra for the axial

geometry. Left trace is the cross-power spectrum (P;;). Right
trace is In(Py3) vs In(f). (a), (b), and (c) are (as in Fig. 13) for
80, 120, and 160 mTorr gas pressure and 5% SFg.
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FIG. 16. Samples of cross-power spectra for the axial
geometry. Left trace is the cross-power spectrum (P;3). Right
trace is In(Py3) vs In(f). (a), (b), and (c) are (as in Fig. 14) for
80, 120, and 160 mTorr gas pressure and 20% SF.

of SFg is increased from 5% to 20%, the number of
high-frequency modes increased for a given pressure.

The cross-power spectra also show the same trends.
The number of modes that are common to both P1 and
P2 first increases with pressure, as above, and then de-
creases. The number of high-frequency modes increases
with an increase in SF4 concentration for a given mixture
pressure. The logarithmic plots, In(P,,) versus In(f), are
used to estimate the spectral index®” which will be dis-
cussed later.

The dispersion relation plots show that k4 is roughly
linearly proportional to w, especially in the low-frequency
regions. However, for those mixture pressures and con-
centrations for which the autopower and cross-power
spectra exhibit enhanced production of high-frequency
components, the dispersion relation deviates remarkably
form linearity. Nonetheless, the quasilinear behavior is
always regained as the pressure is increased.

The set of Figs. 13—-17 gives examples of the results of
the autopower, cross-power, and phase spectral analysis
when the probes are in the axial geometry. The same
qualitative features are observed as in Sec. IVA. Howev-
er, there is relatively little attenuation in the axial direc-
tion for all pressures as compared to the azimuthal case.
The damping coefficient in the axial direction appears to

fivrg)

FIG. 17. Samples of dispersion relations for the axial
geometry k, (cm~') vs frequency (MHz). (a) and (d) are at 80
mTorr gas pressure, (b) and (e) are for 120 mTorr gas pressure,
and (c) and (f) are for 160 mTorr gas pressure. (a), (b), and (c)
have 5% SFg; (d), (e), and (f) have 20% SFes.
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be less sensitive to variation in pressure. The cross-power
spectra and the autopower spectra show a different high-
pressure behavior. For a given concentration of SF, as
the pressure increased, the number of high-frequency
modes increase (up to 160 mTorr, as shown). For a given
pressure, as the gap additive concentration (SF) is in-
creased, the number of modes also increases even at high
pressures. The dispersion relations exhibit a deviation
from linearity at increasing pressures for a given concen-
tration of SF¢. Only the low-pressure cases suggest linear-
ity.

2. Concerning CO,

Figures 18-22 are samples of the results of the auto-
power, cross-power, and phase spectral analysis. The gas
mixture in the discharge is Ar with varying concentra-
tions of CO,. The probes are in the axial geometry as
defined in Fig. 3. The results here are different from
those for SFs. In the CO, autopower spectra, only the
low-pressure (40 mTorr) traces exhibit enhanced mode
generation at high frequencies. There is a systematic de-
crease in the number of modes at high frequencies as the
pressure is increased for a given concentration. For a
given pressure, the number of modes increases with an in-
crease in the amount of CO, in the system. The cross-
power spectrum exhibits the same features. The disper-
sion relations show that the system is definitely nonlinear
at low pressures and that it exhibits quasilinearity at high
pressures.
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FIG. 18. Samples of autopower spectra for the axial

geometry. Left trace is the spectrum of probe P1 (P);). Right
trace is the spectrum of probe P3 (P;3). (a), (b), and (c) are for
gas pressures 60, 100, and 160 mTorr, respectively, and 5%
CO,.
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geometry. Left trace is the spectrum of probe P1 (P;;). Right

trace is the spectrum of probe P3 (Ps3;). (a), (b), and (c) are for
gas pressures 60, 100, and 160 mTorr, respectively, and 20%
CO,.
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mTorr gas pressure and 5% CO,.
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FIG. 21. Samples of cross-power spectra for the axial
geometry. Left trace is the cross-power spectrum (P13). Right
trace is In(P13) vs In(f). (a), (b), and (c) are for 60, 100, and 160
mTorr gas pressure and 20% CO,.
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FIG. 22. Samples of dispersion relations for the axial
geometry K, (cm™!) vs frequency (MHz). (a) and (d) are at 60
mTorr gas pressure, (b) and (e) are for 100 mTorr gas pressure,
and (c) and (f) are for 160 mTorr gas pressure. (a), (b), and (c)
have 5% CO,; (d), (e), and (f) have 20% CO,.

When the probes are in their azimuthal geometry and
the gas in the discharge is Ar with varying concentrations
of CO,, the same general features of the data from the
preceding paragraphs are repeated. Specifically, the same
kind of striking change in the autopower spectrum is
shown. The cross-power spectra also exhibit the trend.
Furthermore, the dispersion relations imply strong non-
linearity for the low-pressure case and increasing linearity
for high pressures.

B. Cross-correlation spectral and bispectral analysis

Figures 23 and 24 give examples of the cross-
correlation function versus time (usec) for the axial probe
geometries. The runs in this study have varying amounts
of SF¢. Figure 24 represents one of the cases when CO, is
the additive. For a given concentration of SF,, we see
that at low pressures the dominant mode is present in
large amounts for the entire data sampling time (1024
usec). As the pressure is increased, the magnitude of the
correlation coefficient goes down, and higher harmonics of
the dominant mode appear as time increases. For a given
concentration of CO,, it seems that the dominant mode is
decomposed into higher harmonics at low pressures (40
mTorr) and as the pressure increases, the mode is sus-
tained for a longer time.

Figures 25 and 26 are plots of the spectral index n
versus pressure for various concentrations of SFq and CO,
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FIG. 23. Cross-correlation function C;3 vs time. (a) 50

mTorr gas pressure: left trace is 5% SFg, right trace is 20% SFs.
(b) 100 mTorr gas pressure: left trace is 5% SFs, right trace is
20% SFs. (c) 160 mTorr gas pressure: left trace is 5% SFs, right
trace is 20% SFs.
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FIG. 24. Cross-correlation function C,; vs time. (a) 60

mTorr gas pressure: left trace is 5% CO,, right trace is 20%
CO,. (b) 100 mTorr gas pressure: left trace is 5% CO,, right
trace is 20% CO,. (c) 160 mTorr gas pressure: left trace is 5%
CO, right trace is 20% CO,.
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and 400 kHz. (a), (b), (c), and (d) are for mixtures of 20%, 16%,

10%, and 5% SFg.
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FIG. 26. Spectral indexes. Plots are given of spectral index n
vs pressure (mTorr) for frequencies between 200 and 400 kHz.
(a), (b), and (c) are for axial geometry with mixtures of 20%,
15%, and 10% CO,. (d) is for azimuthal geometry for 15%
CO;.

in Ar. These slopes were obtained by a least-squares
method for the case where In(p) versus In(f) is assumed.
In Fig. 25 one sees that n decreases with an increase of
pressure in varying amounts depending on the concentra-
tion of SFs. Figure 26, where CO, is the gas additive,
shows n to be small in the low-pressure region and large

60.0

40.0

150.0
p(mTorr)

FIG. 27. Bispectral analysis: azimuthal case for SF¢. Plot of
the number of peaks (N) in the bispectrum function B(I,J) vs
the mixture pressure (mTorr). Shown are those peaks for which
B(I1,J)>0.45. O is for pure argon; O is for 5% mixture; A is
for 10% mixture; X is for 15% mixture; © is for 20% mixture.
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FIG. 28. Bispectral analysis: axial case for SF¢. Plot of N vs
mixture pressure (mTorr). Shown are those peaks for which
B(I1,J)>0.45. O is for pure argon; O is for 5% mixture; A is
for 10% mixture; X is for 15% mixture; { is for 20% mixture.

in the high-pressure region.

Turbulent plasma theories predict that the power
spectra should fall off as w ~", n being the spectral index;
experiments have found, generally, that 1 <n <7. Furth-
ermore, the systematic decrease in n for various pressures
and gas concentrations agrees well with previous auto-
power, cross-power and phase spectra.

Figures 27-30 are the plots of the number of peaks N
in the bispectrum versus the mixture pressure for Ar and
SF¢ and CO, for both the axial and azimuthal geometries.
The bispectrum B(I,J) is displayed only for those values
where B(1,J) > 0.45.
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FIG. 29. Bispectral analysis: axial case for CO,. Plot of N vs
mixture pressure (mTorr). Shown are those peaks for which
B(1,J)>0.45. O is for pure argon; O is for 5% mixture; A is
for 109% mixture; X is for 15% mixture; < is for 20% mixture.
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FIG. 30. Bispectral analysis: azimuthal case for CO,. Plot of
N vs mixture pressure (mTorr). Shwon are those peaks for
which B(I,J)>0.45. O is for pure argon; O is for 5% mixture;
A is for 109% mixture; X is for 15% mixture; ¢ is for 20% mix-
ture.

Figure 27 shows results for the azimuthal geometry and
various concentrations of SF,. As may be seen, the num-
ber of peaks, N, first increases with an increase in pressure
and gas concentration, but decreases in all cases at high
pressures. The bispectrum data for the case of pure Ar is
shown also for comparison. Figure 28 is the plot for axial
geometry with SF¢ as the additive. Here N increases with
pressure and concentration but there is no decrease in N
as in the previous case.

The corresponding data for CO, are shown in Figs. 29
and 30. It is seen that IV generally decreases with increas-
ing pressure here. However, in Fig. 33 several cases of
distinct maxima can be seen in N. The difference in be-
havior noticeable here, between CO, and SF¢, and Sec.
IV A 2 (on spectral indexes) will be discussed in Sec. V.

In addition, we have found overall that B(I,J) and the
coupling coefficient CG(I,J) are usually large for high-
frequency couplings. Generally the contribution to the
spontaneously excited modes of the system from the non-
linear wave-wave interaction is found in these data to lie
between 25% and 40%.

V. DISCUSSION

A. Autopower and cross-power spectral analysis

The results of Sec. IV show that for both the axial and
azimuthal probe configurations, when SFg is the additive
in the discharge, the number of high-frequency modes in-
creases with increases in concentration of SF¢ at a given
pressure. Furthermore, at a given concentration, the
number of high-frequency modes increases with pressure.
This is reflected in the autopower and cross-power spec-
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trum for the axial configuration. The autopower and
cross-power spectra for the azimuthal case, while in gen-
eral supporting the results for the axial case, differ from
the axial case at high pressures. Here, in almost all cases,
there is a decrease in the number of high-frequency modes
at around 160 mTorr. This indicates that the azimuthal
damping coefficient is more sensitive to pressure variation
than its axial component. Thus waves traveling in the az-
imuthal plane from one probe to the other become at-
tenuated at higher pressures and consequently, a smaller
autopower and cross-power spectrum is obtained.

When CO, is the source of negative ions in the
discharge an approximately inverse phenomenon takes
place. It is at low pressures (40—70 mTorr) that the num-
ber of high-frequency components increases with increases
in concentration of CO, at a given pressure. At high
pressures (160 mTorr), only the dominant modes of the
system survive and practically all high-frequency com-
ponents are absent.

The fluctuation spectrum of a turbulent system tends
towards the continuous as more and more degrees of free-
dom are excited. The autopower and cross-power spectra
indicate that as the concentration of SF¢ and CO, is in-
creased, a larger variety of oscillations are excited in the
system. Thus the system becomes increasingly unstable
as the concentration of negative ions is increased. As the
concentration of negative ions increases, for a given initial
fraction with pressure for SF, the system becomes more
unstable at higher pressures. For CO, the negative-ion
concentration decreases with pressure increase; hence
maximum instability is seen only at low pressures.

B. Phase spectrum analysis

The phase spectrum analysis of Sec. IV, which gives the
dispersion relation for the system, is useful in indicating
the regions where the system departs from linearity.
When SFg is the additive in the system, it is generally true
that as the concentration of SFy is increased for a given
pressure or as the pressure is increased for a given concen-
tration, the dispersion curve deviates more from a straight
line. In the azimuthal case, however, linearity is obtained
at high pressure. When CO, is the additive, the nonlinear
behavior manifests itself at low pressures, and the disper-
sion curve becomes linear at high pressures. The same, to
a lesser degree, is true for the azimuthal case.

These results are very consistent with those of the pre-
vious paragraphs. The increasing instability of the system
under the stated conditions causes the observed results.
Furthermore, the phase spectra show the qualitative
features which are to be expected when nonlinear wave-
wave interactions are present.

C. Cross-correlation and spectral indexes analysis

The cross-correlation analysis of Sec. IV clearly shows
that higher harmonics of the dominant mode are pro-
duced by increasing the concentration of negative ions.
As the pressure is increased for a given concentration, the
correlation time decreases. Furthermore, the dominant
mode breaks up into several components at the higher
pressures. When CO, is the additive, this breakup occurs

at lower pressures than was the case for SF¢. At higher
pressures, the mode is virtually unchanged. Thus as the
concentration of negative ions increases, higher harmonics
of modes occur in both cases—suggesting that the system
is more turbulent under these conditions.

The spectral indexes n shown in Figs. 25 and 26, illus-
trate the shift of power from low-frequency to high-
frequency modes. For SF¢, there is a general trend to-
wards lower values of n at high pressures. The opposite
occurs with CO,. This clearly illustrated that more
modes are being generated at higher frequencies under
these conditions. For turbulent fluids the power spectra
changes as w ~", where the allowed range 1<n <7 for
plasmas is observed. As n decreases, the power in a given
mode at higher frequencies increases. Thus the trend in n
in our data indicates that the system is more turbulent at
larger concentrations of negative ions.

D. Bispectral analysis

The bispectrum, as discussed before, is a direct quanti-
tative indication of whether or not wave-wave interactions
in the plasma have occurred.>* It follows then that N,
the number of significant peaks in the bispectrum, is a
measure of how many such interactions have taken place.
As a system becomes more turbulent, such a wave-wave
interaction occurs with increasing frequency. Thus N
may be used as a measure of the disturbance to the sys-
tem by an instability.

Figures 27-30 illustrate the variation of N with pres-
sure and concentration of SF¢ and CO, for the axial and
azimuthal geometries. The general trend for SFy is that,
as the concentration of SF¢ is increased for a given pres-
sure, N increases. For a given pressure, N increases for
all pressures shown for the axial case and decreases at
high pressures for the azimuthal case. This trend was
seen also in the autopower and cross-power spectra.
These results therefore show that, in the azimuthal plane,
the system becomes less turbulent at high pressures. In
the axial direction, however, the system becomes more
turbulent. When CO, is the additive, there is a general
tendency for N to decrease as the pressure is increased, as

shown in Figs. 29 and 30. At low pressures (40-75

mTorr), N is large and, for the axial case, shows prom-
inent peaks at some concentrations. The general trend of
these plots can be favorable compared with the corre-
sponding autopower and cross-power spectra. The results
thereby imply that when CO, is the source of negative
ions, the system is more turbulent at low pressures than at
high pressures.

We have determined the values of B(I,J) and C(I,J),
as defined in Sec. III, such that the modes I, J are actual
peaks in the power spectrum of the system for a given set
of firing conditions. We produce the sum and difference
peaks in the power spectra where

(sum) fx =f;+fs »
(difference) fx =fr—f; .

If either the sum or difference peaks do not exist in the
power spectra, then the mode is represented as such by



792 J. A. JOHNSON III AND RAGHU RAMAIAH 36

0.0. With these procedures the bispectra B([,J) and
C(I1,J) are found to be large for those cases when (a) a
low-frequency peak (I) couples with a high-frequency
peak (J), or (b) both I and J are high-frequency modes of
the system.

These behaviors may be understood if we define the
power at mode K as due to two parts

P(K)=E(| Xk |2+ | CUJ) |2E(| X1 X;|?)? .

The first part on the right-hand side is the contribution to
P(K) due to the spontaneous excitation of the mode fx
and the second term is the contribution to P(K) due to
the wave-wave interaction. In a turbulent environment,
low-frequency modes of the system can couple with other
modes, via the wave-wave interaction, to give rise to beat
modes. It is reasonable then to expect that high-
frequency modes which have a low probability of spon-
taneous generation, if present at all, will be in large part
due to the three-wave interaction. Hence from the above
equations, B(I,J) and C(I,J) will be large for these cou-
plings.

The procedures above also produced estimates of the
amount of turbulent power present in a mode (which was
shown to have some nonlinear component) due to spon-
taneous generation, i.e., arising through some mechanisms
other than mode-mode coupling. Thus we can identify
the modes where B(I,J) and C(I,J) are relatively large,
indicating that three-wave interactions play a considerable
role and have a relatively greater contribution to the
power P(K). Consequently, we are able to determine that
P(K) receives a relatively small contribution from spon-
taneous (i.e., non-mode-mode) generation.

E. Overview

In the system under consideration, we of course expect
ambipolar diffusion to play a central role in the transport
of electrons and ions. Due to this diffusion, the radial
electron concentration is given by

N,=NyJy(2.405r /R) , 4)

where R is the radius of the tube, Ny is the density at
r—0. The ambipolar electric field is given by

E =(kT,/e)1/N,)dN,/dr) . (5)
The ionization rate is
3/2
z_mp 4 | 2kT
e Vo |me™
X {[1+(eV;/2kT,)] exp(—eV;/kT,)} , (6)

Z=A(T,)e Vi /kT, .

Z is strongly dependent on the electron temperature. In
the presence of negative ions, the diffusion theory is
modified. The ambipolar field is now given by

_1—-D*Da (1+7y)
I ¥

) )

where

Y

Equation (7) has been experimentally verified for our
system (see Fig. 6). A consequence of Eq. (6) is that the
electron temperature follows the Schottky profile, which
has been verified [Fig. 5(d)]. On that basis, it may be con-
cluded that Egs. (4)—(6) are valid for the range of operat-
ing conditions of our system.

When there are no negative ions in the system, Eq. (4)
describes the distribution of the electrons. There are more
electrons near the wall than at the core of the plasma
column. The ambipolar field set up by this distribution,
Eq. (5), gives rise to a Coulomb barrier which inhibits fur-
ther transfer of electrons to the walls. If negative ions are
now introduced into the system, the ambipolar field and
consequently the Coulomb barrier decrease. This allows
more electrons to leave the core, further increasing the
core concentration of positive ions.

Figure 7(a) indicates that as the concentration of nega-
tive ions increases, so does the axial electric field. Most of
the current in the discharge is carried by the electrons
whose mobility is much greater than that for the ions.
When the core is partially depleted of electrons, the axial
field goes up in this region to maintain the same current.
The increase in electric field, in turn, raises the electron
temperature locally causing a large increase in Z [Eq. (3)].
Consequently, more electrons and ions are produced in
the core. Those electrons capable of overcoming the
Coulomb barrier escape to the walls. The low-energy
electrons which cannot do so are left in the core where
they may attach to SF¢ molecules to produce more nega-
tive ions.

Thus a positive feedback mechanism is established lo-
cally which gives rise to large local concentrations of posi-
tive ions in the core. The core is then susceptible to insta-
bility. Grabec has shown via computer simulation that
the instabilities most common to noble gas discharges
should arise as a result of the nonlinear dependence on
the electron temperature of the ionization rate Z. Follow-
ing his nomenclature [because Eq. (3) plays a central role
in our model and in his analyses] this type of instability in
our data may be called an ionization instability.

A qualitative explanation of the pressure dependence of
the various autopower, cross-power spectra, and the
bispectrum may be obtained by considering the well-
known attachment cross sections.?"*! We notice that the
peak cross section for production of negative ions from
SF, is 10° times larger than for CO,. The peak in the at-
tachment for SF¢ occurs at 0.1 or 0.25 eV and for CO,, it
occurs at 4.3 or 8.1 eV. Because the electron temperature
follows the Schottky profile, the electron temperature de-
creases with an increase in pressure and increases with a
decrease in pressure. At pressures of around 160 mTorr,
from Fig. 5(d), then T~0.5 eV. Assuming that the elec-
tron distribution is Maxwellian, a large number of elec-
trons will be available with energies in the range of
0.1-0.2 eV. Hence a large number of SF¢ molecules will
attach electrons to form negative ions at these pressures.
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It may be further noted that argon is transparent to elec-
trons with energies of 0.2 eV due to the Ramsauer effect.
Thus negative ions will be formed at most pressures, but
will be significantly formed at higher pressures. At lower
pressures, around 50 mTorr, we see from Fig. 5(c) that
T~2 eV. Again, the Maxwellian distribution allows
several electrons to be in the 3—-5 eV range, giving rise to
negative ions with CO,.

Referring to Fig. 29, the peaks in the N versus p curves
for some concentrations may be understood now and the
model just outlined furnishes a qualitative explanation for
some of our new results. However, it does not account
for the difference at high pressures between the results for
the axial and azimuthal geometries. To do this, a more
refined theory would clearly be required.

VI. CONCLUSIONS

These are the first detailed quantitative analyses of the
ion-density fluctuations in the positive column of a glow
discharge containing a mixture of argon and two
electron-attaching species, sulfur hexafluoride and carbon
dioxide. We have found the following.

(1) The use of a probe biased in the orbital-limited re-
gion has allowed a determination of the negative-ion con-
centration (Fig. 6) for a steady-state discharge.

(2) The power spectrum of this fluctuation follows
P(w) <w ~" where 3 <n <5 (Figs. 25 and 26).

(3) The fluctuations in ion density are found to be three
dimensional. The autopower spectra indicate that com-
ponents of these fluctuations exist in the azimuthal and
axial planes. The system consists of rotational and longi-
tudinal oscillations with similar mode structures in each
plane.

(4) A pronounced difference between the azimuthal and
axial damping of fluctuations has been found. The azimu-
thal damping coefficient increases with pressure while the

axial damping coefficient remains roughly insensitive to
pressure change.

(5) The role of the negative ion in determining the sta-
bility of the system has been ascertained. An increase in
the concentration of electron-attaching species increases
the instability of the system at a given pressure. Further-
more, for a fixed concentration of electron-attaching
species the instability of the discharges increases (de-
creases) with increase (decrease) of pressure, the direction
of change depending entirely on the nature of the species
involved.

(6) Nonlinear interactions play a very significant role in
the evolution of fluctuation spectra to a multimode condi-
tion. The bispectrum is a valid and useful tool in the
characterization of such interactions because (a) it has
identified nonlinearly coupled modes, and (b) it has deter-
mined the coupling coefficient for these interactions.

(7) The concentration of the electron-attaching species
and the total gas pressure are analogous to the parameter
R in conventional hydrodynamics, and may be used to
characterize the instability. The resulting physical model
explains most of the phenomena which we have observed
and it has, therefore, precise implications for other
electron-attaching species, notably N,O, NO, O,, and CO,
which have the same range of electron-attachment energy
requirements as SF¢ and CO,.
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