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Experimental details are presented for the measurement of the eftects of extrinsic electric fields on
cross sections and Rydberg product-state distributions for dielectronic recombination of Mg+ with
electrons. A new type of Rydberg state detector is described. Experimental results for dielectronic
recombination in the presence of fields are presented for three field values, and these results are com-
pared with theoretical calculations.

I. INTRODUCTION

We recently presented' results which unequivocally
demonstrate experimentally that dielectronic recombina-
tion in the presence of electric fields (DRF) is both quanti-
tatively and qualitatively different from dielectronic
recombination in the absence of fields (DR). In this paper
we present important experimental details which could
not be treated in the brief format of a Physical Review
letter. We also consider here the DRF mechanism and
comparison of experimental and theoretical results in
more detail.

The process of dielectronic recombination was apparent-
ly first suggested as a recombination mechanism by
Sayers in 1939 and first considered quantitatively by
Massey and Bates in 1942. It was not until 1964, how-
ever, when Burgess showed its importance in resolving
discrepancies in the ionization balance of the solar corona,
that DR began to be considered on a regular basis as one
of the key mechanisms in hot plasmas. Extensive theoret-
ical work ensued, and the excellent review in 1976 by
Seaton and Storey summarizes the theory and the impor-
tance of DR in applications. Another review in 1980 by
Dubau and Volonte summarizes observations of DR sa-
tellite lines and details the importance of DR to applica-
tions in astronomy. Burgess and Summers recognized
early a peculiar feature of DR, that it could be dramati-
cally affected by the mixing of angular momentum states,
and they treated the effect of collisions in this context.
Jacobs et al. ' recognized that electric fields could mix I
states and strongly influence dielectronic recombination,
and DRF was treated by them from the special perspec-
tive of the influence of plasma microfields. A later paper
by Grigoriadi and Fisun also treated this problem.

Since the review by Seaton and Storey, a large number
of other theoretical papers' have appeared besides the
ones mentioned above. We cite only representative exam-
ples, but call particular attention to the paper by Bell and
Seaton, ' which develops the general theory of DR, and
the papers' ' which deal with DRF, the topic of this
paper. Some other papers cited have played roles in the

exciting interplay between experiment and theory during
the past four years. With the work of Burgess came gen-
eral recognition of the importance of DR in hot plasmas,
but despite this it was not until 1978 that rate coefficients
for DR were first measured by Brooks et al. and by Bre-
ton et al. by analyzing the time histories of ions in a 0-
pinch plasma and in a tokamak sawtooth discharge, re-
spectively. Other work of similar nature has fol-
lowed. In the 0-pinch papers particularly, the uncertain
role of field and density effects has been emphasized.
Careful spectroscopy on the DR satellite lines in highly
ionized plasmas of tokamaks has yielded DR rate
coefficients for some highly ionized species under condi-
tions where external fields should play no role. Another
recent and successful method for studying the process for
highly charged ions involves the collision of high-energy
ions with gas targets and observing the process of reso-
nant transfer and excitation (RTE). Experimental
methods and measurements for DR have been recently re-
viewed by Dunn. '

Experimental breakthroughs occurred about four years
ago when several laboratories were able to directly observe
DR and measure cross sections under colliding
beams conditions where the DR process could be
definitely isolated. In all cases the measured cross section
values were significantly larger than calculated ones. This
led to additional theoretical activity, but it was not
until it was recognized" that fields play a role in the ex-
periments, and that DRF is the process being observed,
that progress was made towards harmonizing theory"
and experiment. Particularly in the experiment on
Mg+, the fields in the collision region were well defined,
and the initial qualitative agreement between the experi-
ment and DRF estimates" prompted more detailed
theoretical work' ' as well as the experiments reported
here and earlier. '

Here we present unambiguous experimental evidence
for the variation of DRF cross sections with electric field
and show that the Rydberg state distribution of DRF
products is also strongly field dependent. We describe the
experimental techniques used, describe test measurements,
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give an interpretation of the effects of angular-momentum
state mixing, and compare measurements with theory.

II. DIKLECTRONIC
RECOMBINATION —THE PROCESS

Thus, an electron is incident on an ion with an energy
AE —c, i.e., just c. less than the threshold energy AE
needed to excite a bound electron of the ion. As the elec-
tron approaches the ion, it gains kinetic energy in the
Coulomb field, so that in close it has more than enough
kinetic energy to excite the bound electron. If it does so,
however, the incoming electron no longer has enough en-

ergy to escape, and is bound in Rydberg level n with
binding energy c. Since there is an infinite number of
Rydberg levels, the DR capture cross section versus elec-
tron energy consists of a corresponding infinite series of
resonances located just below the threshold for core-
electron excitation. If the excited core electron radiates
the excess energy away, dielectronic recombination re-
sults. If the energy of the excited core electron is again
transferred to the Rydberg electron, autoionization
occurs, the electron leaves, and the event appears as a res-
onance in the elastic scattering cross section.

In the description here, for simplicity s sake, we ignore
radiative stabilization of the doubly excited complex by
radiation from the high Rydberg state. In Mg+ such
transitions are not important however, in general, they
must be taken into account, as has been emphasized by
Gau and Hahn and by Griftin and Pindzola.

The fist step in this process can be described by a cross
section 0., for electron capture. The fraction undergoing
radiative stabilization of the intermediate doubly excited
state is determined approximately by the branching ratio
[A„/( A„+ A, )], where A„and A, are transition rates for
radiation and autoionization, respectively. The cross sec-
tion for DR into a given state is then

g =o., [A„/(A, + A„)] . (2)

Dielectronic recombination can be thought of as the
resonant radiationless capture of an electron by an ion to
a doubly excited state of a once-less-charged ion, followed
by radiative stabilization of that state. This can be
represented by

e+X~+ (XI "+)** (X' "+)*+hv .
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2(2I+ 1) is the statistical weight of the final Rydberg state
n, l.

The high Rydberg electron is effectively a "spectator"
as far as the radiation of the core excited electron is con-
cerned, so that A„(n, l) is nearly constant with n and I.
On the other hand, A, (n, l) varies as n . For "low" n's
and l's A, &&A„, where the inequality defines what we
mean by 'low'; numbers may be A, —10' s ', A, —10
s '. Under these conditions a„ I ~ A„(n, l). At high
enough n's A, =A„, and beyond that A, & A, ; so at high
n, o„i~ A, (n, I)~n

Similarly, A, (n, l) decreases rapidly with I (see, e.g. ,
Refs. 2, 4, and 13), and exp( —al ) with a=0.25 may be
chosen as a reasonable representative of this dependence.
The total DR cross section is a sum over all the final reso-
nance states covering the combinations of n and /. For a
given (low to moderate) n, and for low I, again, A, ~& A„
so cr„ I ~ (21+ 1) A„; and for high I, o „ i

~(21+1)e ' A„. This is visualized with the aid of Fig.
1 which shows a hypothetical A, and A„versus l for con-
stant n and also shows a result o„I (all solid curves).
Thus, though the number of resonances which could con-
tribute to DR increases as gi 02(2I+1)=2n, only I's
for / &/, will typically contribute, where /, is the value of
I for A, (n, I ) = A„(n, I ), and

n —1 1C

&n = g ~n, I = g ~n, l =~o2(Ie+ 1) Ar
1=0 1=0

While this imposes no limitation for small n's wherel,„=n —1 & l„already for moderate n's all possible con-
tributions from /'s with l, &/&n —1 are suppressed be-
cause of the strong decrease of A, with l. This becomes
even more dramatic with high n's where the n depen-

The capture of a free electron into a doubly excited
state is the inverse of autoionization. From the principle
of detailed balance, it follows that cr, =kA, , where k is a
proportionality factor including the ratio of density of
states. The DR cross section for capture into a state
represented by quantum numbers n, l can then be written
as

lO

IO c, r.

A, (n, I ) A„(n, I )
cr„ I =o02(2I + 1) (3)

where cr0 involves various constants, includes a reciprocal
dependence upon threshold energy AE and upon the ener-

gy width 6E, and also involves the statistical weights of
the initial state and of the core state of the product;

FIG. 1. Autoionizing rate A„radiative rate A„(both left or-
dinate scale), and the corresponding dielectronic recombination
cross sections o.„I (right ordinate) vs the azimuthal angular-
momentum quantum number I of the Rydberg state into which
capture takes place. The solid curves are for no external fields,
while the dashed curves ( + labels) are for a nonzero electric field

mixing angular momenta according to the discussion in the text.
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dence of A, leads to a strong decrease of I, and hence of
the DR cross section. For n =20, where 2n =800, I,
may lie' between 5 and 10; if I, =10, then the number of
states contributing to DR is only about 200 out of the
possible 800. There is thus a large "reservoir" of states
which could contribute to DR if their autoionization rates
were larger.

The role played by an electric field is to "tune" exclud-
ed states into the reaction by mixing the wave functions.
With an electric field on, the autoionization rate becomes
a weighted average of the rates A, (n, l') and is calculated
by a relation similar to Eq. (5). As E, increases from
zero, I' states with I'~I are mixed into the wave function
and, in particular, states of high I have components of
lower I' which have stronger coupling to the continuum;
thus, the autoionization rate A,*(n, 1 ) for these mixed
states is increased. [By the same reasoning, A,'(n, l) is
decreased for small l. ] The value of t, (Fig. 1) is thus in-
creased to I, ; i.e., more states effectively participate in the
recombination process, and the cross section

C

o„*=g o*(n, l)
1=0

is increased. The qualitative behavior just described for
A,* and o.,* is illustrated by the dashed curves in Fig. 1.

In fact, of course, when an electric field is introduced in
the collision region, the wave functions P„I for E, =0
have to be replaced by linear combinations of P„ i

[0& I' & n —1], i.e., states of different I (same n ) are mixed
in the field. (The following discussion is presented to give
insights to the physical processes and is not intended as a
theoretical description. Theoretical extensions of the Bell
and Seaton' ab initio theory are given by Harmin' and
by Sakimoto, ' and these papers —as well as other DRF
theory papers ' —should be consulted for more
rigorous statements of the theory. ) The wave functions of
Rydberg electrons are in the linear-Stark approxima-
tion" '
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This equation can be employed to estimate the maximum
field enhancement of the DR cross section.

Figure 2 shows results of some simple model calcula-
tions employing Eq. (3) for the no-field case (solid curves)
and Eqs. (5) and (6) when a field is present (dashed
curves) and the states are mixed to a maximum extent.
The model is for the case An&0, where A, scales as q,
where q is the charge on the target ion, and hE scales as

q . Thus, the starting points were A, (n, l)
=6X10' (lin ) exp( —0.251 ) s ', A„=q 3X10 s

and o.o ——3&10 /q . Results are shown for q=1, 4,
and 20, demonstrating the successively smaller role of
field mixing as q increases; for An =0, the scaling is more
complex. The radiative rate scales more slowly with q,
and as q increases the curves for A, versus I become
Aatter, ' so that I, may be larger. Nevertheless, a trend
toward decreasing field dependence has also been predict-
ed' as q is increased for An =0 transitions.

In either case, for low and intermediate charge states,
enhancement of DRF by large factors is seen. Clearly,
the onset of this enhancement with n will depend on field
strength —stronger fields will be able to inAuence lower n

states. Thus, important experimental questions to answer
about DRF revolve about the dependence on n of the

where C„k I are the Clebsch-Gordon coefficients related
to the 3j symbol and k =n& —nz is the electric quantum
number. The parabolic quantum numbers n] and n2 are
determined from the equation n =ni+n2+

~

m
~

+1.
The dagger in Eq. (4) and in the following designates
quantities for E, )0 in the linear-Stark approximation.

When exchange is neglected the autoionization rates
A, (n, l) transform to
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(5)

A, (n, k, m)A„0'„=cTp g 2
(An, mk) A+,

(6)

while the radiative rates in the field A„(n, k, m ) can be as-
sumed to be equal to A„= A„(n, l). With the changes in
the autoionization rates the cross sections also change and
become

RYDBERG QUAhlTUM NUMBER, n

FIG. 2. Model cross sections o., and o.„vs Rydberg quantum
number n for ion charge states q =1, 4, and 20. For all calcula-
tions model transition rates 3, and 3„ from Sec. II were used.
The fat solid curves (o.„) are obtained using Eq. (3) for the field
free DR process. The dashed curves (o.„) are for results ob-
tained from Eqs. (5) and (6) for maximum mixing in an electric
field. For low n's (same q) the cross sections o.„and o.„do not
differ from each other. The assumed interaction energy width is
0.5 eV for the model calculations.
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DRF cross section for different fields in the collision re-
gion.

III. EXPERIMENT

A. General

In the experiments reported here we measured the cross
section for

sensitive detector for electrons (or ions). The form factor
F accounts for the spatial overlap of the two beams and is
given by

8 z dz 6 z dz

f R(z)G(z)dz

The "quantum number" n~ is really a field index quantity
given by

e +Mg+ (3s )~Mg(3p, nl ) ~Mg(3s, nl ) + h v . n/=(3. 2& 10 /Ei)' (10)

The measurements were done such that cross sections
versus electron energy were measured for fixed n, and
cross sections versus n were measured for fixed electron
energy. These sets of measurements were made for
different values of electric field in the collision region.

The crossed-beams technique was used as illustrated
schematically in Fig. 3. A beam of mass-selected Mg+
ions with velocity v; = iu is crossed by a magnetically
confined, variable-energy beam of electrons traveling in
the y direction. In the ion-rest frame, the fields are
8, =jB and E, =ku8, and the electron-ion collisions
occur in these fields. After collision, the ions and DRF
product Rydberg atoms enter an electric field E, =kE,
which deflects the Mg+ ions into a Faraday cup. The
product atoms continue undeflected into a region with an
electric field Eq(x) in the x-y plane which varies along the
atoms' flight path. This spatially varying field ionizes
Rydberg atoms at different positions along the x axis, de-
pending on the quantum level, and the resultant electrons
(or ions, depending on plate polarity) are detected using a
position-sensitive detector. These electrons (or ions) are
the "signal" of the experiment, representing (with relevant
efficiencies accounted for) the number of atoms formed in
"quantum level" ny as a result of DRF in collisions be-
tween the Mg+ ions and electrons.

The primary electron and ion beam currents I, and I;
were measured, the number N(n/) of detected product
Rydberg atoms from a given range An~ of n~'s were
counted for a time T, the beams' spatial distributions G(z)
and R(z) were measured, and the cross section cr(n/) for
DRF was calculated from the relationship basic to
colliding-beams experiments,

[N(n/ )/T]e U; U, Fo(nI)= I I (U +U ) EA17/

Here v; and u, are the ion and electron velocities, and e is
the measured detection efficiency of the position-

This is the principal quantum number of the hydrogenic
eigenstate that just field ionizes in a field Ei (V/cm) using
a classical saddle-point model (see Appendix). Of course,
the field-ionization lifetime depends on all the Stark quan-
tum numbers, not just n. In the experiment there is only
the field Eq to distinguish states. The relationship of n~
to "real" eigenstates is discussed in the Appendix.

B. Electron and ion beams

The electron beam was produced in a gun patterned
after the one developed by Taylor et al. ,

' the characteris-
tics of which have been studied in detail. The entire gun
is immersed in a magnetic field. The electron-ion interac-
tion energy could be determined from

SI, SI;
E, = V, —p — + +QF+b„.

V'E, V E,

Here V, is the applied potential difference between the
gun cathode and interaction region, P is the contact po-
tential difference between these electrodes, S=0.071
eV pA ' and S, =3.0 eV pA ' are geometric factors
and the terms with these factors account for space-charge
effects, E; is the ion energy, AF is a possible energy shift
due to penetration into the interaction region of electric
fields from deflector plates located along the ion beam im-
mediately before and after the electron gun, and 6, is the
kinematic shift ( =m, /m;E; ) of the electron-ion interac-
tion energy. In practice the sum (b,F+6„—P) was deter-
mined experimentally by setting the Rydberg atom detec-
tor to detect n~ ——33 states and monitoring the signal as
the cathode potential was changed. The DRF resonance
for capture into the state with n~ ——33 occurs immediately
(=0.004 eV) below the threshold for excitation at 4.43
eV. From the value of V, at the maximum signal (corre-
sponding to E, =4.43 eV) the value of (Ap+ b, —P)
could be calculated using Eq. (11).

Similarly, the width of the electron-energy distribution
is given by

b,E, =DE,i, +S'I, /QE, , (12)

MAGNET
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I
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FICz. 3. Schematic of apparatus. In this figure the Rydberg-
state analyzer detector is set to detect electrons.

where AE,p=0. 25 eV is the thermal width due to the
temperature of the cathode and the second term is a
space-charge term with S' =0.017 eV pA '. However,
in practice it is more accurate to again use the measured
o. (n/=33) versus E„curve to determine hE, . Since the
true cross section is essentially a 6 function, the observed
cross-section shape is a direct measurement of the form of
the energy distribution. In fact, both approaches give the
same width to within 10%. Electron currents between 10
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and 30 IuA and an energy width b.E, =0.5 eV [full width
at half maximum (FWHM)] were typical for the measure-
rnents reported here, and the beam was 2&5 mm at the
interaction region (Fig. 3). Electron densities were thus in
the range 10 —10 cm

The Mg+ ions were produced in a simple, commercial,
hot-filament, discharge ion-source. Strips of Mg metal
were placed in the connecting feeder tube to the source,
and the discharge was struck and sustained by Mg vapor
(no added gases) at a discharge voltage of 40 V and
current of 300 mA. The feeder tube had to be advanced
periodically to keep an adequate supply of Mg in the va-
por state. The ions were extracted, formed into a beam,
mass analyzed by a sector field magnet, and transported
via focusing and collimating optics to the interaction re-
gion where the beam was about 2 mm wide by 2 —5 mm
high. Ion currents were usually of order 300 nA, as mea-
sured by an electrometer attached to a Faraday cup into
which the ions were deflected after the interaction region.
The velocity of the ions was usually 1.27X10 cms ' (2
keV energy).

For proper detection, it was important that the product
neutral Mg beam reach a detector 70 cm downstream
from the interaction region as a spatially thin and well-
centered beam. Therefore, it was necessary that the ion
beam at the collision region be well collimated and prop-
erly directed. The transverse (to the ions) magnetic field
which collimates the electron beam and provides the mix-
ing field E, in the collision region deflects the ions begin-
ning from a location well upstream. This had to be com-
pensated for with the use of a series of deflectors, and
with these and appropriate lenses, conditions were usually
achieved so that the product neutrals at the detector were
in the form of a beam 3—4 mm high and properly cen-
tered in front of the position-sensitive detector (PSD).
Figure 4 shows a plot of the PSD signal integrated along
the beam direction (x) versus the vertical direction (z).
Notice that the signals fall well within the boundaries of
the PSD and are centered on the device. Obtaining the

correct focus and transport conditions necessary for this
was often the most dificult part of setting up an experi-
mental run. To assist in this process, both the PSD and a
microchannel plate followed by a fluorescent screen locat-
ed downstream from the ionizing plates were used as di-
agnostic tools.

Beam spatial distributions G(z) and R(z) used in Eq.
(9) were measured by passing a 0.125-mm slit through a
beam and recording the differential current passing
through the slit at a given z. The probe was then rotated
90' and the procedure repeated for the other beam.

C. Rydberg atom and state detector

El= Vi(PR)8 (13)

The important problem of the detection and analysis of
Rydberg atoms has been approached using a variety of
techniques, but the method most commonly used involves
field ionization. Our need in these experiments was for
a device which would detect continuous beams of particles
with keV range energies and provide difFerential disper-
sion of the initial state. MacAdam and Rolfes devised
an elegant approach to solving this problem, employing an
inhomogeneous electrostatic-field stripper followed by a
conventional 127 cylindrical electrostatic energy analyzer
and channel electron multiplier detector.

The method adopted here borrows from that of Mac-
Adam and Rolfes in using an inhomogeneous electric-
field stripper. It differs, however, in that the stripper field
also serves as the analyzer field, thus introducing some
construction simplicity. The detector is a position-
sensitive detector; this introduces additional versatility of
resolution and diagnostic capability.

The device is shown schematically in Figs. 3 and 5.
Two plates 15&&30 crn are mounted with a pivot along
one long edge so the plates form a wedge with variable
angle 2P between them. A voltage +V is placed on the
plates and a field

25'

20-

IO-
F

o 1 I

Integrated Signal Intensity

FIG. 4. Intensity of Rydberg-atom signal from DR along the
vertical (z) coordinate of the PSD. The signal has been integrat-
ed in the horizontal direction.

erg Atoms

erg Atoms

FIG. 5. Overhead schematic representation of Rydberg-state
analyzer showing calculated trajectories for (a) ions and (b) elec-
trons. The numbers in the detector regions indicate the calculat-
ed nf values.
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results, where R is the distance into the wedge from the
apex. Wires are placed at 9 intervals at the open end of
the wedge to minimize fringe field effects in the wedge.
The other end of the plates has a 2-cm section bent out at
45 to soften fringe field effects at the apex end. Numeri-
cal field calculations with p=15' show that fields in the
critical region calculated with Eq. (13) differ at most by
0. 1%%uo with the numerically evaluated fields, and that
difference occurs at the apex end of the detector "win-
dow" used. At the center of the detector window, the
difFerence is only 0.02%. Since, by Eq. (10), nf depends
on the —,

' power of E„differences in nf are totally negligi-

ble, so Eq. (13) is used throughout for all data analysis.
The detector window is a 2.86-cm square hole centered

halfway up the plate and with one edge of the hole 1 cm
from the bend at the apex end of the plate. On the inside
of the plate, 25 wires of 0.075 mm diameter are spot
welded along the x direction; on the other side of the plate
(1.5 mm thickness) a fine mesh grid (92.5% transparency,
1-mm hole size) is attached. Thus, voltages from subse-
quent parts of the detector cannot leak into the wedge re-
gion and alter particle trajectories. Behind the gridded
detector window the position-sensitive detector is locat-
ed.

The PSD consists of two tandem 25-mm-diameter mi-
crochannel plates (MCP) mounted in a chevron
configuration followed by a resistive anode. A grid
mounted in front of the plates and biased 100-V negative
with respect to the first MCP ensures a constant (and
favorable) situation vis-a-vis collection of secondary elec-
trons from the interchannel webbing of the MCP. The
PSD electronics computes an x -y coordinate for each
pulse, and gives out a pair of digital numbers which are
entered into a histogramming memory and eventually sent
to a computer for processing.

Resolution is easily 0.25 mm, which compares with cal-
culated separations using Eqs. (10) and (13) of several
( —7) millimeters for adjacent nf values. In a simple con-
text one may thus expect to see separated "bumps" for
the various nf*s. However, there was generally not clear
evidence for such separated bumps. The assumption is
that there is a distribution of Stark states, so that such
features would not be expected. The effect of the distribu-
tion of Stark states is discussed more in the Appendix.

The wedge plate opposite to that with the detector also
has a rectangular hole in it, 2.8)&12 cm . Twenty-five
wires of 0.075-mm diameter were attached equally spaced
along this hole to keep the equipotential plane determined.
Without this hole, when electrons (ions) are being detect-
ed, ions (electrons) from n ~ nf (n & nf) could in principle
hit the opposite plate and release secondary electrons or
photons; this would give rise to possible "cross talk" of
particles from states arriving at the opposite plate with
those from states arriving at the detector. Tests showed
that with the precautions taken, this cross talk was less
than 1% of the potential amount (with honeycomb rather
than "open space" behind the hole, cross talk up to 35%
was found). The possible residual cross talk of the order
1% was ignored in the data reduction.

By choosing the polarity of voltages on the plates, one
can observe either electrons or ions as the products of

field ionization. The detection e%ciency e of the PSD for
electrons and ions was determined using beams of the
relevant particle of about 10 ' A, measured with a
vibrating-reed electrometer. The efIiciencies are measured
functions of impacting particle energy and are about
a=0.7. DRF cross-section values from detecting elec-
trons or ions determined on the basis of these e%ciency
measurements are consistent and agree with each other to
within 5%%ui .

The range Any of detected Rydberg states was deter-
mined from trajectory calculations; some representative
trajectories of both electrons and ions are shown in Fig. 5.
It was possible to electronically change the detection
range Anf of the PSD; the dett„ctor window limits were
R2'" ——6.96 cm and R ~

'" ——4.46 cm, where R~ and R2
are the distances of the detector's active edges from the
apex of the wedge for P= 15', and the vertical limits were
z=+1.25 cm. For given R~ and R2 electronically set
within those limits, Anf for electron detection was calcu-
lated by assuming that a Rydberg atom in the "state" nf
is field ionized when it reaches EI ——3.2X 10 nf Vcm
and the released electron follows the electric field lines to
the detector. The range of nf's detected is determined by
the edges of the detector

b, nf =nf(R2) —nf(Ri)

with

(14)

nf(R; ) =
1 /4

3.2 && 10sPR,

V
(15)

The mean value of nf within the range Anf is just taken
as

nf = —,
' [nf (R2)+ nf (R i )] . (16)

These simple formulas give results which agree perfect-
ly with results from full electron-trajectory calculations.
For most measurements detecting electrons, R i ——5.71,
R 2

——6.62, giving Anf =0.0369nf . Ion trajectories are
quite different from electron trajectories because of the ini-
tial momentum of the ions formed. The ions impact the
detector at about 43 to the surface (compared to 90' for
electrons) and b, nf for ions is smaller than Any for elec-
trons for given Ri and Rq. Trajectory calculations were
relied upon totally for ions, since no simple formulas were
found for ions analogous to Eqs. (14) and (16). Magnetic
fields (dominated by the Earth's field) were canceled in
the wedge volume to a level of about 5 pT. Without this
cancellation, trajectories of electrons from high nf (low
El ) were materially affected by the magnetic field.

D. Electric and magnetic fields

The primary purpose of this study was to determine the
effects of fields in the interaction region on DR. It is,
however, important to realize that fields in the beam path
subsequent to the detector can affect the DRF product
state distribution of Rydberg atoms. The importance of
these fields and the fact that the fringe fields were estimat-
ed leads us to give here a fairly detailed description of the
fields in the particles' paths.
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As described in Ref. 61, the magnetic field B,=jB
which collimates the electrons and also gives rise to the
collision-region electric field, E, =kUB„ is from a magnet
structure consisting of four 1.27-cm-diameter Alnico rod
magnets centered on the corners of a 5.08-cm square and
terminated by 8.89-cm-diameter Armco iron pole caps.
To change the magnetic field, and thus change E„the en-
tire electron-gun structure had to be disassembled and the
Alnico rods replaced. Because of the difficulty of this
change, only two values (0.02 and 0.006T) of magnetic
field in the collision region were used.

It is clear that one can also change E, by changing the
ion velocity U. However, the problem discussed in Sec.
IIIc of "snaking" the ion beam through the transverse
magnetic field and still ending with a well-defined and lo-
cated neutral beam 70 cm downbeam is exacerbated with
slow ions. Nevertheless, a small amount of data was ob-
tained with 500 eV (instead of the "normal" 2000 eV)
ions in the low (0.006 T) magnetic field.

The magnetic field continues for some distance past the
e gun, and bends the ions upward. However, an addition-
al field is needed to bend the ion beam into a Faraday
cup. This separation field is made by six plates 15 cm
long stacked vertically 1.27 cm apart with linearly in-
creasing negative potentials on them —thus giving a uni-
form field in the z direction over the 15 cm length of the
plates. They are shielded front and back with grounded
plates. The front plate has a 3-cm square hole to allow
entry of the ion and Rydberg atom beams, and the back
has a 3-cm-wide by 7.6-cm-tall hole to allow passage of
the undeflected Rydberg atoms and the strongly deflected
ions which enter a Faraday cup.

After emerging from the separator plates, the Rydberg
atoms pass through a tube 4.5-cm diameter and 13 cm
long before entering the separate vacuum chamber con-
taining the Rydberg-state analyzer-detector. The field (in-
cluding the fringe field at the entrance) of this analyzer
lies in the x-y plane —thus the field is rotated by ~/2
from the fields in the collision and separator regions.
Since, as will be discussed more later, the changing fields
may produce some changes in Stark-state populations, the
fields along the beam path are plotted in Fig. 6. Solid and
dashed curves show measured or otherwise well-known
values; dotted curves are estimated fields based on
knowledge of geometry and surfaces but too complex to
calculate without unreasonable effort.

K. Data acquisition and other experimental features

As is often the case in electron-ion crossed-beams ex-
periments the background counts at the detector far
exceed the signal. Thus, collisions of the fast ion beam
with background gas (p =1)& 10 Torr=1. 3&& 10 Pa)
and with surfaces gave auerage (over nf) background
count rates of 750 s '. This compares with an average
(over nf) signal rate of 8. 1 s '. To separate background
from signal, the electron beam was gated on and off the
DR resonance at a 500-Hz rate. The "off-resonance"
condition generally meant that the electron energy was
shifted to a value about 2 eV higher than the DR reso-
nance value. The gun-electrode potentials were modulat-
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FIG. 6. Plot of electric field along the ion beam (x) axis,
starting at the interaction region and proceeding through the
Rydberg-state analyzer. The interaction field E, and separator
field E, are in the z direction, while the analyzing field EI is ro-
tated by m. /2 and lies in the x-y plane. Fields in the analyzer re-
gion are shown only for three exemplary values of nf being
detected. Solid and dashed lines indicate known field values;
dotted lines are estimates.

IV. CORRECTIONS AND UNCERTAINTIES

The distance between the collision region and the detec-
tor is about 72 cm, giving a flight time of 5.7 ps for 2-keV

ed so that the electron current at the higher energy gave
the same space-charge fields at the collision region —thus
obviating any possible problems due to space charge
changing of ion trajectories. Data from the "on" and
"off" portions of the cycle were gated into two different
histogramming memories, and the differences were taken
between the two in the course of data reduction.

An experiment to measure cross section versus nf or
cross section versus E, generally required many tens of
hours integration. To insure that drifts in beam currents,
particle trajectories, beam overlaps, etc. , did not influence
the data, the defining parameters were scanned in a time
short compared to drift times. Thus, when measuring
cross section versus nf, the electron energy for a reso-
nance was fixed at 4.43 eV and the voltages on the Ryd-
berg analyzer plates were repeatedly scanned over 40
values corresponding to detection of integer separated
values of nf [see Eqs. (15) and (16)] between 18 and 57.
The single scan time was about 20 s with a dwell time of
322 ms at each voltage —a 72% duty cycle. When
measuring cross section versus E„ the voltages on the
analyzer plate were fixed for nf ——33, and the electron en-
ergy on resonance was scanned through a number (e.g. ,
27) of values separated by 0.1 or 0.05 eV. The scans were
repeated several thousand times during a data run.

Thus, cr(E, ) versus nf and cr (nf) versus E, were ob-
tained as relative data. Then cr (E, =4.43 eV, nf =33)
was measured absolutely a number of times with all vari-
ables carefully controlled and measured. The scale could
then be fixed for the scan sets described.
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particles and 11.4 ps for 500-eV particles. During this
time some of the Rydberg atoms may decay to other
states by radiating photons. The lifetime of p states is
shortest and has been calculated for hydrogen Rydberg
atoms to be T„~ ~=2&&10 ' n s. For n =20 this gives
a lifetime of 1.6 ps, implying that 97%%uo of the 20p state
would not survive until the detector is reached. However,
the statistical weight for the p state is only 2(2I+ 1)=6,
while n =20 has a weight of 2n =800. It is rather the
average lifetime against radiative decay of a Rydberg atom
with principal quantum number n that has to be con-
sidered. Again, assuming a hydrogenic model should give
a good estimate for Mg Rydberg atoms, the average life-
time is calculated to be T„=6&(10 "n s. For n =20
the average lifetime is 42.9 ps, so possible losses are of or-
der 10%%uo. For n =30, T„=266ps and the possible losses
are of order 2%%ui. Nevertheless, this discussion shows that
an original Rydberg-state distribution formed by DR
might be slightly changed due to atoms radiating before
they reach the Rydberg-state detector. These changes are
estimated to be negligibly small for n ~ 30.

In addition to this sma11 modification of the n-state dis-
tribution, it was pointed out by LaGattuta et al. ' that
there is a possibility that angular-momentum states are
changed by the varying fields in transit to the detector. It
has been shown by Rolfes et al. and by Richards that
suddenly changing and rotating fields can drive Rydberg
states toward high-n ~ Stark states corresponding to high
angular momenta. The field EI is rotated by ~/2 from
E, and E, . As the particles enter the rotated analyzing
field EI, they encounter a variable slew rate —which also
depends on the ny being detected. As an example, for
nj=40 and 2-keV Mg+ ions, the atom may encounter a
slew rate up to 10 Vcm ' s ' in the fringe field. In the
analyzer, the slew rate is given by
p, = Vvl(/3R )=2.5X 10' l(ngR ), and by the time the
particle is opposite the center of the detector window
(R =6.17 cm), this gives p, -4. 1)&10 Vcm ' s ' for
nI ——20, -2.6&&10 Vcm s ' for nI ——40, and 1.0&10
Vcm 's ' for n~ ——50. Slew rates of the order of 4)&10
Vcm ' s ' are also encountered in entering and leaving
the separator field, but the field in this case is always in
the z direction. The rotation and slew rates encountered
are such that one may, indeed, get a redistribution of n~
states. Though this does not change the n states, it does
change the measured n~ distribution, since field ionization
probability depends on the Stark quantum numbers —not
just n. This is discussed more in Sec. VI and in the Ap-
pendix.

Various possible corrections to the data will occur to
the reader, and some of these —which were dealt with-
are catalogued here. The first is a universal issue in
counting experiments —dead time. The maximum (with
n~) average total (from the entire detector surface) count
rate was about 2100 s ', and taken with the 8-ps dead
time of the counting system, a correction of about 1.8% is
implied. Implied corrections at other nI's ranged down
to 0.9%, so that distortion of the distribution by ignoring
dead-time corrections is a maximum 0.9%%uo —dead time
was ignored. Another effect arises from the fact that the
Rydberg atom beam has a finite width. Hence, electrons

V. EXPERIMENTAL RESULTS

The results of these measurements have —for the most
part —been presented earlier, ' as noted at the beginning.
However, for continuity and completeness they are
presented here again. The weighted average of 13 mea-
surements of o (E, =4.43 eV, ny =33) at E, =23.5

Table I. Uncertainties in the absolute measurement of o.

(E, =4.43 eV, ny=33) and other relevant quantities. Statistical
uncertainty is at the 2o. confidence level (90% CLj and total un-
certainty is thought to be at a "good confidence" level, roughly
equivalent to 90%%uo CL.

Source

I,
I;
UI

Any

F
Cross talk

Uncertainty (%)

2
2
0.5
5

5

3
1

Quad. sum —total systematic
Statistical (2o )

Quad. sum
Total uncertainty in o.(ny)

8
6
10

AE,
nI
Total uncertainty in EEo.

4
2
11

or ions originating from field ionization of these atoms
start from a range of equipotentials and thus have a range
of energies when they strike the collector. Since the
detector efficiency is energy dependent, corrections to
the data are implied. Using our measured efficiency
curves, a correction (1+2950n~ )

' was derived for mul-
tiplying the measured cross sections. Another correction
(1—4199n~ )

' was necessary on the basis of the pulse
input level to the PSD electronics. The product of these
leaves a net multiplicative correction of (1+1249n~ ).

The PSD is preceded by several grids with some
transmission. During the efficiency measurements it was
found that slow electrons which are post accelerated to
the PSD are focused through the grid holes and do not
"see" one of these grids. For our situation, this implies
that cross sections for ny(24 are corrected by 1/0.925,
whereas cross sections for higher nI's are not corrected.

Uncertainties in the absolute value of cross sections
measured here center primarily around uncertainties in
measuring the quantities in Eq. (8) and in the statistical
uncertainty of the data. In estimating systematic uncer-
tainties, maximum possible levels have been taken, and
the statistical uncertainty has been taken at 2 times the
standard deviation, i.e., approximately 90% confidence
level. The values and their quadrature sum, taken as the
total uncertainty at "good confidence level" are presented
in Table I.
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Vcm ' is (7. 12+0.24)X 10 ' cm; for 11 measurements
at E, =7.2 Vcm ' the value is (4.61+0.12)&(10 ' cm .

Since DR and DRF cross sections are extremely narrow
in energy, these numbers mean little without knowledge
of the electron-energy distribution. Figure 7 shows o
(n~ = 33 ) versus E, for both E, =23. 5 and 7.2 V cm
We define the strength S(n~) of the collision by

S(ny)= f o(ny, E, )dE, =o(ng, 4 43).bE, . (17)

Using this, we have for E, =23.5 V cm ', S(33)
=3.70&&10 ' cm eV and AE, =0.52 eV; for E, =7.2
Vcm ', S(33)=2.23X10 ' cm, and b,E, =0.48 eV.
The difference in energy widths for the two cases is due to
difference in electron current and hence differences in the
space-charge term in Eq. (12). The total uncertainties in
S(33) are about 11% as shown in Table I.

Figure 8 shows S(nI) versus n~ with the values of
S(33) determined by the absolute measurements above.
With the instrumentation available, it was not possible to
include a measurement for nI ——17 in the scans. Thus,
the value of S(17) for E, =23.5 Vcm ' was determined
by two separate absolute measurements. The two points
(solid triangles) for E, =3.6 Vcm ' (ion energy of 500
eV) were measured with a two point "sweep, " and the
point for S(33) was measured absolutely separately. The
uncertainty on the nI ——18 point in this case was larger
than the value for both of two runs. The points at n~ =33
are separately absolute, and the outer error bars indicate
total uncertainty, while the inner ones indicate statistical
uncertainty. Bars on the other points are statistical only.
For contrast the figure also shows the "no-field" predic-
tion of Burgess mapped, as discussed below, to the index
nI.

VI. DISCUSSION AND COMPARISON
WITH OTHER WORK

From Fig. 8 it is clear that at the fields used there is a
strong dependence of S(ny) on E, for low and intermedi-
ate n~'s. Past nI=45 there seems to be no significant
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FIG. 8. Co11ision strength [Eq. (17)] S vs nI with electron en-

ergy fixed at 4.43 eV. Filled circles, E, =23.5 V/cm; open cir-
cles, E, =7.2 V/cm; inverted triangles, E, =3.6 V/cm. Dot-
dashed curve is predicted (Ref. 69) value for E, =0 V/cm. Un-
certainties are one statistical standard deviation. For ny=33 the
total relative uncertainties are also shown. See Table I.

field inAuence. Thus, the cross-section magnitude is
strongly affected by E„and the state distribution is
severely altered. One could take a cut at any n~ and plot
S(n~) versus E, . This is done at nI =33, and the results
are presented in Fig. 9. In the figure the value of S(33) or
o(33) at a given field value is divided by the value at
E, =23.5 V cm '. This makes it easier to compare shapes
of variation with E„and in the figure there are also
theoretical values of LaGattuta et aI. ' and Bottcher et
al. ' The curve is drawn between the more numerous
theoretical points of LaGattuta et al. to guide the eye.
Both theories and the experiment have points at or near
23.5 Vcm ', and they are all normalized as noted above.
The figure nicely demonstrates the strong "tunability" of
the cross section with E, for 2 ~ E, 5 20 V cm ', and the
relative insensitivity outside that range. At the level at
which comparisons can be made, there is reasonable
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agreement among the theoretical and experimental shapes.
At E, =23.5 V cm ', there is almost full l mixing.

If one forms the sum

S= QS(nf)

TABLE II. Total collision strengths [Eq. (18)] for the two
values of E, : 23.5 and 7.2 Vcm '. Units are 10 "cm eV.

E, (Vcm-')

ga
gb
5'
g cl

S'

23.5

9.5
3.3
7.7
7.4
7.6

7.2

6.2

6.3
6.2

'Present value.
From Ref. 52.

"'Corrected" from Ref. 52 (see text).
From Ref. 14 updated by private communication, 1986.

'From Ref. 16.

over all values of nf for which S(nf ) is significant, then S
corresponds to the total cross section integrated over ener-
gy. Table II lists values S' of total collision strength
measured in this experiment. An extrapolation was per-
formed to get S(nf ) for nf & 17, and this added 6% and
9% to the value of S for E, =23.5 and 7.2 Vcm ', re-
spectively.

In an earlier experiment we measured' the total cross
section using essentially the same apparatus as here with
E, =23.5 Vcm ', except that instead of the Rydberg
analyzer there was a simple multiplier detector. For that
measurement, the stabilizing photon from DRF [see Eq.
(7)] was detected in coincidence with the Rydberg prod-
uct. All quantities were measured absolutely except the
detection efficiency of the multiplier for Rydberg atoms.
This had to be estimated, and it was done as follows. The
efficiency of the multiplier was measured for Mg+ ions,
and a value of 0.28 was found. It was then reasoned that
there would be substantial field ionization between the
grid at the entrance to the multiplier and the first dynode,
and that therefore the sensitivity to the Rydberg atom
would be higher than for ions. The value 0 65 was
chosen —halfway between the ion value and 1.0, and an
uncertainty +0.35 was attached, acknowledging that the
sensitivity could be anywhere between the ion value and
1.0. If one accepts the cross section arrived at in this
way, and multiplies by the width (0.3 eV) of the electron
beam in that experiment, one obtains S=3.3 X 10
cm eV for the total strength. If one argues that a Ryd-
berg atom looks 1ike an ion accompanied by a slow elec-
tron, then the sensitivity to Rydberg atoms should be
much the same as for ions. Then, there results from that
experiment S=7.7&&10 ' cm eV. These values are
listed in Table II as S and S '.

The theoretical values of LaGattuta et al. ' and Bottch-
er et al. ' are also listed as S and S', respectively. The
agreement (except for the "uncorrected" previous mea-
surement) is good, and the agreement for the E, =7.2
Vcm ' case is especially striking.

The comparison of the detailed Rydberg-state distribu-
tions of Fig. 8 with theoretical calculations' ' requires a
"mapping" of the theoretical distribution in Stark states
with quantum numbers n~, n2, m, n to the field ionization
index number nf. The physics necessary for such a map-
ping has been worked out by others for hydrogenic atoms,
and this has been summarized and applied in the Appen-
dix to the wedge field Rydberg-state analyzer developed
for this experiment. Similar mappings were also done by
LaGattuta et al. ' and by Bottcher et al. '

With the material developed in the Appendix, we can
proceed with the mapping needed for comparison. Figure
10 forms the focus of the discussion, where S(nf ) is plot-
ted versus nf. The points are the same as those in Fig. 8
for E, =23.5 Vcm ', and here the error bars represent
the total absolute uncertainty. In order to get a "virgin"
theoretical prediction in this same figure, we let the
abscissa label have a double meaning —for the heavy solid
curve (only) the abscissa numbering is for the principal
quantum number n. The curve is the theoretical predic-
tion of Bottcher et al. ' without taking into account
3p3/2nl +3p&&2+e autoionization ( —', ~—,

' AI)
The separator field E, eliminates high Rydberg states

from the theoretical n distribution. The survival rates
P(n) from Fig. 14 in the Appendix can be used to calcu-
late the Rydberg-state distribution arriving at the wedge-
field detector under the assumption that there is no redis-
tribution of states by the "collision with electric fields. "
(See the discussion of slew rates in Sec. IV.) The light
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FIG. 10. Plot showing the effect of different mappings of
theoretical DRF collision strengths to the nf coordinate. For the
solid curve, the abscissa label is for n, the principal quantum
number of the Rydberg state. For all other points and curves,
the abscissa is nf as per Eq. (10). Points are same as Fig. 8 for
E, =23.5 V/cm. Solid curve is theory (Ref. 16), no ~~ —,

' AI
case; effect of E, assuming statistical population of Stark Ryd-
berg states, light dashed curve; effect of E, assuming energetical-
ly highest-lying Stark Rydberg state only, light dotted curve.
The bold dashed curve represents the theory (solid curve, light
dotted curve) assuming statistical populations of Stark states
mapped to the coordinate nf [Eq. (10)]; bold dotted curve,
theory {solid curve, light dotted curve) assuming only highest-

lying Stark state populated mapped to nf, dot-dashed curve
mapped theory resulting from assuming statistical population
entering the separator, but only highest Stark state entering Ryd-
berg analyzer.
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dashed curve in Fig. 10 joining the solid curve at about
n =58 represents P(n )S(n ) assuming a completely statisti-
cal population of Stark states; the dotted curve joining the
solid curve at about n =78 results when population of the
energetically highest-lying Stark state only is assumed.
Neither of the "cut" theoretical n distributions is close to
the experimental data shown versus nf.

From the discussion earlier, we know that n&nf for a
hydrogenlike system. If we assume a hydrogenlike situa-
tion for the Mg atoms investigated in this experiment, we
can calculate detection probabilities D(n, F) for our
Rydberg-state analyzer [see Eq. (A8)]. We can then map
the theoretical S'"(n ) so it can be compared to the experi-
mental S(nf ) using the relationship

S'"(nf ) = g D(n, F)P(n, F)S'"(n ),
Anf

(19)

where D(n, F) and P(n, F) depend on the electric field
and therefore can be expressed in terms of n and nf as
D(n, nf), P(n, nf) by using Eq. (10). The heavy dashed
line in Fig. 10 represents a mapped S'"(nf) assuming a
statistical population of all Stark levels in all phases of the
experiment. Now theory and experiment are in much
better agreement; however, theory is still considerably
lower than experiment. Further investigation shows that
this discrepancy may be attributable to the special as-
sumptions made for the population of Stark levels. If we
assume that within each n manifold only the energetically
highest Stark state with the longest field-ionization life-
time is populated, then we obtain the heavy dotted curve
for S'"(nf) which increases even beyond the experimental
values. We also calculated S'"(nf) under the assumption
that a Mg atom beam enters the separator with a statisti-
cal Stark-state population, and then the population
changes to (n ~ n —1, m =0) on——ly when it enters the ro-
tated wedge field. The resulting dot-dashed curve for
S'"(nf ) is close to the experimental data and reproduces
the maximum of the experimental nf distribution quite
well. This exercise shows the ambiguity in the interpreta-
tion of the experimental data as long as assumptions have
to be made about the Stark-level population in the
Mg(3s, nl ) atomic beam after dielectronic recombination.
The task for theory is the calculation of field-time effects
for nonhydrogenic species. At the moment, however, a
solution to this problem seems somewhere in the future.

Additional comparisons of S'"(nf) with the experiment
are shown in Figs. 11 and 12 for the E, =23.5 and 7.2
Vcm ' cases, respectively. Solid error bars represent la
statistical uncertainties. The dashed bar at nf ——33
represents the 11% total uncertainty from Table I. In
Fig. 11 the dashed curve is from Bottcher et al. ' for no
—,'~ —,

' AI. It is similar to the heavy dashed curve in Fig.
10 except for small differences resulting from using
diFerent separation fields in the mapping exercise and the
fact that the population distribution of Stark states enter-
ing the analyzer was assumed' ' to be concentrated in
the states with m=0 —5. The solid curve is also from
Bottcher et al. and includes —,

'
—,
' AI. The dot-dashed

curve is from LaCxattuta et al. ' and includes —,'~ —,
' AI—

thus it can be compared directly with the solid curve from
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FIG. 11. Comparison of mapped theoretical Mg+ DRF col-
lision strengths vs nf with measurements (points) at E, =23.5
V/cm. Dashed curve, Bottcher et al. (Ref. 16) no —', ~
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FIG. 12. Comparison of mapped theoretical Mg+ DRF col-
lision strengths vs nf with measurements (points) at E, =7.2
V/cm. Curve notation same as in Fig. 11.

Ref. 16. The dotted and double-dot-dashed curve are also
from LaGattuta et a1. and are for the cases with and
without —', ~—,

' AI and mapped with the assumption on the
Rydberg-state distribution that n2 ——0. The experimental
curve is narrower and taller than any of these theoretical
curves.

The discussion in the previous paragraph indicates that
the possibility of state redistribution ' in the fields be-
tween formation and detection may explain this difference
seen in Figs. 10 and 11. But, if it were simply a matter of
state redistribution, one would expect a similar difference
between theory and experiment for E, =7.2 V cm
However, Fig. 12 shows that experiment and theory are
seemingly in much better agreement for E, =7.2 V cm
(This was seen for the total S also in Table II.) In the
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figure, the solid and dashed curves are the same as for
Fig. 12, being from Ref. 16 and representing results with
and wouthout —,

' ~—,
' AI, respectively. The dotted curve is

from LaGattuta et al. , ' includes —,'~ —,
' AI, and is de-

duced with the assumption nq ——0.
One is led by the data and comparisons in Figs. 11 and

12 to the conclusion that significantly different Stark-state
distributions result from DRF in the 23.5-Vcm ' field
than in the 7.2-Vcm ' field. Since the same analyzing
fields and associated slew rates and rotation rates are used
for the data of both Figs. 11 and 12, it seems clear that
the difference does not lie here. The electric and magnetic
fields are different by approximately a factor of 3, and this
must lead to decidedly different initial Stark-state distribu-
tions. It was seen in the discussion of Fig. 10 that this
can make large differences in the shape of mapped curves.

It seems that the next important step in comparison of
theory and experiment is to go back to the detailed
theoretical information"" on Stark-state populations at
formation and follow them through the field-time histories
to detection.

VII. CONCLUSION

The data and discussion presented here and earlier con-
stitute incontrovertible experimental evidence that electric
fields in the collision region can tune the DRF cross sec-
tion to a variety of values. The fields can also substantial-
ly alter the distribution of populations in the product
Rydberg atoms. Instead of an order of magnitude
difference between experiment and theory as was encoun-
tered three years ago, the differences are now in the range
15—25% in the total cross sections. However, detailed
comparisons of Rydberg-state distributions indicate that
some issues remain unresolved. This and the fact that
disagreements between experiment and theory persist in
the experiments on DRF by Dittner et al. ' and by
Kohl et al. ' indicates that more work should be done on
DRF. It is clear that the new theoretical formulation of
DRF by Harmin' and Sakimoto' should be applied to
specific systems where experiments have been performed.
The Mg+ system for which results were presented in this
paper is a good candidate for such calculations.
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APPENDIX: ON THE IDENTIFICATION
OF RYDBERG STATES BY FIELD IONIZATION

When a hydrogenlike ion (atomic number Z) in a Ryd-
berg state n with an energy F.„=—Z /(2n ) is exposed
to an electric field of strength F, the Rydberg electron, in
a classical picture not considering the Stark effect, can just
escape when the saddle-point value U(r, ) of the resulting
potential U(r ) = —Z /r Fr c—orresponds to the energy
E„. The saddle-point potential U(r, ) is characterized by
"r)U(r, )/dr =0, from which results r, = v Z/F and
U(r, ) = —2VZF. Hence,

1/4

n= Z3

16F (A1)

where F is in atomic units (5.142X10 Vcm '). With
unit conversion, we have Eq. (10), which was used to re-
late the electric field in the present experiment to a classi-
cal field-ionization quantum number called nf.

In a real atom the presence of an electric field leads to
Stark splitting and each Stark state with quantum num-
bers ni, nq, m, and n=n +in'+

~

m
~
+1 has its own

field-ionization lifetime (rn ni2m, n ) which depends on
the field strength F. This lifetime can be calculated for
hydrogenlike particles. Under the assumption of a statist-
ical population of all Stark levels within one n manifold at
a given field strength F, the average survival probability
P(n, F) results

1P(n, F)= g exp[ —b t/r(n i, n2m, n, F)],
n m

(A2)

where the assumption of a uniform distribution of Stark
states leads to the statistical weight of each Stark state,
1/(2n ). The summation extends over the quantum num-
bers n i and m with —(n —1) & m & (n —1) and
0&ni &n —1 —

~

m ~; n2 is given by n2=n —1 —
~

m
~—n~. The dwell time At is usually set within the range

10 —10 s. Similar to the classical field-ionization lim-
it, Eq. (Al) [or Eq. (10)], one can find a relation between
the "lowest" Rydberg quantum number n that leads to
field ionization and the field strength F. Such a relation is
often quoted to be

n =(6.2X10 Vcm '/F)'~ (A3)

however, it is not completely clear what assumptions were
made in the derivation of this formula.

We have calculated P(n, F) for electric fields between
17.9 and 6321 Vcm ' corresponding to classical field-
ionization limits at nf =65 and 15, respectively. The life-
time r(ni, n2, m, n, F) was inferred from a semiempirical
formula for the field-ionization probability of hydrogen
atoms developed by Damburg and Kolosov,

2n2+ ~m +1
exp[ ——', R ,'n F(34n—2+—34n2

~

m
~

+46nq+7m +23
~

m
~
+ —", )]4.1341X10' s

n n2!(n2+
(
m

)
)!

(A4)
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Here R =( 2—Eo) /F with Eo the Stark energy in atomic units (27.2 eV) and F also in atomic units. The Stark energy
is calculated by means of a perturbation expansion up to F, which was given by Alliluyev and Malkin,

2
4

Eo = — + F —(n —
~
—n z ) — F — [17n —3(n ~

—n 2 ) —9m + 19]
z 3 n 1 2 n 2 2 2

2n 2 z 16 z

7

+ F — (n~ n2—)[23n —(n~ n2—) + 1 1m +39]
32 z

10

+F [—5487n —147(n~ n2) +—549m —1806n (n~ n2—) +3402n m2+1134m2(n~ n2)2—
1024

—35 182n 5—754(n ~
n—q) +8622m —16211] . (A5)

Results obtained with these formulas are in very good
agreement with exact calculations for n =7 and also for
higher n values. For a dwell time At=10 s our re-
sults for P(n, F) are shown versus n in Fig. 13 with nf as
a parameter that characterizes the field strength F. The
quantum numbers n for which P(n, F)=0.5 can be relat-
ed to the corresponding values of nf, the ratio n(0. 5)/nf
being between 1.19 for nf ——15 and 1.25 for nf ——65. The
average in the present range of nf values is
n(0. 5)/nf =1.23. Hence the field-ionization limit can be
expressed as

n=(3.2X10 Vcm 'X1.23 /F)'~

=(7.3 X 10 V cm '/F)' (A6)

gg 0.8—
CD
C)
Q: 0.6—
CL

~ oa-0
l5

0.2—
CA

20 25 30 35

0
20 30 40 50 60 70

RYDBERG QUANTUM NUMBER, n

80

FIG. 13. Average survival probability of hydrogenic Rydberg
atoms with principal quantum number n exposed to an electric
field for 10 s. Field strength, characterized by nf [Eq. (10)],
parametrizes the different curves. Statistical population of Stark
levels in each n manifold is assumed.

From the ratio calculated for nf ——15 we would just ob-
tain Eq. (A3). This is the result of the fact that even for a
statistical average over all Stark levels an equation of the
form n =(g/F)' with a constant g is not exactly appli-
cable, since g depends slightly on n How.ever, the
difference in the calculated ionization limits resulting from
Eqs. (A3) and (A6) is only 3%%uo.

Variation of the dwell time At between 10 and 10
s leads to an increasing calculated value for g with
/=7. 81X10 Vcm ' for b, t=10 s. Again, the actual
ionization limit n changes very little in this range: n(0. 5)

P(n)=, g exp —f1 L dx
~ =o vr(F)

n&, m

(A7)

The length I. of the separator is 15 cm, the velocity of our
2-keV Mg atoms is v = 1.27 X 10 cm s '. From Eq. (A4)
the diferent values of r(F) can be calculated. The result-
ing P(n ) is shown in Fig. 14 (dashed curve) versus Ryd-
berg quantum number n Equatio. n (A7) is also especially
applicable to a spatial distribution of electric field
strength. The real field strength in the separator differs
from 37 V cm ' by the v X 8 contribution of the magnetic
fringing field downstream of the electron gun (see Fig. 6).
When this contribution is taken into account the bold
solid curve in Fig. 14 results for the survival probability
P(n). The extreme cases for P(n), again using the real
field distribution from Fig. 6, are shown by the thin solid
lines in Fig. 14 for Stark states with (n~ ——n —1, m =0)
and (n~ =0, m =0) only. As expected from the above
considerations, the values for n (0.5) in these extreme
cases differ from each other by about 30%, which
represents the maximum uncertainty of the cutoff in the
Rydberg-state distribution by the separator field.

With the wedge field subsequent to the separator, we
try to identify the distribution of the Rydberg states sur-
viving the separator field E, . Again assuming a statistical
population of Stark levels, we can calculate the detection
probability D(n, F) for each Rydberg quantum number n,

is only about 1.6% above the result expected from Eq.
(A6). For the longest- and shortest-lived Stark states
only, i.e., (n ~

——n —1, m =0) and (n ~ =0, m =0), the g
values obtained in the present range of fields are
/=16. 2X10 Vcm ' and g'=4. 7X10 Vcm ', respec-
tively, indicating the uncertainty of a field-ionization
method to identify Rydberg states in an unknown ensem-
ble of atoms. Thus, the total range of n values, which can
be found at a given field strength F, is between 0.89n (go)
and 1.22n (go) where go=7. 3X10 Vcm ' [see Eq.
(A6)].

In our experiment we apply a voltage to the separator
plates (labeled S in Fig. 3) corresponding to a field of 37
Vcm '. If a certain distribution in the population of
Stark states is assumed one can calculate survival proba-
bilities for each Rydberg quantum number n in this field.
For a statistical population of Stark states one obtains
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FIG. 14. Survival probability in a hydrogenic approximation
of 2-keV Rydberg Mg atoms passing the separator field E, (15
cm length). Dashed curve, statistical population, assumed con-
stant 37-V/cm field; bold solid curve, statistical population, actu-
al (Fig. 6) E, ; thin solid lines, diFerent assumptions on Stark-
state populations shown on figure, actual E, .

D(n, F)= g exp —f211 max U1 x
n&, m

dx—exp
Rm» Ur(x)

(AS)

The field-ionization lifetime r [see Eq. (A4)] depends on x
via the field strength EI(x)= V/[/3R(x)], Ri and Rq are
the edge positions of the effective detector area, and R
is the distance between the apex of the wedge and the cy-
lindrical surface containing the wires in front of the wedge
field. The detection probability D(n ) for the given
geometry was calculated for 2-keV Mg atoms. The elec-
tric fields in the center of the effective detector window

FIG. 15. Detection probability for Mg Rydberg atoms of the
Rydberg state wedge field detector vs principal quantum number
n. The parameter nf on each curve is related to the voltage on
the detector plates through Eq. (15).

were varied between 17.9 and 7321 Vcm ' corresponding
to nf ——65 and 15, respectively. The integrations in Eq.
(AS) were performed in 1-mm or 0.5-mm steps and were
started 4 or 14 mm before the detector window. In all
variations the same results were obtained, indicating that
the approximation was convergent for the conditions ap-
plied. The resulting detectabilities D(n ) are shown in Fig.
15 versus Rydberg quantum numbers n, with nf as a pa-
rameter, which, by Eq. (10), corresponds to a given volt-
age V applied to the plates of the wedge. The n values be-
longing to the maxima in the distributions D(n ) for a
given field strength in the center of the effective detector
window are in good agreement with the values expected
from Eq. (A6). The detector width An can be calculated
for a given field strength and classical field-ionization
quantum number nf, respectively. It turns out that An is
a linear function of nf with hn =0.0455nf. In the simple
classical picture the corresponding relation was
Anf ——0.0369nf with a proportionality factor which is
smaller by (7.3/3. 2)'~ [see Eqs. (Al) and (A6)].
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