
PHYSICAL REVIEW A VOLUME 36, NUMBER 11 DECEMBER 1, 1987

Measurements of excitation rate coefFicients for Al-like ions: Fe XIV, Ni XVI, and Cu XVII
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Absolute excitation rate coefficients for Fe xtv and Ni xvI ions are measured spectroscopically
in the Texas Experimental Tokamak. Previous measurements for the 3d-3p transition array of
CuxvII are verified and the measurements are extended to the 3s3p ~3s 3p transition array of
this ion. The experimental rate coefficient for the 3d-3p transition array of Fexrv is 6.2&(10
cm's ' at an electron temperature near 160 eV and for NixvI and CuxvII, the values are
4.2&10 and 3.8X10 cm's ', respectively, at an electron temperature near 240 eV. For the
3s3p P3~2~3s 3p P3/2 transition array, the experimental excitation rate coefficient for Fextv is

8.2X 10 cm s ' at an electron temperature near 160 eV and for Ni xvI and Cu xvII the value is

5.5&(10 cm's ' at an electron temperature near 240 eV. The uncertainty in these results is es-

timated to be +50% (one standard deviation). Computed values of absolute excitation rates in a
distorted-wave approximation and Mewe's serniempirical formula are found to be in good agree-
ment with the experimental values.

The absolute excitation rate coefficients of high-Z ions
of elements such as iron, nickel, and copper are very im-
portant for plasma diagnostics and for radiative energy-
loss calculations for fusion plasmas. A plasma spectro-
scopic technique which uses a tokamak plasma for the
measurement of absolute excitation rate coefficients of
ions was demonstrated in Ref. 1. Using the procedure of
Ref. 1, we measured the absolute excitation rate
coefficients for Fe XIV, Ni XVI, and Cu XVII ions. We im-
proved the experimental accuracy for absolute intensity
measurements of spectral lines by calibrating the 1-m
grazing-incidence monochromator at the Synchrotron
Ultraviolet Radiation Facility (SURF II) at the National
Bureau of Standards (NBS). Also, we reestablished our
previous results and extended our measurements to more
transitions in Cu XVII ions. We report in this paper our
experimental excitation rate coefficients and their com-
parison with the theoretical calculations based on
distorted-wave and Gaunt factor approximation
methods.

The Al-like ions, FeXIV, Ni XVI, and Cu XVII, have
the two-level ground configuration, 3s 3p( Pi/2 3/2). By
designating P, &2 as 1 and I'3/2 as 2 as in Ref. 1, the
average effective excitation rate coefficient X,tt( T, ) is
written as

y, tt(T, )=y, , (T, )+ X, , (Te),
g2

where g&,- and gz; are excitation rate coefficients from
levels 1 and 2 to level i, respectively.
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The absolute effective excitation rate coefficient
X,tt(Te), to the level i, from the ground configuration of
these ions is obtained from Eq. (9) given in Ref. 1, i.e.,

A ( for) g A (i —k)
1 A, (i —j) I(i —j) k(i

N A( for) I( for) A (i j)—
(2)
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where j is either of the two levels of the ground
configuration designated by 1 or 2, X(i —j) is the wave-

length, I(i —j) is the measured intensity, A (i —j)/
, A (i —k) is the branching ratio of the transition

probability of the transition (i j), and A, (-for), I(for), and
A(for) are the wavelength, intensity, and transition prob-
ability, respectively, of the forbidden line between the
levels 1 and 2 of the ground configuration. cV, and T,
are the electron density and electron temperature mea-
sured at the peak of the ionic radial profile in the
tokamak. The assumption of statistical population be-
tween the levels of the ground configuration in deducing
Eq. (2) is valid for Fexiv, Nixvi, and Cu xvii ions, be-
cause their forbidden transition probabilities are only 60,
191, and 330 s ', respectively, which are much smaller
than the electron and ion collisional frequencies ' as dis-
cussed in Ref. 1.

The details of our experiment on the Texas Experi-
mental Tokamak (TEXT) are described in Ref. l. Only
the differences are noted here. A 1-m grazing-incidence
monochromator equipped with a 1200-line/mm gold-

Work of the U. S. Cgovernment
Not subject to U. S. copyright



BR)EF REPORTS 544936

Ion and transition (A) (s
1(i —J)
I( for)

(experiment)

(cm' s

citation rate coefficienAbsolute

approximation

T =159 eV

1)y (Theory cm s

aunt factorDistorted-wave

ethod

Fe XIV

3p P] /2 p P3/2

3s 3p P3/2 3s3p P3/2

5302.9
219.1

220. 1

264.8

60
3.99 X 10'
0.78 X 10'
3.44 X 10"

7.2 X 104

6.44 X 10

T, =159 eV
N, =2.9X10" cm

6.2X 10

8.2X 10-'
5.76X 10

7.45 X 10

6.77 X 10-'

8.3 X 10-'

Ni xvI
3p P 1/2 3p P3/2

2 2p»3p P3/2»3p 3/2

3601.1

194.0
195.2'
232.5

191
4.55 X 10"
0.94 X 10"
4.12 X 10'

1.12X 10

1.0X 10'

T, =237 eV
N, =2.8X10' crn

4.2X 10

5.5 X 10-'
4. 38 X 10-'

5.61X 10

T, =237 eV

5.09 X 10-'

6.22 X 10

Cu XVII

3p P, /2
—3p P3/2 3007.6

183.5
184.9
218.7

330
4.92 X 10
1.05 X 10"
4.35 X 10'

6.61 X 10

6.63 X 10'2 3$3p3s ~p 3/2

1 tronic sequence.r olation wi thin the isoe ec ro
''Predicted from inte p

T, =237 eV
N =3.5X10' cme

3.8X10-'

5. 5 X 10-'
3.92 X 10-'

4.83 X 10-'
4. 56 X 10-'

5.41 X 10-'

T, =237 eV

for absolute intensity measure-
Th d t to tth

coate
p

p

Thi i t t
radiometrically calibralibrated at

TEXT plasma by em-situ using the
ed in

Re.
'

cidence spectrome eg g-tance o
nvert the irradiance ca i rn y

'
ration or aII into a

25%%u h l bbrations are in aga reement within o ion
ratio technique.waavelengths o the branching ra

analysis, ea y ', th radiance ca ipresen p
II data is use ec a

ion with respec o
tio

con int'nuous distributi
istribution rom the branching ra

'er than the discrete is ri

ce time-resolving spectrog rap. . f,h.

b dt tdb th
ions in

tense enough to e ean id NiXvI are not intens
r monochromator r arrangement as

l
th Czerny-Turner m

ilar scan using
d th

'
t

g
g

well within the measuremen
f lectron-density ano eec

revious-temperature spa
'

ptial rofiles o
l described in Ref. 1.

rized in Table I. TThe
y esc

'

ob bil ti of th fo bi
s are summarize

iddenwave eng1 ths and transition pro a ii

10—
8-

(a) (b)

Fe XIV

lh

E

tD
1

4)
lg

IX
C
.9

X
UJ

Ni XVI

Cu XVII

100 200 300

Temperature (eV)

100 200

Temperature (eV)

I

300

rate coefficients as apact excitation rate c a
'

n of electron temp erature. (a p-
distorted wave,3s'3 -3s 3p excitation.

nd ex erimental points wi( ———), Gaunt act f ctor (Mewe); an exp
error bars.



5450 BRIEF REPORTS 36

lines are taken from Ref. 6. The allowed line wave-
lengths and identifications for Fe XIV, Ni XVI, and
CuXvII are taken from Refs. 7 and 8. The transition
probabilities of allowed lines are calculated by using the
atomic-structure code of Cowan with the Slater integrals
multiplied by a scaling factor of 0.8. The measured ra-
tio of the absolute intensities of the allowed line and the
forbidden line, for specific average electron densities, are
given in column 4. The experimental excitation rate
coefficients are deduced from Eq. (2) and are given in
column 5. Equation (l) gives the effective theoretical ex-
citation rates that are compared with the experimental
values. Electron-temperature values at the minor radii
of the peak of the ionic abundances are used in evaluat-
ing the effective theoretical excitation rate coefficients of
Eq. (l). Column 6 gives the theoretical excitation rate
coefficients computed using a distorted-wave method'
and the effective Gaunt factor approximation due to
Mewe" are listed in column 7 ~ Figure 1 shows the tem-
perature dependence of the theoretical rate coefficients
and the experimental points with error bars for the ions
and transitions listed in Table I. Both the distorted-
wave method and the Gaunt factor method give results

in good agreement with experiment. The vertical error
bars on the experimental points represent the +30% un-
certainty in the average electron-density determination
and the horizontal bars show the +10%%uo uncertainty in
the temperature measurements. The other main source
of error is the absolute radiometric calibration of the 1-
m grazing-incidence spectrometer. However, the cali-
bration is performed by using two different methods, one
using the SURF II synchrotron source and the other us-
ing the in situ branching ratio technique. As both cali-
brations have a +25% uncertainty and agree within
25%, the overall uncertainty in the experimental rates
should be less than +50%. All of these are measure-
ment uncertainties and represent one standard deviation
of the mean.
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