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The energy loss of ' N ions in Ni, Ag, and Cu has been investigated via the inverted Doppler-
shift attenuation technique in the energy range up to 3.1 MeV. Excited ' N nuclei were produced
in the reaction ' C( He, p) ' N*, and energy-loss information was obtained from the analysis of the

Doppler-broadened 2.313-MeV y-ray line, observed with a Ge(Li) detector. This analysis also

yielded the lifetimes of the levels at 2.3 and 3.9 MeV in ' N, which were determined to be

97.7+5.5 and 5.6+1.1 fs, respectively, in reasonable agreement with previous measurements and

theoretical calculations. The stopping cross sections obtained for all three stopping media are

compared with existing theoretical calculations, especially with regard to the oscillations with the

atomic number of the stopping medium.

I. INTRODUCTION

The energy loss of ' N projectiles in different materials
has been previously investigated in a large energy range
by Porat et al. ' and by Neshev et al. The former ob-
tained the differential energy loss dE /dx from measure-
ments of the change in energy of the projectiles after
transmission through thin foils, while the latter obtained
relative stopping cross sections from measurements on
backscattered projectiles, which were then converted to
absolute values by normalization to the data of Porat at
v =0.020c. The data of Neshev, however, are below the
values of Porat at lower velocities and above those at
higher velocities.

In this paper we report on our investigations of the
energy loss of ' N ions of velocities up to U =0.022c in
Ni, Cu, and Ag Via the inverted Doppler-shift attenua-
tion (IDSA) technique. ' The IDSA technique exploits
the dependence of the Doppler-broadened y-ray line
shapes on the velocity distribution of the projectiles,
which have to be produced in an excited nuclear state.
This velocity distribution is determined by the
differential energy loss of the nuclei and the lifetime of
the excited state (see Sec. II). If the lifetime of the excit-
ed state is known, an exact analysis of the Doppler spec-
tra yields directly the absolute values of the differential
energy loss of the projectiles; if it is unknown, relative
values are obtained. In order to get this information it is
necessary to consider all those effects which influence
the shape of Doppler spectra: the finite energy resolu-
tion of the detector as well as its finite solid angle, and
the angle straggling of the ' N projectiles in the targets.
Since these effects have particular relevance on the
determination of nuclear lifetimes by the Doppler-shift
attenuation (DSA) method, we have considered them at
some length, and present the details in Sec. IV.

The stopping cross sections of the different media for
' N ions were obtained from the analysis of the
Doppler-broadened y-ray line emitted from the first ex-
cited state of ' N at 2.3 MeV. Its Doppler spectrum can

be obtained in two different ways: first, by observing the
y-ray quanta in coincidence with protons produced in
the direct population of the 2.3-MeV level, and second,
indirectly, by observing y-ray quanta in coincidence
with protons emitted in the population of the 3.9-MeV
level, which decays with a probability of 96% to the
2.3-MeV level (see Fig. I).

Unfortunately, the lifetimes of these two states, which
have to be known to derive absolute values of the stop-
ping cross sections, show quite a scatter (+30%) about
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FIG. 1. Level scheme of ' N. Lifetimes in brackets and en-

ergies are from Ref. 5. The lifetimes given for the first and
second excited state are the results of this work.
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their mean values of r, (2.3 MeV)=92 fs and r2 (3.9
MeV) =8.0 fs. For ' N in Ni and Ag, however, there ex-
ist rather precise values of the stopping cross sections' in
the relevant velocity region, which can be used to
reevaluate the lifetimes of these states with a higher pre-
cision. These data have then been used to determine the
stopping cross section of Cu.

II. PRINCIPLES OF THE IDSA TECHNIQUE

dN„d8(uo, E)
dE

-" '" dE
(2)

The y rays emitted by excited nuclei, which are
slowed down in matter, exhibit an attenuated Doppler
shift, which depends on the velocity at the moment of
emission of the y-ray quanta. The y-ray-emission rate
at a given time t (v) is determined by the decay law,
which is the normal exponential function; if the state at
2.3 MeV with lifetime ~, is directly excited,

dX &o
dt

exp[ t (v) I ]r. — (3a)

The decay rate for the case of excitation via feeding
from the higher state at 3.9 MeV with lifetime v.

2 is
given by

The Doppler-broadened line shapes of y rays have
been described by several authors (see, e.g. , the refer-
ences listed in the review by Nolan et al. ). Here we
present only those aspects relevant to our method of ex-
tracting energy-loss information from an analysis of y-
ray line shapes.

The y rays emitted by excited ' N nuclei, which are
produced in the reaction ' C( He, p) ' N* and recoil into
vacuum with start velocity vo, are shifted in energy by
the Doppler effect

[1—(v/c)]'
1 —(v lc) cos6

where Eo is the y-ray energy in the rest frame of the
projectile, and 6 is the angle between the direction of the
projectile and that of the y-ray emission. (In the
remaining text the letter E refers always to the y-ray en-
ergy, the kinetic energy of the projectile is denoted by

)

When the y rays are detected in coincidence with the
corresponding protons emitted in a certain direction, the
start velocity vo and the direction of the ' N projectiles
are uniquely determined by the reaction kinematics.
The y-ray-emission angle 8 of the observed y-ray quanta
would be fixed, too, if the solid angle of the y-ray detec-
tor could be made very small, which, however, was not
possible. In order to obtain a reasonable count rate of
coincidences a solid angle of 0.18 sr was chosen. Ac-
cording to Eq. (1), the spread in the accepted y-ray-
emission angles 8 gives a finite distribution in the ob-
served unattenuated y-ray spectrum even for projectiles
moving through vacuum, which can—in an axially sym-
metric geometry —be described by

dN
dt 72

(3b)

The expression in large parentheses gives the number of
nuclei, which decay in the time interval (t', t'+dt') to
the first excited state. For the decay of these nuclei to
the ground state, t' is now the time zero, so that the
emission rate is determined by the time difference t —t .
With the abbreviation q =r2/r &, Eq. (3b) reduces to

No, ~, 1 —exp[( —t!r& )(1—q) /q]
e

dt 1 —q
. (3c)

dNa dN [t(v)] dt
dE dt dv

dv

dE

This is valid only for a fixed angle 6. Under the as-
sumption that the projectiles do not change their direc-
tion during the slowing-down process, the angular distri-
bution of the projectiles remains the same as in the case
of the unattenuated spectrum. The total Doppler spec-
trum is then the integral over all possible angles 8 with
the weight function F(8) from Eq. (2),

dE r,
i
de(u)ldx

i

0 mdu dv
"U r

i
dE (u)/dx

i

dE

(6)
When the excited state at 2.3 MeV is directly populated,
the function G(v, q) =1, otherwise G(v, q) follows from
Eqs. (3c) and (4) as

G(u, q)=

1 —exp
(1—q) md@

q "U r,
i
dE (u)/dx

i

(7)

Hence F(8) is obtained from the unattenuated spec-
trum, and all other terms in Eq. (6) are known except q
and the "stopping function" ~,dE /dx. These can be
determined from the analysis of the two measured at-
tenuated Doppler spectra obtained by direct excitation
of the 2.3-MeV level and by cascade feeding via the 3.9-
MeV level.

The relation between the velocity at the moment of
emission of the y-ray quantum and the time elapsed
since the production of the excited state can be
calculated —using dE~ (v ) Idx =mdv ldt —as

0 mt(v)=
0

I
dE, (u)/dx

I

dQ

where t =0 is defined by the start velocity v = vo and m
is the mass of the projectile.

Because of this relation between velocity and time,
which also connects, according to Eq. (1), the Doppler
shift and time, the observed y-ray-emission rate
dN(t)ldt can be transformed to the attenuated energy
spectrum dN, (E)IdE,
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FIG. 2. Schematic diagram of the experimental setup and definition of angles (in the laboratory frame) used in the calculation of
the Doppler spectra.

III. EXPERIMENTAL DETAILS

The experimental arrangement is shown schematically
in Fig. 2. A He beam was supplied by the tandem van
de Graaff accelerator of the University of Cologne.
After the measurement of the excitation function of the
reaction ' C( He, p) ' N*, an incident beam energy of
6.23 MeV was chosen, at which both levels at 2.3 and
3.9 MeV were reasonably strongly excited.

The targets for the unattenuated y-ray spectra were
self-supporting carbon foils with a thickness of 16.5+1.2
pg/cm, followed by a Ta beam stop 2 mm away. For
the attenuated spectra the targets consisted of thin layers
of carbon, evaporated onto 100-pm-thick Ni, Cu, and
Ag foils, with carbon densities per unit area of
19.0+1.0, 17.2+1.0, and 11.4+1.0 pg/cm, respective-

ly. The protons were detected in an annular Si-surface-
barrier detector under backward angles between 159'
and 174'. A 28-pm-thick Ti foil was used to mask the
detector from backscattered He ions, while the energy
straggling for the protons was still sufficiently small to
resolve the peaks. At a beam current of 50 nA the
count rate of the proton detector was about 1000
counts/sec. The y rays were detected in a Ge(Li) detec-
tor with an active volume of 100 cm and a resolution
(full width at half maximum) of 3.8 keV for 2.4-MeV y
rays. A Ra source was used to provide the energy
calibration of the y-ray spectra and the detector
response function. A 3-mm-thick Pb disk was placed in
in front of the detector to absorb low-energy y-ray radi-
ation from the reaction and from the Ra source, keep-
ing the total count rate with 4000 counts/sec reasonably
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FIG, 3. Proton spectrum of the reaction ' C('He, p )
' N* measured with the Si-surface-barrier detector. The labels

Pp P ] P2 . . refer to the production of the ground state, first excited state, etc. The peaks indicated by arrows arise from the re-
action ' 0( He, p) ' F
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IV. SPECTRA AND ANALYSIS

The proton spectrum is shown in Fig. 3. The peaks
labeled Pp P

~ P2, . . . originate from the reaction
'2C( He, p) ' N", and correspond to the proton groups
from the ground state, the first excited state, etc. , in ' N.
The smaller bumps indicated by arrows are protons from
the reaction ' 0( He, p) ' F* in a thin contaminant oxy-
gen layer on the target. Figure 4(a) displays a singles y-
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FIG. 4. Doppler spectra of the 2.3~0 MeV transition in
' N. (a) The attenuated singles y-ray spectrum. (b) The unat-
tenuated spectrum of y-ray quanta coincident with the P, pro-
tons. (c) The attenuated spectrum of y-ray quanta coincident
with the P

&
protons.

low. The position of the targets was changed during the
measurements every three hours, in order to keep the
number of produced lattice defects and the amount of
implanted He ions as low as possible, which may have
an influence on the differential energy loss of the ' N
projectiles.

Coincident proton and y-ray events were recorded in
list mode using a standard fast coincidence circuit with a
time resolution of about 20 nsec. y-ray spectra in coin-
cidence with the proton groups of interest were generat-
ed in the subsequent off-line analysis.

ray spectrum in the region near 2.3 MeV. The y-ray
spectrum in coincidence with the proton line Pr [Fig.
4(b)] shows only a single line, the 2.313-MeV line of ' N,
which is shifted towards higher energies due to the
Doppler effect, as the projectiles move into vacuum to-
wards the detector. This spectrum contains practically
no background. The pedestal on the low-energy side is
due to insufficient charge collection in the Ge(Li) detec-
tor. Figure 4(c) shows a corresponding spectrum from
'"N projectiles slowed down in a Ni target.

Putting an energy window on the proton line P2 gives
three coincident y-ray lines from ' N:

(1) A weak line from the direct transition 3.9~0 MeV
with a branching ratio of 4%.

(2) A line at 1.635 MeV from the transition 3.9~2.3
MeV with a branching ratio of 96%.

(3) Again the line at 2.313 MeV from the subsequent
transition to the ground state.

All three lines are influenced by the Doppler effect.
However, the 3.948- and 1.635-MeV lines cannot be used
for the evaluation, since in the first case the intensity is
too low, and in the second case the line lies on the coin-
cident Compton distribution of the 2.313-MeV line of
' N. In the energy window around P2 there are also
protons from the reaction ' 0( He, p) ' F*, where the
level at 1.701 MeV in ' F is excited. The coincident y-
ray distribution, however, is far below the energy region
of the investigated 2.313-MeV transition in ' N, so that
the Doppler spectrum of the 2.313-MeV transition can
be evaluated without background correction.

In principle, the Doppler spectra are described by Eq.
(6). For a precise analysis, however, several factors
which influence the spectral distribution have to be tak-
en into account:

(1) The resolution function of the Ge(Li) detector.
This was obtained from the line shapes of unbroadened
y-ray lines from a Ra source [see Fig. 4(a)].

(2) In the derivation of Eq. (6) it was assumed that the
' N* projectiles have a fixed start velocity Up. The finite
size of the particle detector leads to a certain spread in
the start velocities and the recoil angles ql (see Fig. 2).
Its influence was calculated from the reaction kinematics
and the known geometry.

(3) The finite size of the carbon layer in which the
' N* projectiles are produced has a twofold influence.
The different locations of the production of excited pro-
jectiles and consequently different energy losses in these
layers result in a further spread in the start velocities,
with which the projectiles enter either the target or the
vacuum. Furthermore, the different dwell times in this
layer influence the relation between velocity and time in
the slowing down of the excited projectiles in the target
[see Eq. (4)]. This was calculated, too.

(4) During the slowing-down process in the target, the
direction of the projectiles does not remain fixed, but un-
dergoes changes due to scattering in the shielded
Coulomb potential of the target nuclei. This angle strag-
gling was estimated according to the prescription of Sig-
mund et al.

(5) The effect of the energy straggling was estimated
from the data of Bednyakov et ah.
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V. RESULTS AND DISCUSSION

A. L'ifetimes of the states at 2.3 and 3.9 MeV
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thors obtained their values in direct transmission mea-
surements, in which the homogeneity of the foils was
carefully monitored before and after transmission of the
projectiles, and which delivered results of high precision
(1% relative, 5% absolute).

This direct comparison yields for the lifetime of the
2.3-MeV state a value of ~I ——97.7+5.5 fs. This value of
7 I together with the ratio q =~2/~, , obtained from the
analysis of the cascade-fed 2.313-MeV line, gives for the
lifetime of the 3.9-MeV state a value of ~2 ——5.6+1.1 fs.
Figure 7 shows our results in comparison with previous
data. They fit well in the scatter of the experimental
data, but are of higher precision. They also agree quite
well with calculated lifetimes.

B. Energy loss of ' N ions in Ni, Ag, and Cu

The absolute values of the differential energy loss of
' N ions in the three stopping media investigated in the
present work are shown in Fig. 8 and compared with
other measurements. As mentioned in Sec. VA, the ex-
perimental data of Porat et al. ' for the energy loss of
' N in Ni and Ag have been used to determine the life-
time ~I in the product ~,dE /dx, which is evaluated
from the Doppler spectra. The good agreement (after
the correction of the carbon layer, see below) in the gen-
eral shape between our results and those of Porat et al. '

shows that only one common factor, i.e., TI is necessary
to bring the curves to coincidence. This value for the
lifetime was then used to calculate absolute stopping
cross sections of Cu for ' N projectiles [see Fig. 8(c)].
Also shown in Fig. 8 are experimental results of other
authors, together with the semiempirical predictions of
Northcliffe et al. and Ziegler.

The uncertainties of dE /dx and lifetime values are
not only determined by the statistics of the Doppler
spectra, but also by the secondary effects mentioned in
Sec. IV. In order to determine their contribution to the
errors, we first studied how much the results are
changed if we evaluated dE /dx several times, each time
neglecting a different one of these effects. This is
displayed in Fig. 9. The thick solid line shows the result
if all secondary effects were considered, whereas the thin
solid curve is obtained if only the finite-energy resolution
of the y-ray detector is taken into account.

The influence of the angle straggling (dashed-dotted
curve) is not significant at the beginning of the slowing-
down process. Its disregard, however, would simulate a
larger stopping power for smaller velocities. The angle
straggling of ' N projectiles in the targets was calculated
according to the method of Sigmund and Winterbon.
Their essential assumptions, however (negligible energy
loss in the target and scattering angles less than about
20'), are not met in our case. Therefore, their method
was modified in the following way: the range of the pro-
jectiles was numerically divided in several intervals in
such a way that the necessary assumptions were individ-
ually fulfilled. By a successive convolution of the angu-
lar distributions from the corresponding ayers it is also
possible to calculate the angle straggling for thick tar-
gets.

If the finite thickness of the carbon foil, with which
the unattenuated spectrum was measured, is neglected
(dashed curve), the results are markedly changed in the
high-velocity region. The same holds for the carbon lay-
ers evaporated on the carbon foils. It is obvious from
Fig. 9 that none of these effects can be neglected.

The contribution to the errors can be estimated by the
uncertainties with which the parameters for the correc-
tion of these effects are known (mass per unit area of the
carbon foils, the energy loss of ' N in carbon, mass per
unit area and density of the evaporated carbon layers).
The interval size and the cutoff angle chosen in the cal-
culation of the angle straggling also contributes to the
errors; their influence can be estimated by varying these
parameters.

The density of evaporated carbon layers depends
strongly on the conditions during the evaporation pro-
cedure. A direct measurement of this density was not
possible, therefore it had to be determined indirectly.
Regarding the dotted curve in Fig. 9, it is obvious that
the carbon layer on the target influences the results
essentially in the high-velocity region. By adjusting the
density (with known mass per unit area) to 1.4+0.2
g/cm it is possible to bring the results for Ni (with the
largest carbon-layer thickness) into agreement with the
data of Porat et al. to within about 4%. This pro-
cedure does not disturb the determination of the lifetime
~I because a different lifetime changes the whole curve
by the same factor, whereas a different value of the den-
sity influences essentially the high-velocity part of the
curve. Additionally, a further adjustment of the lifetime
r, was still possible for the Ag target.

The total uncertainty in the value of ~ldE /dx for all
three targets is about 10%, 2%, and 3.2% for velocities
in the vicinity of 0.007c, 0.014c, and 0.021c, respective-
ly. The large error in the low-velocity region arises from
the poor statistics (see Fig. 6) and the larger influence of
the angle straggling. These errors are relative errors for
dE /dx; the absolute errors should include the absolute
error of 5% of the data of Porat et al. ' Due to the ad-
justment of our ~,dE /dx curve to their dE /dx curve
this error is also the dominant one of the lifetime ~, .
The overall error of ~, is 6%, that of ~2 is 19%.

The stopping cross sections, i.e., the differential energy
loss normalized to the number density N of the target
atoms,

dE (U)S=-
N dx

exhibits a strong oscillatory behavior as a function of the
atomic number Z2 of the targets, especially near and
below the maximum of the stopping power. Maxima
occur when s subshells and half of the p subshells are
filled. Minima appear at closed subshells; they are espe-
cially pronounced for full d and f subshells.

All theoretical models, which describe the atoms with
the Thomas-Fermi model, produce a monotonous depen-
dence of the stopping cross sections on Z2. All attempts
to modify these Thomas-Fermi predictions by the use of
more realistic atomic wave functions lead to this oscilla-
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tory behavior of the stopping cross sections. The ampli-
tude of the oscillations and the average slope, however,
depend on the specific assumptions.

Figure 10 shows an example for each case for the
stopping cross sections for ' N projectiles with a velocity
of 0.011c as a function of Zz. The dashed-dotted line is
the prediction of Lindhard and Scharff, based on the
Thomas-Fermi model; the solid line shows the results of
Land et aI. , based on a modified Firsov model. The
stopping cross sections of our targets Ni, Cu, and Ag
should be near the minima occurring at the closure of

I

10 20
t
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ATOMIC NUMBER Zg

the 3d and 4d subshells, respectively. As can be seen in
Fig. 10, our results (solid circles) are very adjacent to the
predictions of Land et al.
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FIG. 10. Comparison of our measured stopping cross sec-
tions of Ni, Cu, and Ag for ' N at the velocity 0.011c with the
values calculated for different target materials as a function of
the atomic number Z, . The dashed-dotted line is from Ref. 26
and the solid line from Ref. 22.
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