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The recent analysis of the fluctuating Navier-Stokes equations with a random force with a k 7
spectrum by Yakhot and Orszag [Phys. Rev. Lett. 57, 1722 (1986)] is repeated using field-
theoretical renormalization techniques. A dimensional expansion around the full equilibrium state
in two spatial dimensions is performed to one-loop order. The results differ from those of Yakhot
and Orszag in a number of ways. A nontrivial fixed point is found which is the natural extension
of that presented by Forster, Stephen, and Nelson [Phys. Rev. A 16, 732 (1977)], and various
correlation functions in crossover form are presented. The application of the model to turbulence,
i.e., in cases where the Kolmogorov % law is obtained, is analyzed in detail. Unlike the work of

Yakhot and Orszag, a choice of the random force correlation exponent (y = —1.5851 in three di-
mensions) is found which gives the Kolmorov i law at high wave vectors.
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I. INTRODUCTION

Renormalization-group techniques have been success-
fully applied to a variety of dynamical problems.'~° Re-
cently, Yakhot and Orszag!® have analyzed a variant of
model B of Forster et al.® with an application to fully
developed turbulence in mind. (Also see the work of De
Dominicis and Martin'! and of Fournier and Frisch!? for
earlier treatments of the problem.) One major
modification to model B was introduced; namely, they
allowed the random force correlation to decay with an
arbitrary exponent y (y=—2 in model A and y =0 in
model B) and ultimately chose y =d (d is the spatial di-
mension) in order to obtain the Kolmogorov 3 law for
the kinetic energy spectrum in the IR limit. Once this
was done, they proceeded to compute other exponents
and, remarkably, scaling law amplitudes, all in reason-
able agreement with available experiments or simula-
tions. There were however a number of technical
difficulties with this approach, stemming from the fact
that the critical dimensions of the random force and of
the generalized viscosity were different unless y =—2
when d =2.

Here this problem will be reanalyzed within the
context of field-theoretical renormalization tech-
niques,>>%%° in the spirit of Refs. 8 and 9. In particu-
lar, a double expansion about d =—y =2 will be per-
formed (see, e.g., Ref. 8 for a similar application) and the
renormalization will be carried out using the minimal
subtraction method.!*> However, unlike what was found
in Ref. 8, having the noise exponent different than its
equilibrium value leads to nontrivial modifications to
other exponents, although they will go continuously over
to those found by Forster et al.> when y = —2 for model
A.

In the next section, a path integral representation of
the Martin-Siggia-Rose generating functional'®!! is
presented.? The perturbation expansion associated with
this problem is analyzed in Sec. II1. As was the case in
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Ref. 10, the viscosity and the nonlinear coupling con-
stant are found to be marginal when €e=4+y —d van-
ishes; however, the noise becomes marginal when
€+2+y vanishes. In order that the theory be both IR
and UV renormalizable, it is necessary that both quanti-
ties vanish simultaneously, i.e., for d = —y =2, the equi-
librium case discussed in model A.* Deviations from this
case are discussed within the context of an € expansion
in which it is assumed that 2+y ~O(€). A nontrivial
fixed point which differs from that found in Ref. 10, but
which is a generalization of that found in Ref. 3, is ob-
tained.

Scaling forms for the energy spectrum, velocity time
correlation function, energy dissipation rate, and the
average Green’s function are presented in Sec. IV. Since
the wave-vector dependence of these quantities depends
on whether the trivial or nontrivial fixed point is IR or
UV stable (this in turn is governed by the sign of e),
these quantities are presented in crossover form. In any
spatial dimension, there are three choices of y which
give the Kolmogorov 3 law, and these are considered in
some detail. Finally, Sec. V contains some concluding re-
marks.

II. PRELIMINARY REMARKS

As is commonly done, the turbulent flow will be
modeled by the fluctuating Navier-Stokes equations; i.e.,

av(r,?) )
Y +v(r,?)-Vv(r,t)
pr(r,t) 5
=—V |———— | +vVv(rt)+f(r,t) (2.1a)
and
V- v(r,t)=0. (2.1b)

Henceforth, an incompressible fluid with density p, kine-
matic viscosity v, and hydrostatic pressure p,, is as-
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sumed. The last term on the right hand side of Eq.
(2.1a), f(r,?), is a random forcing function which is as-
sumed to have zero mean and Gaussian statistics. For
the moment, the variance of f(r,?) will not be specified.

d%, dw,

(io+vk?we(k, w)——V“Bfo pavEY

where henceforth, Greek superscripts denote Cartesian
components, repeated indices are summed, f, is the
transverse part of the forcing function, the Fourier
transforms are defined by

vik,)= [d [diei®T=Vy(r,1), 2.3)

vAk—k,0—w v
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Since the flow is assumed to be incompressible, only
the transverse part of Eq. (2.1a) is needed; by Fourier
transforming Eq. (2.1a) in space and time, this is easily
shown to satisfy

(ki) —f,(k,0)=0, (2.2)
T
where
<I>k T—kk. (2.4b)
The  starting point of  the field-theoretic

renormalization-group calculation is the path integral

representation of the Martin-Siggia-Rose!*!! generating
etc. The vertex function ¥V is defined by functional, =, which can be obtained from the equations
of motion, cf. Eqs. (2.1a)-(2.2), in a variety of waysz‘ls.

VERY = kPOEY + kY PP, (2.4a)  For example, following Jensen,’ it follows that

|
2(&,8)= [ Dv(r,n]D[¥(r,1)]
a4
<exp ff kff’l 7 —k, —0) |(io+vkUk,o)— ko)
d%%,dw

V“ﬁVf dﬂ‘ Pk —kj,0—w 0" (kj,0;)

+&(—k, —w)-V(k,0)+&{(—k, —0)-vik,0) >, (2.5)

where { ) denotes an average over the random forcing function. Note that the domain of the path integral integra-

tions includes only the transverse fields.

For Gaussian statistics, the average in Eq. (2.5) is easily carried out, and hence,

E(,8)= fD[v(r,t)]D[V(r,t)] exp[iLo+iL; + &(

where
d% d ;
lLo._ff )df)l

lle“ffffd %k dwd’k,do,

2(d +1 v~
277.) +1)

and where
(f(k,w)f(k’,0"))

=Q2m) 18k +k )80+ N T—kk)Q(k,0). (2.7¢)

Following Forster et al.’> a coupling constant, A, has
been included in the definition of the interaction La-
grangian, cf. Eq. (2.7b).

In the absence of persistent forces, the motion of the

—k, —)-¥(k,0)+ £

—k, —0)(io+vk)vik,0)— 19—k, —o)-(T—k

k, —o)VEPWAKk—Kk|,,0—0 0" (k;,0),

-k, —w)vik,0)], (2.6)

Q(k w)V(k,w), (2.7a)

(2.7b)

system is governed by the functional extrema of
I'[{¥(r,t)),{v(r,t))], the generating functional of one
particle irreducible (1-IP) diagrams. It is related to =
by:

C(¥(r,0)),{v(r,1))]
= —In[Z(£,0)]+ [d% dr E(r,0)-(¥(r,1))

4+ &(r,t)-(v(r,t)). (2.8)
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III. PERTURBATION EXPANSION
AND RENORMALIZATION

The presence of L in Eq. (2.6) makes the exact evalu-
ation of I" impossible, and a perturbative expansion must
J
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be used. As is well known,'® I is just the sum of all 1-IP
terms in the series.

The one-loop corrections to the low-order vertex func-
tions are represented diagrammatically in Fig. 1. Fol-
lowing Ref. 8, the lines on the diagrams correspond to

200k, 0k,

(vik,0)v(k',0')), = W— Qm) 8k +k' S0+ 0' )= — (3.1a)

[0)] 1%
~ ’ ’ la_;k d+1

(vik,0)V(K',0"))g = P QT 8(k+k o+ )= —— (3.1b)

LW V.
and

= ' isz d+1

(Vk,0V(K,0'))y = g kK B0 +0) = (3.1c)
—lw v

where the subscript O denotes an average in the zeroth-
order theory.

At this point, the correlation of the random force
must be specified, and, as was done by Yakhot and
Orszag,10 it is assumed that

Qk,w)=Xk 7. (3.2)

Note that the choices y=—2 or 0 correspond to model
A (equilibrium) or model B of Ref. 3, respectively. Hav-
ing y noninteger complicates the renormalization of the
theory. As is well known, the starting point is to find
the spatial dimension where the primitively divergent
(i.e., relevant) quantities are marginal or where they have
behaves as the UV cutoff, A, to some integer power (typ-
ically as A2 which is then eliminated by a mass subtrac-
tion'%). Simple power counting arguments show that the
integrals corresponding to Figs. 1(a), and 1(c1)-(c3) are
logarithmically UV divergent when

€e=4+y—d=0 (3.3)

(c)

FIG. 1. Primitively divergent one-loop Feynman diagrams.

but that Fig. 1(b) becomes marginal when €424y van-
ishes. In equilibrium, y = —2 and all three classes of in-
tegrals become marginal in d =2, the upper critical di-
mension for the problem.’ Moreover, it is easy to show
that these are the only primitively divergent types of ver-
tex functions. On the other hand, Yakhot and Orszag
present an expansion around €e=0 and argue that y =d.
If this is the case, then the contributions to the perturba-
tion expansions of the type depicted in Fig. 1(b) will be
super-renormalizable UV but nonrenormalizable IR.

In order to get around this difficulty, a double expan-
sion will be carried out; namely, the perturbation series
is expanded about d=—y=2 assuming that
€/(€e+2+y)~O0(1). This is similar to the analysis given
at the end of Ref. 8, but as will soon be shown a very
different result is obtained.

The theory is renormalized by the minimal subtraction
method.'? Specifically, the integrals are examined slight-
ly below their upper critical dimensions, with the upper
cutoff set to infinity, with the external frequencies set to
zero, and with all external wave vectors scaled by some
wave-vector scale k. Renormalized viscosity vy, noise
amplitude Xy, and coupling constant Ag are then intro-
duced so as to cancel the poles in € or (e+2+y). (Thus
only the divergent parts of the integrals need to be cal-
culated.)

By using the results for the integrals depicted in Fig. 1
contained in the Appendix, it follows that to one-loop
order,

Aju
vevg |[1— —22 ) (3.42)
€
Ajqu
X=Xg |[1——4% (3.4b)
€+2+y
and
A=Ag, (3.4¢)
where
Sy(d?*=2)
Ay (3.5a)

=24 2mUd +2)
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XR)L%{K7€
Up=—"7
Vi

(3.5b)

is the dimensionless coupling constant for the problem.
In Eq. (3.5a), S;=27%?/I'(d /2) is the area of the d-
dimensional unit sphere, and hence, 4,=1/(167).

Equation (3.4a) was found in Ref. 3 and Eq. (3.4b) is a
simple generalization of their result (this was expected,
cf. Appendix); moreover, as was argued in Refs. 3 and 4,
the fact that A=Ag is due to the symmetry of the La-
grangian under Galilean transformations and will hold
to all orders. Finally, for the equilibrium case, the sys-
tem obeys the fluctuation dissipation theorem;>* this is
reflected in the fact that vg /Xg =v/X for y = —2.

Once the relationship between the bare and renormal-
ized quantities is known, it is a simple matter to derive a
renormalization-group equation by noting that the re-
normalization procedure has introduced an additional
parameter, «, which is absent from the bare theory.
Hence, for any function F

OF | o, (3.6)
9K v, A X
or
oF oF IaF
o +B. P +B, F
K VRsAR UR 25 VR AR K VR up,Ag K
=0. (3.7

The Wilson functions are given by

€
- —u» A - — 3.8

B Ugp |e—ugp Ay et2+y (3.8a)
and

Bv: _ AduRVR (3.8b)

J

F=R“[W&R)R 2] “F |{Rk;}I_,, | ——

iyi=1D W(KR )R -2

for any length scale R. In particular, it must hold for
R =k ! (k is one of the external wave vectors), and in
this case,

w

._Zd,[W(K/k)]«d,F e
W(k/k)k

F=k % Ul(k/k)

>

(3.13)

where, for the sake of concreteness, a two-point function
(which depends only on a single wave vector and fre-
quency) has been assumed.

There are two fixed points, U=0 and U=u*. For
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to one-loop order. Note that the term in €/(e+2+y) is
absent in the work of Yakhot and Orszag, since the
noise renormalization was ignored in computing the cou-
pling dimensionless coupling constant Wilson function.

It is easy to show that the general solution to Eq. (3.7)
must have the form

F=F[{k;}]_,{o}7-;U(K), W(K)], (3.9)
where, to one-loop order,
uRu*
Ulk)= — S (3.10a)
Ur +kK e(u*—uR)
* _—€ —v/e
W(k)=vg L. , (3.10b)
ug +k " (u*—ug)
€
= (3.11a)
14 3—e/(e+2+y) a
and
=1 3.11b
u =4 ( )

Note that for y = —2, the coupling constant fixed point,
u*, is exactly the same as that in Ref. 3; this is not
surprising, but would not be the case if the noise renor-
malization were omitted.

From Egs. (3.8) or (3.10) it follows that there are two
fixed points: ug =u* and ug =0. The former is stable in
the IR limit for € >0 and the latter for € <O0; the reverse
is true in the UV limit. In addition, note that even when
it is stable, the mean-field fixed point (i.e., ug =0) is ob-
tained only for uz <u*. (Analogous behavior was ob-
served in Ref. 3.)

A further constraint on the functional form of any
quantity is imposed by dimensional analysis. For exam-
ple, if

[F]~ (length)” (time)"
then, cf. Eq. (3.9), it follows that

(3.12)

€ >0, the former governs the scaling form of any func-
tion for k >>« whereas the latter governs the behavior
for k <<k. The reverse is true for € <0. Analogous be-
havior was observed in Refs. 3 and 10-12.

IV. SCALING FORMS OF CORRELATION FUNCTIONS

A. The energy spectrum

An important quantity in turbulence is the energy
spectrum E (k), (d,=—2, d;=3). Equations (3.10a),
(3.10b), and (3.13) show that
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E(k)=k[W (k/k)PU (k/k)E[U (x/k)], 4.1)
where an explicit factor of U has been included to reflect —
the fact that E (k) must vanish in the absence of the ran- - 10.01
dom force. In the appropriate limits, Eq. (4.1) gives =
=]
u* 1-2y/e b
k=% | — upE(0) if k- oo g 00
U —upr =
E ( k ) -~ *2.}, /€ E
k1727 | =— u*E(u*) if k>0 (4.2) = —10.0
Ug =1
Note that Eq. (4.2) reduces to the result of model A of @
Ref. 3 when y — —2. In addition, the nonclassical ex- = _20.0
ponent agrees to first order in four dimensions with the
results of model B of Ref. 3 when y =0 and with the re-
sults of Refs. 11 and 12(b) when €/(€+2+y) << 3. —10.0 —5.0 0.0 5.0 10.0
As was noted by Yakhot and Orszag, when U—u*, Log (K /x)
1

the exponent y can be chosen in order to give the Kol-
mogorov 3 law (e.g., ¥ =4%); this will happen for e=2$ or
for y=y., where

9d —22+(100+ 132d +9d?)'?
= 12 ‘

(4.3)

In three dimensions, y , =2.4184 and y_ = —1.5851.
Note, however, that as d —2, only the negative root ap-
proaches -2 [y +2 ~ —2(2—d)] and it is not clear if the
choice y =y, is consistent with the perturbation theory.
It is easy to see that € is positive for the choice y =y
and negative when d >2 for y=y _. Hence, in the latter
case the nontrivial fixed point governs the high-wave-
vector behavior of the energy spectrum. The reverse
was concluded by Yakhot and Orszag who found that
y =d gave Kolmogorov’s 3 law as k —0 (the difference
is again related to the noise renormalization).

The choice e=% also gives the Kolmogorov $ law at
high wave vectors. However, now the energy spectrum
will diverge as k ~1%® for k—0 in three dimensions.
This is nonintegrable unless cut off at small wave vec-
tors, thereby introducing another parameter. Moreover,
as will be shown below, the choice 62%, while produc-
ing the Kolmogorov static exponent, gives a dynamic ex-
ponent which is mean-field and not in agreement with
Kolmogorov’s analysis.

The scaling form of the energy spectrum can be ob-
tained by expressing the renormalized perturbation ex-
pansion in terms of the scaling functions U(k/k) and
W(k/k) and e-expanding the explicit k dependence to
the appropriate loop order. To zero-loop order this
gives

Sa(d —1)
k)~ 2 LKW (k /K TPU (k /KOAR .

4.4
dQ2m)? :

Figure 2 shows the behavior of E (k) for various
choices of the parameters. As was mentioned before,
mean-field behavior is obtained for long wavelengths
when € <0; non-mean-field exponents are obtained for
high wave vectors, with the crossover occurring at
k = k. Moreover, even for € >0 nontrivial exponents
can still be obtained for high wave vectors for the

FIG. 2. Examples of the energy spectrum in three spatial di-
mensions. The exponent y has been chosen to give
Kolmogorov’s % law in some region. The curves correspond to
@e=%¢..., ®y=p, (———),and () y=y_ ( ).
In each case, ug /u*=0.5.

correct choice of y. Hence, in this case, if the applica-
tion of the model to a turbulent fluid is valid, « should
be identified with the low-wave-vector edge of the iner-
tial subrange.

On the other hand, if y is chosen to give some
specified exponent (e.g., 3 for y=y ) in the low-wave-
vector regime, then « can be identified with the upper
end of the inertial range, although if this is the case, the
behavior for the dissipative range will not be what is
found experimentally [e.g., in Fig. 2 curve b,
E(k)~k ~%*8 for k >>«]. In addition, this choice will
result in an energy spectrum which is nonintegrable at
small wave-vectors if ¥ > 1 (cf. Fig 2, curves a and b).
These divergences can be handled elegantly by introduc-
ing composite operators [i.e., v(r,?)v(r,?)] with additive
renormalizations'® into the calculation; to low-order this
is tantamount to introducing a lower cutoff.

B. Dynamic velocity correlations

Another quantity of interest is the fluid velocity auto-
correlation function, i.e., {v(r,z)v(0,0)). Denote the
space and time Fourier transform of this quantity by
S(k,»). Equation (3.13) implies that

>

S(k,0)=(T—kk)k ~W (x /k)F @

wxspe

(4.5)

Moreover, by repeating the argument which led to Eq.
(4.4) it follows that

—d
2U (k/K)W (k /K)k 4.6)

§(k,w) ~ (T—kk)

2
A% —2
: W (k/k)k? ] ]

1+l
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Note that Eq. (4.6) reduces to Eq. (4.4) when integrated
over frequency and multiplied by k%~!S,(d —1)/
[d(2m)d+1].

Equation (4.6) allows dynamic exponents z (o ~k?) to
be identified. For k€—0, z=2—y, but when k¢— ,
z=2. In particular, when ¥ is chosen to make the Kol-
mogorov 3 law hold, z=% for k—0. As was noted
above, e=2% also gives a Kolmogorov exponent for the
energy spectrum, but in this case, z=2 which is incon-
sistent with Kolmogorov’s argument (which gives z=2).

More generally, an effective wave-vector-dependent
viscosity, v.g(k), can be identified from Eq. (4.6); i.e.,

u* —v/€
VR |7y as k-
U —upg
verlk)=W(k/k)~ —y/e ~-y .
VR — as k€—0
Up K

4.7)

The decay of velocity correlations at a given point of
the system can be described by (v(0,)v(0,0)). From
Eq. (4.6) it is easy to show that

(v(o,t)v(o,o))=‘ffowdkE(k)e_wwmkzu| (4.8)

to zero-loop order, where E (k) is given by Eq. (4.4).

Of course, E (k) must be IR integrable in order that
the right hand side of Eq. (4.8) exist without introducing
a lower cutoff. This is the case for the choice y =y _ [cf.
Eq. (4.3)] and the resulting correlation function is shown
in Fig. 3. For long times,

|t |(2+y—d)/2, €<0

[t | —20-1/2=p) (4.9)

(v(0,1)v(0,0)) ~ ;

€>0
in particular, the correlation will decay as |t | ~1? for
y=y_ in three dimensions. The long time behavior for
€ <0 is a generalization of the well known long time tails
phenomena.>!” Note that the behavior at short times is
nonanalytic due to the presence of tIn(¢) terms, al-
though similar terms will arise from the one-loop correc-
tions.

C. Energy dissipation

As is well known,'® the energy dissipation rate per
unit mass, {€), is given by

d
(e)=[4 ’;d vk2(v(k)-v(—K)), 4.10)

(27

where note that all quantities on the right hand side of
Eq. (4.10) are not renormalized. Introducing renormal-

|

—1In
2
K2

F'YY(k,w)~io+vgk? [l+uR Ay

8(k2+iw/vg)
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0.0 4

—2.01 4

Logo <v(t)v(0)> / <v(0)v(0)> ]

1 1 i L 1

-4.0 -2.0 0.0 2.0 4.0

Logyo[ time ( arbitrary units )]

FIG. 3. The local velocity time correlation function for the
choice y=y_ and ug/u*=0.5 in three spatial dimensions.
Note, cf. Eq. (4.9), that the asymptotic decay is as 7 ~ %,

ized quantities and putting the result in scaling form
gives

<e>=f0°°dk dveg(k /k)k2E (k /k) 4.11)

to zero-loop order. From Eqgs. (4.2) and (4.7), it follows
that the integral on the right hand side of Eq. (4.11) will
be UV integrable only for € >4 or for ¥ > % and € <0. If
neither condition is met, then an upper cutoff must be
introduced (the wave-vector characterizing the dissipa-
tive range). Clearly this must be done in equilibrium for
d <6. In addition, the UV divergence first appears when
y=§, i.e., the choice which produced the Kolmogorov
energy spectrum. In addition, the integral is IR diver-
gent for € >0 and y > % (this is the situation in Ref. 10)

and thus a lower cutoff must be introduced.

D. Linear response and one-loop corrections

The space and time dependence of the average relaxa-
tion of small fluctuations is described by the average
Green’s function. Up to this point, only zero-loop ex-
pressions for the correlation functions have been exam-
ined; however, using the results of the Appendix [cf. Eq.
(A.11)] it follows that the renormalized inverse Green’s
function, ' V(k,w), satisfies

+H(io/vgk?) (4.12)

’+0(62),
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where bare quantities were replaced by renormalized
ones in the finite parts of the one-loop terms,

(14+2x)(1—4x) 24y

H(x)= Tox e
(142x)? 2 1+x
+————— |[14+(2x)*]In —1In(2)
(4 )2 [ ] I

+ 11n(2), (4.13)
and where the factor i (Bk was dropped. The function
H(x) has a branch cut for —1<x < —1, is analytic at
x =0,

H(x)~3In(2)+[In(2)—H]x+ -,

L0k, @)~ o+ W kR |1+ LEERY (1 /W (kR K] — L in(8R [k +i0/W(KR)]}) | +0(€2),
u
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and decays as

L _1in2)]x ! for |x | —> .

In addition, it is finite as x — — 1 +.

Equation (4.12) is the result of the naive perturbation
theory and is not consistent with the renormalization-
group equation, cf. Eq. (3.7), except when e-expanded.
In order to remedy this, vg and ug must be expressed in
terms of W and U, and the result brought into a form
consistent with Eqgs. (3.12) or (3.13). By noting that

vg ~W (kR)[1— A,U (kR)In(kR)],

it is easy to show that

(4.14)

where y is given by Eq. (3.11a). Note that the scale parameter, R, has not been specified. Equation (4.14) is con-
sistent with the full perturbation expansion, the renormalization-group equation, and with dimensional analysis. In
addition, it is free of any logarithmic singularities as k or ®—0.

The space and time Fourier transform of Green’s function, G (k,w) is obtained by inverting the right hand side of

Eq. (4.14);ie.,
N 1

(4.15)

G(k,w)=

where s =w /[ W (k/k )k?] and where, as in the previous
section, the scale parameter has been set to k ~!. Simple
dynamic scaling laws will be obtained when U (k/k) at-
tains its fixed point values, cf. Sec. IV B. Nonetheless,
the time dependence associated with Eq. (4.15) is non-
trivial. This behavior is shown in Fig. 4, where the in-

W(kc/k)G(k,t)

0.0 2.5 5.0 7.5 10.0 12.5 15.0
KW (rc/k)t

FIG. 4. The time representation of the scaled Green’s func-
tion for various values of U(x/k)/u* for the choice y=y_ in
three dimensions. The curves were obtained by numerically in-
verting the Laplace transform. The figure shows the
differences between the classical (U /u* =0, exponential decay)
and nonclassical (U/u*=1) behaviors. The latter is clearly
nonexponential and will be observed for high wave vectors.
(The curves are evenly spaced in increments of U /u*=0.1.)

W (k /K )k (is + 14y U G /k ) { — L In[8(1+is) ]+ H (is)} /u*)’

verse Laplace transform of the right hand side of Eq.
(4.15) was taken, with time scaled by KXW (k /k).

Note that choosing R =k ! introduces a kZ%n(k)
nonanalyticity at kK =0 in the denominator of the right
hand side of Eq. (4.15). This nonanalyticity was not
present in the renormalized perturbation theory; it
reflects the fact that linking the scale parameter to k
when the latter is zero does not make too much sense,
and an alternate match condition should be considered
[e.g., ©R?/W (kR)=1].

Similar problems occur in equilibrium critical phe-
nomena; e.g., in magnetic systems, the match condition
is chosen differently depending on whether the external
magnetic field is zero (away from the critical tempera-
ture) or nonzero (at the critical temperature). Finally,
note that a uniform approximation has been proposed by
Rudnick and Nelson.'” An analogous approximation
would be to choose the scale R such that

2

2
@R =1, (4.16)

2
e

although in the nonclassical limit, R must be determined
numerically.

The coefficient of the explicit k2 factor on the right
hand side of Eq. (4.14) defines a generalized frequency
and wave-vector-dependent viscosity, which, when k =0,
becomes

|_ YU®&R JIn[8pR2/W (kR )]

=W (kR
Verlp)=W (kR) 2

>

(4.17)
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where p=iw is a Laplace transform variable. Now a
natural choice for the match condition is
8pR2/W(kR)=1  which implies that wvg(z)
=WI[kR(p)]=8R2(p)p. Repeating the analysis which
led to Eq. (4.7) shows that veg~p ~!/>~7) in the nonclas-
sical regime; in particular, for the Kolmogorov choices
0fy> Vex ~D _3/2'

VI. DISCUSSION

In this work a generalization of model A of Forster
et al.’ was analyzed using field-theoretical renormaliza-
tion techniques. In the equilibrium limit (i.e., y = —2)
the results reduce to those found in Ref. 3. In addition,
they agree to O(e) with those of model B for constant
low-wave-vector forcing. Thus the renormalization
scheme introduced here continuously interpolates be-
tween these two very different limits.

This calculation was motivated by the recent applica-
tion of the fluctuating Navier-Stokes equations to tur-
bulence by Yakhot and Orszag.!° While many of the re-
sults found here are similar to those found in Ref. 10,
there are still numerous differences, all arising from the
way in which the noise renormalization was handled.
Most important is the wave-vector regions in which non-
trivial exponents are obtained for the energy spectrum
(cf. Sec. IV A). This paper is concluded with some gen-
eral comments and some open questions.

(1) This calculation resulted in three possible choices
for the noise exponent which yield the Kolmogorov %
law in some region; however, only one of them connects
continuously with equilibrium. Moreover, only this one
gives the Kolmogorov spectrum for high wave vectors
and the others require IR cutoffs.

(2) The choice y =y, is closest in spirit to what was
found in Ref. 10; specifically, the noise disappears at
high wave vectors and has its maximum effect at small
ones. Not too surprisingly, many of the results present-
ed in Ref. 10 can be reproduced with no or only slight
modifications. On the other hand, the choice y=y_ re-
sults in a more equilibriumlike noise in that it grows as
the wave vector is increased. The growth, however, is as
k138 which is less than that found in equilibrium. The
most important difference between these two fixed points
is in whether they are IR or UV stable; the former gives
the Kolmogorov $ law as k —0, whereas the latter gives
it as k— . One exception to this observation occurs
when ug =u*, in which case U (k/k) does not flow with
k; however, there is no obvious reason why ugp =u* in
general.

(3) If the model for y =y, (or that given by Yakhot
and Orszag) is to be applied to turbulence, then addi-
tional IR cutoffs must be introduced into the theory for
phenomena on scales longer than those characterizing
the inertial range. Moreover, the nature of the energy
spectrum in the dissipative range is probably not correct.
The choice y =y _ gives a Kolmogorov spectrum in the
UV limit and thus does not require an explicit IR cutoff,
although the form of the energy spectrum at small wave
vectors is universal and is probably too simple to be
correct in general.
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(4) Strictly speaking, away from walls, the random
force should be interpreted as the divergence of a ran-
dom stress tensor. In equilibrium, the random stress is
6-correlated in space (hence, the choice y =—2 in Ref.
3). The choice y =y _ corresponds to a k ~%° decay in
the random stress correlation function in three dimen-
sions.

(5) It is still not clear why making y =% is relevant to
turbulence. Nonetheless, it is interesting to note (cf. Sec.
IV C) that this is the value which makes the total kinetic
energy dissipation rate marginal, and in particular, im-
plies that the dependence of the dissipation rate on the
details of processes in the far dissipative range (for
y =y _) or in the sub-inertial range (for y =y ,) will only
be logarithmic (this is just Kolmogorov’s scaling hy-
pothesis).

(6) The renormalized parameters, up and Xy are relat-
ed to the bare ones by Egs. (3.4a) and (3.4b) to one-loop
order. For €/(e+2+4y)~0(1), it is easy to show that
the general term in these series must have the form

(ug 7€)'c,[e/(e+2+y)],

where the fluctuation dissipation theorem implies that
the coefficients c, (1) must be equal in the X and v renor-
malizations. Of course, it remains to be shown whether
or not the perturbation expansions are useful in regions
of interest (in particular for € large). Moreover, the rela-
tionship between the bare and renormalized parameters
must be known before amplitudes appearing in the scal-
ing functions can be computed and the radius of conver-
gence or asymptotic nature of the series given in Egs.
(3.4a) and (3.4b) is known. Nonetheless, even if the
series relating the bare and renormalized parameters
cannot be summed explicitly it is assumed that the re-
normalized quantities are finite and that the functional
relationships derived from the renormalization group
remain valid (the two amplitudes relating uz and vz to
the bare quantities would then be fit to experiment).

(7) Finally, it has been possible to derive crossover
forms for the various correlation functions to zero- or
one-loop order. Except in a full € expansion, these have
depended on the choice of the scale parameter R =k ~ '
It is well known that other match conditions [e.g.,
o=W (k/R)R ~?] will give alternate resummations of
the perturbation series which may be more appropriate
for certain situations. These will be investigated in the
future.

ACKNOWLEDGMENTS

Many discussions with Victor Yakhot are gratefully
acknowledged. Portions of this work were supported by
the Alfred P. Sloan Research Foundation, and by the
Camille and Henry Dreyfus Foundation.

APPENDIX

Here the evaluation of the one-loop integrals to O (1)
will be presented. As was mentioned in the text the
singular parts of the integrals are easy to obtain once the
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nature of the singularity is known. Moreover, it is easy are trivial modifications of their results.

to show that the one-loop viscosity correction, cf. Fig. The finite parts of the integrals must be known if scal-
2(a), diverges as € ! as €—0, and that the noise correc- ing forms valid to one-loop order are desired. For exam-
tion, cf. Fig. 1(b), diverges as (e+2+y)~'. Since the ple, consider the one-loop correction to the viscosity

coefficients of singular parts of the integrals for the case =~ shown in Fig. 2(a). This diagram corresponds to the in-
y = —2 are given by Forster et al.’, Eqgs. (3.4a) and (3.4b)  tegral

VErT oL,
| k—k; [*Plio+v(ki+ [k—k|))]’

: a;B,y
-2 lXVk
AVk = [ dx,

(A.1)

where the intermediate frequency integration has been performed. Next, the explicit form of V [cf. Eq. (2.4a)] and
transversality are used, and the change of variable k;—k;+ 1k is made; Eq. (A.1) thus becomes

B by 'BBB v
o IXAVERTY R R T e
AV = d 1 R, 3 e (A.22)
(2m)%v | k—3k | P lio+2v(kT++k?)]
= 4+5, (A.2b)

where A4 corresponds to the integral resulting from the first term in the brackets in the numerator of Eq. (A.2a) and B
to the other. In addition, since AV is a transverse rank-2 tensor function of k in an isotropic system, it must be pro-
portional to ®,. Moreover, the proportionality constant is obtained by taking the trace of the right hand side of Eq.
(A.2a) and dividing the result by (d —1).

First consider 4. Divide the integral in half, let k; — —k; in one part, and carry out all the indicated contractions;
this gives

AP, i kkikf(hi — kM= (k)] ! L NV )

(2m)*vd —1) DR LRP—(kok Pllio+2v(k T+ 1kD)] | [ ky— 1k | 2P [k 4+ ik 2

where, in addition, terms which are odd under k,— —k; have been dropped. Equation (A.3) can be rewritten in d-
dimensional polar coordinates as

ikzx?é'ksd-lkz*ffwdk K2k —1)
C@r)hAd—1) Yo ! iw*+2(k%+%)

sin?(0)cos(H)

x ["de6
fo (k3+1)*—[kcos(0)]?
x : - 1 (A4)
[kT4+4—kicos(8)]?+”2  [k34+ L4k cos(6)]2+»72 | '
where all lengths have been scaled by k ~! and w* =w /(vk?).
It is easy to see that this integral is marginal when € =0 and that it vanishes when y = —2; hence, for the renormal-
ization scheme discussed in the text, only the leading order dependence is needed and it follows that
iuvAy(2+y)kd
L YRR TR L ote. (A.5)
2e
The same steps can be repeated for B which becomes
uvSy _ Bk ¢ . k4 +1sin%(0) kicos(0)[2k cos(8)+1]
= ddlk fdklfde 2 12/2- 2 d_+]2 : ’
(2m)%d —1) 0 0 [kT++—kcos() PP [iw* +2(k]+1)] ki++—kjcos(6)
(A.6)
where the symmetrization under k,— —k, was not performed. The singular part of this integral is contained in
uvSy _ k€ k4 +1sin%(0) 2k3}cosX()
i d—1%Pk 1 d—2y—1= " (A7)

“dk [7d6
(2m)¥d —1) fo fo (kI + 12T [iw* +2(kt+1)] ki+1
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This integral can be performed and gives
iuvS k2 2k /k) <D,
B'= 7
4d(2m)

L5334 2 - 20"

(d —2)B

Y
m

+———>B

= 2’__
d+2 +

2 2

1,%;4+§;—2m*

where B (x,y) is the beta function and F(a,b ;c;z) is the hypergeometric function. In e-expanded form this last result

becomes

ivu 4, P ® )2
LTy en(2k ) — £ | LR,
2 (2iw*)

n(1+2iw*)—

(A.8)

+ 0 (¢€),

io*

where recall that d —2~O(e). The remaining part of B is finite and may be evaluated at d = —y =2; i.e.,

i2qud_1k2

k] cos*(0)sin*(8)

(A.9)

BB ~——= [“dk, ["de )
(ZTr)d(d—l)fo 1fo (k3 4+1Plio* +2(k3 +D)1{(k} +1)*— [k cos(6)]*}

This integral can be expressed in terms of elementary functions as

iw
2

2(1+iw*)
(14+2i0*)

— *
iuAgk*vd, +io*(1+io*)n

—1_
8

3 1
16i0* 4io*

1
1+ "

4iw

Finally, combining Egs. (A.5), (A.8) and (A.10) gives

1, |8k’ +iw/v)
—_Tln _—
€

KZ

AT;'\'I"VIIAdE;k +H(tco')

where H (iw*) is given by Eq. (4.13).

In[(1+i0*)(1+2i0*)]

+ 0 (€),

. (A.10)
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