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Models are presented as examples in order to illustrate. the previously proposed theory of mea-

surement in quantum mechanics [R. Fukuda, Phys. Rev. A 35, 8 (1987)].

It is based on the

specific structure of the Hilbert space of the macroscopic system. It is shown that after the in-
teraction of an object with a detector we have to prepare the exponential of the extensive opera-
tors to recover the interference which is lost in the measuring process.

I. INTRODUCTION

Recently much attention has been paid to the problem
of measurement in quantum mechanics, which has a
long history of controversy in theoretical physics.! We
have presented in Ref. 2 a novel theory of measurement
based on the elucidation of the structure of the Hilbert
space of the macroscopic systems. The purpose of this
paper is to give several examples. These models are
selected by the criterion of simplicity so that they will
not be the realistic models of measurement but we can
clearly illustrate the ideas of I by these models.

Let us first summarize the arguments of I, which are
essential for the discussions below. They are given in
two steps.

A. The structure of the Hilbert space
of the macroscopic system

It is convenient to discuss a quantum-mechanical mac-
roscopic system by a second quantized field theory. (By
macroscopic we mean that the number of degrees of
freedom N or the volume of the system is infinite with
N /V fixed.) The system is assumed for simplicity to be
described by a local bosonic field ¢(x) [and its conjugate
field 7(x)]. Now associated with any macroscopic sys-
tem are extensive and intensive variables. In the macro-
scopic limit the extensive variables do not exist as opera-
tors in the Hilbert space since their matrix elements are
infinite. The intensive variables are divided into two
classes. Class I involves operators which are represented
by the averaging over the macroscopic region V; for ex-
ample fd3x¢(x)/V, fd3x fd3y¢(X)C(x—y)¢(y)/V,
etc., where C(x—y) is a c-number function and ¥ does
not necessarily represent the volume of the whole system
but may be a subregion as long as it is macroscopic.

Class II contains the remaining operators. They have
local information; for example, ¢(x), 7(x), f d3yC(x
—y)é(y), etc. [Here we have to subtract f d’x¢(x)/V
from ¢(x), for instance.]

The intensive operators of class I are known to lose
fluctuations in the macroscopic limit. Mathematically
this is due to the law of large number or to the central-
limit theorem and can be proved by the stationary
phase. It means that the class-I operators become c
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numbers. For the proof of this statement and for the
determination of the time development of these c-
number variables, it is convenient to employ the effective
action used extensively in particle physics; the general
rule is known once the Hamiltonian H¥ of our macro-
scopic system is given. Some examples of the effective
action are given below.

Let the effective action of an arbitrary operator A of
class I be T'[a], then T'[a] has the form V'T[a] (T is the
action density). Now

ol'[a]/da(t)=0

is the equation of motion of a(¢). Here a(t) is not the
expectation value of 4 but A4 is an operator of unit ma-
trix multiplied by the ¢ number a (z). We call a(?) a tra-
jectory.

Since the extensive variables and class-I intensive vari-
ables do not exist as operators, the Hilbert space is
defined by the class-II intensive operators. The c-
number values of class-I intensive variables play the role
of parameters to fix the Hilbert space. There are
numerous actual phenomena of this kind throughout
particle physics, nuclear physics, and solid-state physics,
etc.

We recall here that the conjugate variables of the
class-I intensive variables are extensive so that the opera-
tors that shift the value of the class-1 operator have ex-
tensive character. However, since we have no extensive
operators in the macroscopic limit, the class-1 operators
take a single value in one Hilbert space; there does not
exist an operator connecting two states having different
values of the class-I operators.

B. Measuring process

The measuring devices are macroscopic systems so
that they have the above-stated structure of the Hilbert
space; the Hilbert space is specified by the c-number
values of the class-I intensive operators of the detector
and each Hilbert space is constructed by the class-II in-
tensive operators of the detector and operators of the ob-
ject. Before interaction of an object with the detector,
the state vector of the whole system is given by
|0), | ), where | 0), is the state vector at time ¢ of an
object and | ), is that of the detector. The c-number
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values should be specified in order to fix [1),. Let A be
a dynamical variable of the object we are going to mea-
sure and |A;) be the eigenvector of A satisfying
AAD)=A; | A). In general we can  write
|0, = 3;ci(t)|A;). We neglect in the following the
influence of the detector on the motion of the object and
assume that c;(¢)’s are given functions of ¢. (If this back
reaction is large, our device does not act as a good detec-
tor. We discuss this problem below using models.)

We adopt the following two conditions which any
measuring theory should satisfy.

(i) The state vector which is of the form
|0), |¥),=3,;ci(t)|A;) |¢), before interaction be-
comes after interaction 3ot [ A |,
=3,c(t)]i),. Here, |9,i), is the state of the detec-
tor specific to the state | A, ) of the object.

(ii) Two states vectors |i), and |i’), are totally in-
coherent if i=4i’.

The second condition is equivalent to the statement
that any operator cannot connect |i), and |i'), if
iz=i’. This is a necessary condition for the probabilistic
interpretation of quantum mechanics. After the interac-
tion we have the result

Zc;f(t),(i’l JA [Ec,-(t)\i), ]:2 lc;(2) ]2

so that | c;(¢)|? is the probability for the system to be in
the state |i),. It is simply the orthogonality relation of
| i), that makes this interpretation possible. The condi-
tion (ii) becomes crucial when we postulate that the re-
sult of the observation of any operator P after the in-
teraction, i.e., after (i) has occurred, should be that

3 e (0,40 ]P‘Eci<t>|i>:
=3 e | i [P i), ;

interference term (i’ |P |i) (isi') should vanish for
any P.

It is easy to see the validity of the above two condi-
tions in our case. Let the Hamiltonian of the object be
H? and the interaction between the object and the detec-
tor be described by H°™(A,$,7). Then the total Hamil-
tonian H is given by H =H°+HY + H°™. The total sys-
tem evolves in time according to the law

exp[ —iH (t'—1)]|0), | ¥),
= ZC,«(t’)exp[—iH(t’—t)] [A: ) [ ¥, .

For each channel specified by | A; ), H°™(A,,7) can be
replaced by H°™(\;,¢,7). Now we observe the follow-
ing important point.

Any variable whose value we read off on the detector
belongs to the class-I intensive variable.

Examples are the position of the needle, grain density, or
the current density, etc. The essential reason for the
above statement is that there is no fluctuation associated
with the class-I operators. (This may also be related to
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the usual assertion that there exist unavoidable uncer-
tainties in the measuring process.) In our theory the
measurement amounts to the determination of the Hil-
bert space to which our macroscopic system belongs.

Let A be a class-I operator of the detector chosen to
measure A of the object. The c-number equation of
motion of A4 is determined by the effective action density
I'[A;,a] calculated by the Hamiltonian H™(¢,m)
+HM(\;,¢,7). We solve dI'[A;,a]/da(t)=0 to get
a;{t) which depends on i so that the condition (i) is
satisfied. Since for different a;(z), the Hilbert space is
different so that if i~i’, the two states |i), and |i’),
are completely incoherent which is the condition (ii).

Here we observe the following two points.

(a) Since we have a deterministic equation of motion,
there is no fluctuation in the time development of the
detector variable ag;(¢); once A; is fixed we can predict
definitely the state of the detector system. This is a re-
quired condition for the measuring apparatus.

(b) The equation which determines a;(¢) is in general
nonlocal in time. It involves time derivatives of an
infinite order and we have to specify an infinite number
of the initial conditions in order to determine a;(¢). This
seems to lead to a difficulty but actually it does not. In
fact, in the actual experiment a;(¢) need not be specified
precisely but we have only to distinguish a;(¢) from a;(¢)
for different i and j. For that purpose it will be sufficient
to know a few initial values at ¢t =t,, say a;(ty) or
da;(ty)/dty. Remember that the terms with time deriva-
tives of high order come from the quantum effects and
contain factors of #i and hence are small.

For the actual situation, N (or V) is not infinite and
the interference remains. For finite N, extensive vari-
ables exist and class-I intensive variables receive fluctua-
tions. These assertions are illustrated in the following by
taking simple examples. We have in mind the Stern-
Gerlach type of experiment where the observed variable
A is the z component of the spin. The object particle is
prepared in the form of the wave packet which is
separated in two beams by the magnetic field. One (or
both) of the beams interact with a detector. We do not
discuss the process of the separation of beam and inves-
tigate the interaction of the one of the beams with the
detector. The problem is thus reduced to measuring the
position (of the wave packet) of the object. Our system
is described by

CJAD+ [ A |9 (1)

before interaction where |A;) (|A,)) represents the
wave packet traveling through the first (second) region
which we call the first (second) beam. These two regions
are separated macroscopically.

II. MODEL 1

We first consider a model in which an object particle
interacts with a macroscopic detector system consisting
of N particles. The coordinate of the object is deter-
mined by measuring the center of mass of the
detector—a class-1 intensive variable. It is not neces-
sary to employ the field theoretical method.
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Let us introduce the coordinates r and x; (i =1-N)
for the object particle and for the particles of the detec-
tor, respectively. The interaction potential is written as

N N
V=g 2 W(I'—X,')"' E U(X[—Xj) . (2)
i=1 i,j(si)=1

The following assumptions are made here.

(i) The coupling constant g is small, so that the calcu-
lations are done in the lowest (nontrivial) order in g.

(ii) The detector has a compact (macroscopic) size in
the sense that W does not change appreciably over the
detector region.

Now we denote the center-of-mass coordinate of the
detector system by X and the relative coordinates by x;.
Introducing x; =X +x; (3, x;=0) into W and then ex-
panding in powers of x;, the assumption (ii) allows us to
write V as

V~gNW(r—X)+Vr, 3)

where V™ contains relative coordinates only. The pre-
cise statement of (ii) is that V2W /W << (x'2)~!, where
(x'?) is the expectation value of the square of the rela-
tive coordinate of any particle in the detector. Equation
(2) leads us to the problem of separable coordinates. We
could have started our model discussions from Eq. (3)
neglecting V™. In this case the detector system is a sin-
gle particle with the coupling constant gN which is mac-
roscopic. The total Hamiltonian is thus
1 2 1 2 rel

H= 2,u.p + ZMP +gNW (r—X)+H™ 4)
where p(u) is the momentum (mass) of the object and P

32 N
i
=S,

exp—

mN

K(t,,Xp;t,,X,)=
(15, X, =\ 2minT
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(M =Nm) is the total momentum (total mass) of the
detector. We have assumed the equal mass m for parti-
cles in the detector. In Eq. (4) H™ refers to relative
coordinates. We take

W(r—X)=exp[ —(r—X)?/a?], (5)

where a represents the microscopic interaction range.
This is chosen to make the analytic calculation possible.
We do not write the wave function of the relative coor-
dinates in the following.

Now the discussions are given in several steps. We
first study the interaction of an object particle with a
detector system and then come to the situation given in
Eq. ().

A. Wave function of the detector

We consider the case where the velocity of the center
r.(t) of the wave packet of the object is large so that the
shape of the wave packet is not altered appreciably dur-
ing the interaction. We solve first the Schrodinger equa-
tion for X under the potential gNW [r.(¢t)—X], where
r.(z) is assumed to be a given c-number function of 7.
The effect of the nonzero width of the wave packet of
the object will be studied later in the discussion in Sec.
IT E below.

Let the wave function of the detector at time ¢, be
Y(t,, X,). Then at later time we have

Wtp, Xp)= [ dX K (1, Xp3t0, X (15, X,) . (6)

In Appendix A the kernel X is evaluated up to the first
order in g. With T =¢, —1t,, the result is

t
S=m(X,=X,)/2T +g [ " dt"(14+L)~"2exp({(t, —t')(t' —1,)(Xy — %, )2/ T —(t —t 1. (t')— X, |

—(t'—t,)r.(t') =X, 1*} /a*T (1+L)) , (8)

L =2i#(t, —t')(t'—t,)/a*TmN .

We assume r.(¢)=rp+vt with v constant and take
ty=—t,=T/2. Then in the limit |v| — oo, the region
t'=~0 dominates the integral over ¢’ in Eq. (8). By
changing the integration variable from ¢’ to 7= |v|¢’,
we get

K (ty,Xp;t5,X,)

~(mN/27riﬁT)3/2exp—l-§S’ for |v| — oo

(10)

[
S'=m(X, —X,)*/2T

-
+ﬂ%wexp%[(x“_x“)z—2<rm-x,,l)2

—2(rg — X1, (11)

where D =(1+i#T /2mNa)~! and X,1(X,y), for exam-
ple, is the component of X, perpendicular (parallel) to v.
Note that in the limit | v | — oo, the parallel components
are unaltered by the interaction. S’ is the effective ac-
tion written as a function of ¢,, X,, t;, and X,. It is
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more convenient than the usual effective action I' which
is functional of X(¢’) for z, <t'<t,. It is easy to see
that S’ is obtained from I'" by solving oI’ /9X(¢')=0 for
t, <t' <t, and substituting the solution into I'.

B. Macroscopic limit

Although our argument is independent of the initial
wave function of the detector, it is convenient to take it
as a wave packet of the form

W, X, )=V > expl — (X, —Xo)*/2m5] . (12)

In the limit N — «, the integral over X, in Eq. (6) is
dominated by the stationary phase, which determines X,
as a function of T and X, —a trajectory,

REXb-—-Xa—'AZO 5

Ae gTV'r Tor—Xai
S om|v|

exp[ — (X, —r10)*/a?] .

Note that X, ;=X,,. The quantum diffusion is absent in
this limit and the wave packet does not show spreading.
These results are valid for any ¢, so that at any instant
of time X, is a c-number-valued quantity which specifies
the Hilbert space defined by the relative coordinates of
the detector system. We continue to use the wave func-
tion as a function of X, although it has not a conven-
tional meaning in the macroscopic limit.
The wave function at time #, is calculated in Appen-
dix B for small g and large N. The result is
ll
a?

(14)

gTaD

L 22 (—1+DE&
2m | v| ( +Délexp

Y(1y, Xp ) ~tsexp | —

x [ 8(R)(1,,X,)dX,
+0(1/V'N )*,

where £ =X, —r1o, and ¥, is the value of ¥ at the sta-
tionary point. As is given in (B5) ¢, has an infinite
phase exp(icN), where ¢ is proportional to g. The wave
function is smeared out by the width 7y of the initial
wave packet, which is related to the efficiency of the
detector.

Actually Eq. (13) fluctuates due to the finite size of the
wave packet of the object. But this fluctuation is to be
measured; a detector should detect this fluctuation also.

C. Interference term

Let us apply the above results to the state of Eq. (1).
The detector is prepared in the first region. We first as-
sume that there does not exist a detector in the second
region. For the state |A;)|v¥) the wave function
Yi(t,,X, ) after the interaction is given by Eq. (14)
whereas for |A,) |¥) we set g =0 there since the sepa-
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ration of the two regions are assumed to be macroscopic
and the interaction is taken to be short ranged. We
write this as ¥,(2,,X,). In the macroscopic limit, due to
the & function in Eq. (14), matrix elements of any well-
defined operator between ¥; and 1, vanish. The condi-
tion for this to be ensured is

No<< |A| , (15)

which determines the efficiency of the detector. In the
following we assume (15) and set X, =X, neglecting the
width TNo-

If another detector is placed in the second region, the
argument goes through with a minor modification; the
state ¥, or ¥, becomes a direct product of the two states
referring to the two regions if the interaction between
particles contained in two regions is neglected. There-
fore the same reasoning as given above can be applied.

For finite N, interference remains, of course. Consider
large but finite N and take the matrix element (¢, P1,)
of any operator P. If P consists of operators of the ob-
ject and the relative coordinate of the detector then it is
of the order (1/V'N )3. In order to get the finite value of
the order unity, P should involve the total momentum
P=%/id/9X, of the detector in the form expiP-A/# to
shift the center-of-mass coordinate. [It is further multi-
plied by exp(icN) to get rid of the infinite phase.]

It is the exponential of the macroscopic operator that
recovers the interference.

Such an operator is hard to be prepared in the actual ex-
periment. From the theoretical point of view, taking the
expectation value of such an operator amounts to chang-
ing the Lagrangian (at some instant of time), i.e., to
changing the theory. This is easily seen by writing
(¢y,eP3/%p,) in the path-integral formula.

D. Back reaction on the object

Up to now, we have only considered the motion of the
center of the wave packet of the object which is assumed
to be a given function of r. We discuss here the motion
of the wave packet and the effect of the interaction with
the detector. Since we study the first-order effect in g,
we are allowed to set X, =X,=X, in the interaction
term. The kernel K (¢t,,1,,2,,7,) for the object is given
by Egs. (7)-(9) with the replacement mN —u, X, —r1,,
X, —r1,, 1.(t)—>X, Now the following two limits are
considered.

(i) (r,—r1p)*— 0, (r,—X,)? finite. This corresponds
to the situation where the object passes near the detec-
tor at t =t,. (This is not the case considered in Secs.
IIA-IIC above.) In this case the integral over ¢’ is
dominated by the region t'~t,. Then the kernel is pro-
portional to

.gN (ty—1, Ja’

e a,
#i rlz,

where «a is of the order unity. We can write

K~1+

gN Ta® gN v*T? pa’
%ol —/_va r; T4 ’

(16)
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Let the object be an electron and v, be the velocity of
the electron inside the atom and assume that a is of the
order of the Bohr radius. Then the last factor is equal to

1
T

w0t a 1
# U()T

a
Vo

by uncertainty principle. Since a /v is the typical atom-
ic period, the last factor is of the order of 107!¢ for
T =1 sec. The second factor of Eq. (16) is of the order
unity. Therefore the correction to the kernel due to the
interaction is small if the kinetic energy ,uvz of the object
is comparable to the interaction energy gN, i.e., if it is of
the macroscopic value.

(ii) (r,—1p)*—> 0, (r,—Xo)>— . This corresponds
to the situation we have discussed in Secs. ITA-IIC,
where t,=—T/2, t,=T/2. We take the limit T — oo.
The integral over ¢’ is dominated in this case by the re-
gion ¢’ =0 and the kernel is proportional to

K~1+i5ﬁ%ﬁ,
b

where (3 is a constant of the order unity. The magnitude
of the correction term is given by Eq. (16) multiplied by
|1, | /a which is of the order 10® for |r, | =1 cm. Itis
still small if the object has the kinetic energy of the or-
der N. Thus we are allowed to consider the object as a
free wave packet, the shape of which does not change
very much during the interaction if the velocity is large.

E. The total wave function

The wave function of the total system is written in
terms of the path-integral formula where the path of the
object is fixed and the path of the coordinate X is first
summed up assuming the fixed trajectory of the object.
Then it is given by

Wiy, X)) 3 [

Path

(i/A)Aq(P;)
e 0 ¢i(tb’Xb)¢(tavra )dra ’

(17)

where ¢(2,,r,) is the initial wave function (packet) of the
object and I p,y; is the summation over the possible
paths of the object which connect r, (at #,) and r, (at
t,). The function ¢,(t,,X,) is given by Eq. (6) where K
is evaluated with the fixed trajectory P; of the object.
Ao(P;) is the free action of the object particle corre-
sponding to P;. In the above discussions in Sec.
IIA-IID, we have assumed the free wave packet of the
object with the center given by r.(¢). If the width of the
packet is not large, the summation over the paths in Eq.
(17) is dominated by the path r.(z),

Wi, Xp)~ [P 01, 5,)dr,9(8,,X,) -

Here ¥(t,,X,) is given, in the limit |v| — «, by Eq.
(14). For finite width of the object, we have to perform
the summation over paths. Now different paths lead to
different values of A given in Eq. (13). In order to detect
the shape of the wave packet, the detector should satisfy

No<< | 84|
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where 8A is the variation of A due to the variation 8rj of
ro, which is of the order of the width of the wave packet.

III. MODEL 2

As a second example, we take a macroscopic detector
system which is described by a local Hermitian field ¢(x)
and the Hamiltonian is assumed to be

HY= [ d*[1(x)+ 1(x)a(VIp(x)], (18)

where ¢=d¢/dt and o(V?) represents the dispersion.
The object is again given in terms of the wave packet but
we concentrate our discussion on its center position r.(?)
which is assumed to be a given function of ¢t. The in-
teraction of the object and the detector is assumed to be
of Yukawa type,
e —p|r (1) —x|
HM=¢? | d’*x——¢(x), (19)
f [r.(t)—x| ¢

where 1/u represents the microscopic interaction range.
To measure the position of the object we choose the ¢
density defined by

__1 3
b= v f(xo,wd x d(x) , (20)

which belongs to class I. Here ¥V is an arbitrary macro-
scopic region around x,. If we choose V), as a rectangu-

lar region of the size Lg,Lq,Lo, so that
VO =LOXL0yLOZ’ then
1 ik-x 9(k)
¢_—‘/7 %e v, M(k), 2n
where we have defined ¢(x)=(1/VV )3, e’**¢(k) and
Lok
2 sin—2—
MkK)= [ |——— |, (22)
i=x,y,z ki

and V is the total volume.

A. The deterministic equation of ¢

Now the kernel K(t,,¢,(x);t,,¢,(x)) of this problem
is a functional of ¢,(x) and ¢,(x). It is easily obtained
by writing the Hamiltonian in terms of ¢(k); by Eqgs. (18)
and (19) our problem is equivalent to the system of un-
coupled forced harmonic oscillators. As is given in Ap-
pendix C, the result is expressed as

1/2
K_H ._____..alk____
- v | 2mifisin(w, T)
><exp—;-i-S(tb,qbb(k);t,,,m(k)) , 23)

where w; =w(k?). We write ¢(k) in terms of ¢ given in
Eq. (20) or (21) and the remaining independent variables
¢’(k). Thus S becomes a functional of ¢,, ¢,, d,(k),
and ¢, (k). In our case S can be separated as S =S5,
where S| is a function of ¢, and ¢, which is nothing but
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the effective action of ¢, and S, is of ¢,(k) and ¢, (k)
(separation of variables). In the following we do not dis-
cuss S;. A convenient way to obtain S, from S is to in-
tegrate over ¢(k) with the constraint given in Eq. (20);
exp(i /#S,) is proportional to

i

#i
~ [ TI 1d6,(k)18(8; —F)exp S

i=a,b

~f 1 [dd},—(k)]dJ,»expéVOJi((pi_dji)expés'
i=a,b

€xp So(tb,Jb;tayaa)

(24)

After integration over ¢, (k) and ¢,(k), we get the result
shown in Eq. (C5). Let us write r.(f)=ry+ v¢, where v is
taken in the z direction, and consider the limit
| v| — . We assume that o, is independent of k in or-
der to make the calculation simple, and write w; as o.
In W(J,,J,) the term D becomes proportional to Ly, in
the limit |v| — o since in Eq. (C7) the summation 3,
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ing off the interaction; e>=0. Therefore if we take the
limit Ly, — o, the integral in Eq. (C5) is dominated by
the stationary phase,

C 1

1= D-¢=0.

7z (25)

This is inserted in Eq. (CS5) obtaining the effective action
Sos
Soltysbp3ta,0.)=—12(D+Vod)C UD+Voé) . (26)

The wave function is obtained by

ity by)~ [ expESolty,053t0, 80 W10 80 )d g -

Since Sy is of the order L, the integral over ¢, is again
dominated by the stationary phase, which determines ¢,
in terms of ¢,,¢,,¢,;

85 +(C! /C5i1 )8, +5-[D +(C5' /C D, 1=0.
0

is dominated by the region k,=0 where 2 27
sin(Lo,k, /2)/k, ~Ly,. On the other hand, C in Eq.  Equation (27) is a c-number relation. Since
(C6) is proportional to ¥ which is easily seen by switch- C3!/C5' = —cos(wT), we get by using Eq. (C7),
J
4re’ ' .
D, —D,cos(aT)= > M(k) fr dt cos[k-(r.(t)—xq)]sin[aw(t, —1)]
k a
4re? dk, dk;, M(k)) .4 .
2 —_— t —
— Ly, f . f o)l B fta dt sin[w(t, —1)]
XRC{CXp[ikZ(XOZ —To; — ‘ v ' t)]
X exp[ik,-(xg,—1g,)]} for |v| —> o, (28)
where k, is the component of k perpendicular to v. Thus we finally arrive at
gme? 1 b dk, cos[k, (ko —r1o)]
—¢cos(w)=———— dt sin[w(t, —1)]8(xp, — 19, — | V| 1) M(k,) . (29)
b — s o Loy du drsinlot =0l —re— [ v]0 [ o5 =575 )

If we take Lo =Lg=1/4 and approximate
M(k,)/Lo.Lg, =1, then the equation can be written as

0=¢=¢, —d,cos(wT)+A , (30)
_ AO’ ta<(x02_rOz)/|v| <tb
0, otherwise , 3D
8me? 1
= _K —
0 w|v| 27 olp | Xop—1g | )
X, —T
Xsin | tb_()z'T|Oz (32)

Here K is the modified Bessel function.
Before interaction ¢ =0 so that we set ¢, =0, then the
region of x, giving the nonvanishing value of ¢, makes a

T

tube of radius 1/u along the trajectory of the object.
For large |v| the length of this tube becomes infinitely
long so that Ly, can be taken to be arbitrarily large, of
the order |v|T. In this case we obtain a finite fluctua-
tionless value for ¢,. Note that ¢, oscillates both in ¢,
and xo,, a consequence of our integrable system.

B. The wave function, the interference term,
and the back reaction

Since in model 2 the separation of the variables ¢ and
¢'(k) is possible,. the discussions can be given in parallel
with model 1 so that we present only the results. At any
instant of time #,, the value ¢, defines the Hilbert space
which is constructed by the operators ¢’(k) at ¢,.

Suppose |A;) (i =1,2) of Eq. (1) represents the wave
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packet at the center r.;(¢)=r +v;t with the macroscop-
ic separation between ry; and ry,. Both beams interact
with the detector system. The wave function |A;)|¢)
becomes, at time t,, ¥;(t,,¢,) which is proportional to
8($; )exp(iLo,c;) where @, is given by Eg. (30) with the
replacement ro—ry;. This is multiplied by the initial
wave function of ¢, and integrated over ¢,. Let the
width of the initial wave function be A¢; then the cri-
terion for our system to work as a detector is, using Eq.
(31) and inserting the suffix i,

A¢[<<A0i (l:1,2) .

If this is satisfied, then in the limit Ly, — « there does
not exist an operator which has finite matrix elements
between two states 1,(¢,,¢,) and v¥,(t,,6,). For large
but finite L, the recovery of the interference is possible
by using the exponential of the extensive operator. Let
us introduce the local momentum field 7(x)
=(#/i)0/0¢(x) and the extensive operator ; integrated
over the two tubelike regions V determined by the
two beams, m;= [y d’xm(x). The operator [];_,,

Xexplim;Ag; /fi)explic;Ly,) is the desired one but it is
not easy to conceive such an operator both experimen-
tally and theoretically. It does not exist for infinite L,.

It is expected that as | v | — « the influence of the in-
teraction on the object becomes small. This is indeed
the case since D of Eq. (28) is proportional to 1/|v] in
the limit of large |v|. This allows us to consider the
object as having a free particle wave packet.

IV. DISCUSSIONS

In actuality we do not live in the ideal macroscopic
world. The parameters which characterize the size of
the system, N (in model 1) or L, (in model 2), for exam-
ple, are not infinite in the strict sense.

Take a large but finite system, then we have single
Hilbert space for the entire theory. All the quantum-
mechanical variables show the wunirary time develop-
ment. The class-I intensive operators are not ¢ numbers
and the exponential of the macroscopic operators is well
defined and the interference terms definitely remain.
There is not loss of information as long as the system
size is finite.

Consider the entropy S defined by S = —Tr Inp where
p is the density matrix of the system. For a finite system
the entropy is constant in time since taking the trace is
an invariant operation under the unitary transforma-
tion. *

The situation drastically changes in the macroscopic
limit as has been discussed above. We have many Hil-
bert spaces and the usual quantum rule applies in each
Hilbert space. There can be no interferences or com-
munications between different Hilbert spaces. This is
what is required for the probabilistic interpretation of
the quantum mechanics. For example, there is no mean-
ing of the sum of the two vectors belonging to different
Hilbert spaces.

The essential point is the fact that taking the macro-
scopic limit will be a good approximation to the actual
situation where the number of degrees of freedom is

finite but extremely large. We believe that each experi-
ment can be described quite appropriately (both qualita-
tively and quantitatively) by the theory in which the
macroscopic limit has been taken. We want to stress
here that this resolves the conceptual difficulties in the
theory of measurement.’

Let us study the structure of the density matrix as a
function of the size of the system. Suppose that the sys-
tem, object plus apparatus, is in a pure state
|[¥)=3,c; | ¢;) at the time ¢ =t,; then the eigenvalue
of p is unity or zero. After the interaction of the object
with the apparatus, the eigenvalue of p is still unity or
zero as long as the apparatus is a finite system. In the
macroscopic limit the diagonal elements | c; | 2 are of the
order unity but off-diagonal elements are of the order of
(some positive powers of) 1/V'N and hence vanish. The
density matrix now describes the mixed state with the ei-
genvalues |c; |2 The above apparent contradiction is
resolved by our observation that the entire Hilbert space
is broken up into separate ones and to each diagonal ele-
ment corresponds one Hilbert space.

The information is lost in the following sense. Al-
though each off-diagonal matrix element of p becomes
vanishingly small the dimension of the matrix p becomes
bigger and bigger as we take the macroscopic limit. The
information is scattered all over the huge Hilbert space
and each matrix element carries a tiny portion of the en-
tire information. The whole information is contained in
the whole p, of course. In the actual experiment, howev-
er, off-diagonal matrix elements do not contribute. This
is actually a requirement for the good detector.

The time interval AT for the system to change from a
pure state to a mixed state, i.e., the time required for the
contaction of the wave is estimated by taking model 1 as
an example. We use Eq. (8) and require that the phase
exp(iNS)/# is of the order unity. If we assume that the
average velocity of the detector o = | x, —x, | /7T is finite
then AT turns out to be of the order 1/N; AT ~1/gN,
or 1/mt *N. For infinite N, AT is zero and it is practi-
cally not possible to prepare a wave function which is
defined in the whole Hilbert space.

In order to apply our theory to the realistic measuring
processes detailed numerical studies are required togeth-
er with the extension of the models to the case where the
separation of variables is not possible.
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APPENDIX A

The kernel K is obtained by the path-integral formu-
la.® Let us divide the time interval T =t, —t, in
discrete time steps of separation € with T =Nge,
t,=t,+neln =0-Ny), to=t,, tyo=1t,. Then
K (19, Xp;t,,X,)

INg—1)/2 No—1 ;

f I1 dX,,exp%-L.

n=1

mN
2mitie

(A1)
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where
Mo I mN(X,—X,_;)?
L=2 2€
n=0
—gNeexp{ —[X, —r.(t,)]*/a%} | ,
N
i mN mN mN
Ki=—jeNeX 2miti(t, —t,) 2mwit(t, —t,) 2mwitie

imN (X, —X,)?

R. FUKUDA 36

with X_;=0. To zeroth order in g we get the usual
diffusion kernel

2 mN(X, —X, 2 A
KPP miAT (A2)

mN
2mihiT

KO:

The first-order contribution is

372

imN(X,—X,)? [X,—r

w (2,01
dX - = . A3
X f_w nXP T ke(r, —1,) 2te(t, —t,) a? (a3
f
The integral over x is Gaussian with the result M. =5 gDV'm _ sl
, N 7 i=oT '!+4|v‘a[ 8ij +2D(Xy1; —roy;)
i m _
K1=—28 Smidit €S (1+L,) expQ, , (A4) (Xy;—1o;)/a?]
n
where Xexp[ — (X, —r101)*/a?],
L,=2i#(t, —t,)Nt, —2,)/a*mNT , (AS) (B3)
Qn={(ty —t, t, —t, (X — X, )2 /T where 8/ is the two-dimensional Kronecker’s § function,
which is defined to be zero if i or j refers to z. By the
ty—t, 1. (2,)— X, I formula
—(t, =ty Nxc(2,) =X, )} /(14 L, )a’T . (A6) FEFE I R
llm exp— NER MyR;= |——— 8R), (B4)
Taking the limit e—0, we get Egs. (6)—-(9) to first order fi N-detM

ing.
APPENDIX B

In order to get the wave function in the limit N — oo,
it is convenient to expand S’ of Eq. (11) around the sta-
tionary point satisfying S’ /93X, =0, which is given by

0=R=X,-X,

_ gTV'r  Tor—Xp|
m|v]| a

exp

—%(Xbl"rOL)z ]
a

(B1)

to first order in g. S’ becomes, up to quadratic terms in
R,
S=S,+N I RM;R,

[/ A
i,j=x,y,z

where S| is the value of S’ at R; =0. After straightfor-
ward calculations we arrive at

, gNVma i#T (Xp1—ro1)?
So= - 1 3
[v] 2a“‘mN a
D
X exp —;{(Xhl—rm)zl , (B2)

we get Eq. (14) where ¢, =exp(iSq/#), which has an
infinite phase exp(icN) with

_ gV'ma (X, —10,)°
c= | exp | — 5 ,

(B5)
a

APPENDIX C

We first write ¢(k)=Red(k)+i Imd(k), then because
of Hermiticity ¢( —k)=Red(k)—i Imp(k). HM is thus
given as

OM_ 4e? X 1 {Red(k)cos[r,(2)-k]
k

‘/V k2+[.L2

—Im¢(k)sin[r.(¢)-k]} , (C1)

where ¥’y implies the summation over the half k space.
We obtain ¢ as
V \/ vV 2 M

k){Reg(k)cos[r.(£)-k]

—Img(k)sin[r,(£)-k]} .  (C2)

Applying the well-known results® of the forced har-
monic oscillator to the real and imaginary part of ¢ sep-
arately, we obtain with the notation Red(k)=¢"(k),
Imé(k)=4¢'(k),
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I__L
S[tb,¢b(k),ta’¢a(k)]_ zk Zsin(wk T

Fri=[85(k)?+¢7(k) Jcos(wT) — 265 (k)7 (k)

(F'+F%) (C3)

+2%}k—k—) ft:bf”i(k,t)sin[wk(t —t,)]dt +2_Z§:_) f;” £k, sin[oy (1, —1)]dt
+ (terms independent of ¢7%) , (C4)
where
e —Ame L or (0], —sin[r,(1)-k]) .

VvV k2+y2
The integration over ¢,(k) and ¢,(k) in Eq. (18) can be done as
i
#
W(J,,J,)=1ICT—D-T

exp—=So(ty,dp;tarda)~ fdJadJ,,expé[W(J,,,Jb)—V0¢‘:f],

(CS5)

apart from a factor independent of J,,J,. Here we have defined vectors J=(J,,J,), ¢=(¢,,¢,), D=(D,,D,), and
the tilde denotes the transposed vector. C and D are evaluated as

0k D) cos(w; T) 1
C= . M(k)? , (C6)
% 2sin(w, T) Vol 1 cos(w, T)
4e? M(k) t sin[ow (f —12;)]—sin[w, (2, —1)]
D,(or D,)= dt cos[k-(xq—r.(2)] | —(or +)
! 2 V. “ 0, (k*+u?) f’a [k (xo—rc(1)] 1+cos(ew, T)
sin[wg (t —t,)]+sin[wy (2, —1)]
a b (C7)
1—cos(w, T)
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