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Theoretical predictions are given of the spatiotemporal distribution of charged-particle densities
and electric field in a radio-frequency glow discharge. The model is based on a numerical solution of
the continuity equations for electrons, positive ions, and negative ions coupled with Poisson’s equa-
tion. The influence of frequency and gas composition (electropositive versus electronegative gas) on
the discharge properties is analyzed and compared (qualitatively) with experimental results. In the
case of electronegative gas mixtures, and at low frequencies (of the order and less than the ion plasma
frequency), the numerical model predicts the formation of double layers at the plasma-sheath boun-
daries, in agreement with recent experimental measurements based on spectroscopic plasma-

diagnostic techniques.

I. INTRODUCTION

The ability of glow discharges to provide high-
temperature chemistry at low gas temperatures has made
it very attractive for plasma chemistry. For this reason, rf
glow discharges are widely used in the microelectronics
industry, for the deposition and etching of thin solid films.
The understanding of charged-particle transport in the
sheaths is of paramount importance for a better control
and optimization of industrial reactors. In spite of the
widespread use of rf discharges in microelectronic
manufacturing, our understanding of the physical and
chemical mechanisms of the discharge is still incomplete.

On the other hand, due to the recent development of
very efficient plasma diagnostic techniques'~® such as
LIF (laser-induced fluorescence) and LOG (laser optogal-
vanic) it is now possible to obtain complete space-time
mappings of the electric field® in the discharge, and it
seems very useful to develop self-consistent numerical
models in connection with the experimental approach.

A complete model of rf discharges used in plasma
chemical reactors must account for the coupled interac-
tions between charged-particle kinetics, neutral-particle ki-
netics and chemistry, and electric field; this is indeed a
very formidable task and no complete self-consistent mod-
el has yet been developed. However, valuable information
can be obtained from simplified models where only one
aspect of the discharge is analyzed, some assumptions be-
ing made on the others: Kushner’ obtained the time-
averaged spatially dependent electron energy distribution
functions and excitation rates in rf discharges in CO and
CF,, assuming a given form of the electric field in the
sheaths. Emphasis was placed on the plasma chemistry in
the numerical models developed by Kushner® and Chat-
ham and Gallagher.” Graves and Jensen'® presented a
self-consistent numerical model accounting for the cou-
pling between charged-particle transport and electric field
in a model electropositive gas (see also Refs. 11 and 12
where similar numerical models are presented for rf
discharges in argon).

In this paper, as in Refs. 10-12, we focus on the physi-
cal aspect of the discharge, and no attempt is made to
treat self-consistently the plasma chemistry involved in a
practical situation. The purpose of this paper is to study
some general features of rf discharges, and to analyze the
influence of some parameters such as frequency and gas
composition (electronegative versus electropositive gas) on
the discharge regime: It has been shown by Gottscho and
Gaebe® that the presence of negative ions in rf discharges,
at frequencies of the order or less than the ion plasma fre-
quency, can induce some specific effects on the charge and
field distributions. These effects are analyzed in the
present paper, with a self-consistent electrical model of the
discharge. :

The model is based on a self-consistent solution of the
electron and ion continuity and momentum transfer equa-
tions coupled with Poisson’s equation for a given potential
waveform between electrodes, and assuming local equilib-
rium between charged particle kinetics and electric field.

The equilibrium hypothesis is a closure relation which
enables us to describe the electron and ion kinetics with
the continuity and momentum transfer equations instead
of the full Boltzmann equation. Although numerical
methods for solving the Boltzmann equation for a given
field distribution are now available”!3—!° the coupling
between the Boltzmann equation and Poisson’s equation
in dc or rf glow discharges is still a difficult numerical
problem and no satisfactory solution has yet been ob-
tained (some attempts have been made to solve the
Boltzmann transport equation for electrons assuming
only forward and backward scattering, coupled with the
ion continuity equation and Poisson’s equation in a dc
glow discharge'®—1%).

In the local equilibrium approximation which has been
used in a number of analytical or numerical models of dc
glow discharges,!°~2? transport coefficients (drift velocity,
diffusion  coefficients, ionization, and attachment
coefficients) are assumed to depend only on the local elec-
tric field (they are actually functionals of the local velocity
distribution function which is unknown); the validity of
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this assumption is discussed in Sec. II B.

Let us note that attempts to improve the macroscopic
description of the electron kinetics in dc or transient glow
discharges have been made by Ingold,* Boeuf et al.,?*
Bayle et al.,”* Graves and Jensen,!© and Richards et al.?
In Refs. 10, 12, 23, and 25 the electron energy equation
was added to the continuity and momentum transfer
equations with different closure relations (a given shape of
the electron distribution function was assumed in Ref. 23,
while some assumptions concerning the source terms of
the moment equations are made in Refs. 10, 12, and 25);
Boeuf et al.?* used the concept of effective field suggested
by Schofield®® and developed by Segur et al.:'* In this ap-
proach (see also Ref. 27) the local ionization coefficient is
assumed to depend not only on the local field but on an
effective field which accounts for the large field variations
in the cathode fall region (a semiempirical relation be-
tween effective field and real field distribution in the gap is
obtained from comparisons with solutions to the
Boltzmann transport equation).

In spite of the roughness of the local equilibrium as-
sumption, the model presented in this paper can provide,
in a limited range of frequency, power and gap length
(see Sec. IIB), a correct description of the main features
of rf discharges (Sec. III).

The theoretical background of the model is presented in
Sec. II, including the basic equations, boundary condi-
tions and data in Sec. I A, an estimation of the range of
validity of the model in Sec. II1 B, and the numerical tech-
niques in Sec. IIC. The results are presented and dis-
cussed in Sec. III: the space and time variations of
charge-particle densities and electric field in an electropos-
itive gas are shown in Sec. IIT A, while the effect of nega-
tive ions on the discharge properties is analyzed in Sec.
III B. Section IV contains the general conclusions of this
work. Additional details concerning the numerical tech-
niques are given in the Appendix.

II. THEORY

A. Basic equations and data

As mentioned above, electron and ion transport is de-
scribed with the continuity and momentum-transfer equa-
tions in a one-dimensional, parallel-plate geometry with
conducting electrodes; the following set of coupled non-
linear equations is therefore considered:

d;n,+9,(n,v.)=n, |v, | (a—7) , (D
n.v, =n,W,—ax(n.D,) , @)
d;n, +0,(n,v,)=an, |v, | —rn,n, , (3)
nyv,=n, W, —3,(n,D,) , (4)
o;n, +0x(n,v,)=mn, |v, | —rn,n, , (5)
n,v,=n,W,—90,(n,D,), (6)

dE/dx = |e | /ey(n,—n,—n,), E=—dV/dx, )
S —Exndx =y, .

n., n,, n, are, respectively, the electron, positive-ion,
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and negative-ion densities; W, and D, are the drift ve-
locity and diffusion coefficient of particles of type k; a
and 7 are, respectively, the ionization and attachment
coefficients; 7 is the positive-ion—negative-ion recombina-
tion rate; E and V are the local electric field and poten-
tial. All these parameters depend on position x and time
t; d is the gap length and ¥V, the potential between elec-
trodes.

The boundary conditions used in the calculations are
as follows.

The potential waveform between electrodes is given (the
external circuit is not considered) and is assumed to be of
the form

Ve(t)=Vy.+ Vs coslowt) , (8)

where o =27F (F is the frequency).

The boundary conditions for the charged-particle flux
on the electrodes are considered to be mixed:?® the drift
component (n; W) of the particle flux (n,vy) is set to zero
if the particle velocity is away from the electrode; the
diffusion component (—9,n;D;) of the particle flux is set
to zero on the electrode surface at any time (zero density
gradients). When secondary electron emission is con-
sidered the flux of electrons leaving the electrode is given
by v | n, W,(s,t) | [y is the secondary emission coefficient,
n, W, (s,t) is the positive-ion flux on the electrode surface;
s=0 or d].

Results are presented in Sec. III for helium and for a
model electronegative gas. In the case of helium, electron
and positive-ion transport coefficients (drift velocity and
ionization coefficient) are taken from Ward;?® electron and
ion diffusion coefficients are supposed to be constant (re-
spectively, 10° and 0.5 10® cm?/s at p=1 torr); gas tem-
perature is supposed to be constant and uniform in the
gap.

In order to study the specific effects of attachment on
the discharge properties the model electronegative gas
has been defined as follows.

Electrons and positive ions have the same transport
coefficients as in helium (drift velocity, diffusion
coefficient, and ionization coefficient).

Negative ions have the same drift velocity (opposite
sign) and diffusion coefficient as positive ions.

The attachment coefficient is supposed to decrease with
increasing fields according to /p= A/(1 + BE/p) where
A=0.2 cm~'torr~! and B=1 V™ !cmtorr.

Ton-ion recombination coefficient 7 is set to 10~ cm3/s.

Although this electronegative model gas is unrealistic, it
makes possible the analysis of the changes in the
discharge properties which are induced only by the pres-
ence of negative ions (everything else being kept constant).

B. Validity of the model

The local equilibrium assumption implies that the
transport coefficients (a, 7, Wy, and D;) depend on
space and time (x,f) only through the local value of the
electric field E(x,?): The transport coefficients at posi-
tion x and time ¢ are assumed to be the same as those
which could be measured or calculated under a uniform
and constant electric field equal to E(x,?) (hydrodynamic
regime®®). In the hydrodynamic regime, the force term
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and the collision term of the Boltzmann equation are
much larger than the free fall terms. Deviations from
the hydrodynamic regime appear near an electron source
or sink (electrodes), or when the electric field exhibits
large spatial or temporal variations.

Let us first consider the problem of time varying fields.
The relaxation of the electron-velocity distribution func-
tion (EVDF) can be characterized by the energy and
momentum dissipation frequencies’®3! (normalized with
respect to the gas pressure):

Ve 2m Vme

2_

p M p

VmT Ve Vi
=—++ )

p p 2 p

where v,,, is the elastic momentum transfer collision fre-
quency and v, is the collision frequency for the kth in-
elastic process; m/M is the electron molecule mass ratio.

For field frequencies such that w/p <<v,,7/p WV, /P
is larger than 10® s—! torr~! for the conditions which
are considered in the present work), a quasistationary
description of the anisotropic part of the EVDF is
correct [note also that the time derivative terms which
should normally appear in the momentum transfer equa-
tions (2), (4), and (6) can be neglected only if the above
condition is satisfied]. For frequencies such that
w/p <<V, /p, the isotropic part of the EVDF follows the
rf field in a quasistationary way, except when the field
passes zero.’®3! In the conditions which are considered
in the present work, the energy dissipation frequency of
the high-energy part of the distribution function (beyond
the first inelastic threshold) is larger than 107 s~! torr— !,
For frequencies less than 107 s™! torr—!, it is therefore
not unrealistic to assume that the ionization coefficient
follows the time variations of the rf field in a stationary
way. An estimate of the time scale for the relaxation of
the electron energy distribution function can also be
given by the energy exchange collision frequency defined
by Frost and Phelps®? and leads to the same conclusion
(see Refs. 33 and 34 where the validity of the local equi-
librium assumption is discussed for rf plasmas in SFjg
and Cl,, respectively). Note also that the energy dissipa-
tion frequency may be much smaller at lower energy
(where elastic collisions are dominant); the low-energy
part of the distribution function is much less modulated
than the high-energy part.’®3! For a given frequency,
attachment (which occurs generally at low energy) will
therefore be more affected by nonequilibrium effects in-
duced by the time varying field than ionization.

Nonlocal effects can also be due to the spatial variations
of the electric field.!*~!® In a dc discharge, the electrons
emitted by the cathode are accelerated in the sheath and
lose their energy in the glow through inelastic collisions.
The local equilibrium assumption overestimates ionization
in the sheath (electrons are emitted by the cathode with a
much lower energy than the equilibrium energy corre-
sponding to the cathode field), and underestimates ioniza-
tion in the glow (high-energy electrons entering the nega-
tive glow are not taken into account). This can lead to
large errors for strongly abnormal glow discharges where
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the almost collisionless sheath acts as an electron gun.
However, for normal or moderately abnormal dc glow
discharges, the global multiplication factor obtained with
the local equilibrium assumption is close to the multipli-
cation factor obtained by Monte Carlo techniques.'
Since the discharge parameters (discharge current, sheath
thickness) depend more on the total multiplication factor
than on the exact form of a(x), we conclude that the local
equilibrium assumption can provide realistic results in a
limited range of applied voltage. In the present work we
restrict ourselves to rf voltages and maximum sheath
lengths of the order of the dc voltages and sheath lengths
corresponding to normal or moderately abnormal glow
discharges in helium: V;<500 V, pd. >1 torrcm (d, is
the sheath thickness).

C. Numerical Techniques

Due to the high nonlinearity and strong coupling of
Egs. (1)=(7), the treatment of these equations is a difficult
numerical problem. Ward?® used a shooting technique to
obtain the electric field distribution in the case of dc glow
discharges (charged-particle diffusion was not considered
in this model). This method, improved by Davies and
Evans?? (see also Duke!®), is, however, unable to deal with
large total current densities. Non-self-sustained steady-
state glow discharges have been studied by Lowke and
Davies?! using two different numerical approaches: The
first one was based on an explicit relaxation method
where steady state is obtained from time-dependent equa-
tions (with distorted time steps in order to accelerate con-
vergence); in the second approach the steady-state equa-
tions are solved using a predictor corrector method.
Bayle et al.?® analyzed only transient regimes due to the
excessive amount of computation time needed to reach
steady state. The problem of modeling rf discharge is
even more complex in terms of numerical analysis, since it
implies a two-dimensional (space and time) treatment.
Graves and Jensen!® chose to solve the rf problem as a
boundary value in time, using a Fourier series expansion
to represent the time variations of the unknown functions
and a nonuniform mesh in space. The resulting set of
nonlinear equations was solved using the Newton-
Raphson method. This matrix iterative technique is very
demanding in terms of computing resources (memory and
computation time) and cannot be used on most comput-
ers.

Considerable work concerning numerical methods for
solving systems of non linear equations similar to (1)-(7)
has been done in the field of semiconductor physics, for
the modeling of one- and two-dimensional semiconductor
devices (see, for example, the reviews by Selberherr,® Sel-
berherr and Ringhofer,*® and Snowden’). The problem
of electron and hole transport in semiconductors is paral-
lel to the problem of charged-particle transport in weakly
ionized gases and a systematic comparison of difficulties
and progress in both fields would be very useful.

The implicit difference scheme used in the present work
has been developed by Scharfetter and Gummel®® for the
modeling of a silicon Read diode oscillator and is current-
ly used in a number of numerical models of semiconduc-
tor devices3>3%*® and fluid dynamics.*! The rf problem is
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solved by following the time evolution of the discharge
from a given set of initial conditions, until harmonic
steady state is reached [ 4 (x,t +T)= A4 (x,t), A being one
of the unknown functions, and 7 =1/F]. The nonlinear
system of equations is solved by a procedure based on al-
ternate solutions of the Poisson and continuity equations.
This method implies the time integration of the transient
equations over a large number of cycles (a few tens to a
few hundreds, depending on discharge conditions). Expli-
cit time advancement numerical methods for continuity
equations are subject to severe limitations on the integra-
tion time step (Courant-Friedrichs-Lewy and Von Neu-
mann conditions?®) and are therefore not well suited to
the rf problem. The main advantage of the implicit ex-
ponential scheme of Scharfetter and Gummel®® is its
robustness, stability, and ability to deal with situations
where either the drift or the diffusion component of the
current density is dominant (these situations correspond,
respectively, to the sheath and plasma regions). The
difference scheme of Scharfetter and Gummel has been
adapted to the problem of charged-particle transport in
gases and is briefly described in the Appendix.

The time integration step used in the calculations was
always less than 2.5X 1073 T; convergence was assumed
to be reached when the time-averaged (over one cycle)
conduction current density on the electrodes changed by
less than 0.01% over two consecutive cycles. The zero
divergence of the total current density (conduction plus
displacement) at any time of the cycle was also checked at
steady state. The computation time was of the order of
one to a few hours on a mini computer HP1000 A900.

III. RESULTS

Results are presented for helium and for a model elec-
tronegative gas (see Sec. II A) in the case of a purely rf
potential waveform (V4,=0), and for frequencies between
50 kHz and 10 MHz (parallel plate conducting electrodes;
secondary electron emission ¥y =0.1; gas pressure p=1
torr; gas temperature T, =300 K; gap length d =4 cm).
Most of the results given in this section (except Figure 14)
have been obtained for V=500 V. :

A. Helium

The spatial variations of the electric field, and electron
and ion densities at four different times of a rf cycle are
shown in Fig. 1 for F=10 MHz (the field is positive when
directed towards the left electrode). As can be expected
for high frequencies, the ion density does not respond to
the time-varying field and is only sensitive to the time-
averaged field. The formation of positive net charge den-
sity in the sheaths is therefore entirely due to electron
motion: Electrons are swept from the sheath into the
plasma during the cathodic part of the cycle, whereas they
flow to the electrode during the anodic part. The sheath
expansion provides energy to the secondary electrons and
to the “plasma electrons” (electrons flowing from the plas-
ma to the electrode during the preceding sheath contrac-
tion, and which have not reached the electrode before the
beginning of the sheath expansion); this property of rf
discharges to’impart energy to the plasma electrons makes
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FIG. 1. Spatial variations of the electric field and charged-
particle densities at four different times of a rf cycle (helium,
F=10 MHz, V=500 V).

them more efficient than dc discharges.

The electron density is modulated only in the sheath
and is nearly constant in the plasma. The plasma density
is around 5% 10° cm 3. The electric field in the sheaths
decreases almost linearly at any time of the cycle. The
sheath expansion and contraction appear more clearly on
Fig. 2 where the space-time variations of the electric field
over one cycle are displayed. In agreement with experi-
mental results*> and previous theoretical works,* the
sheath expansion and collapse are nearly symmetrical at
high frequencies. The cathodic part of the cycle lasts
much longer than the anodic part due to the large dispari-
ty in electron and ion drift velocities: The time-averaged
total conduction current to the electrodes (and in the gap)

(kV/cm)

Electric field

FIG. 2. Spatio-temporal variations of the electric field (same
conditions as Fig. 1).
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must be zero (purely rf voltage) as can be checked in Fig.
3 which shows the time variations of the electron, ion, dis-
placement, and total current densities on the left elec-
trode. It appears that the displacement current on the
electrode is dominant and much larger than the ion
current density during the cathodic part of the cycle
(0 <t <0.35T and 0.55T <t < T); during the anodic part
of the cycle, the displacement current density decreases
sharply and the electron current density becomes dom-
inant. The total current density is phase-shifted from the
applied voltage, but presents no significant distortion. As
expected, the phase shift between current and voltage is
close to 7/2, the sheath being mainly capacitive at high
frequencies.

The total current (displacement plus conduction) in the
gap is spatially uniform at any time of the cycle; the elec-
tron contribution to the conduction current is dominant
in the plasma since ions are much less sensitive to the
time variations of the electric field. Figure 4 displays the
space-time variations of the electron conduction current
density in the gap over one rf cycle and shows that elec-
tron conduction is large and spatially constant in the plas-
ma. The displacement current (Fig. 5) exhibits large time
variations in the sheaths and is much smaller than the
electron conduction current density in the plasma. The
electron conduction current couples to the displacement
current (Figs. 4 and 5) in the sheaths in agreement with
the numerical results of Graves and Jensen.!”

The sheath thickness does not change very much when
the rf potential is decreased from 500 to 150 V, for F=10
MHz [see Fig. 14(a)]. When the frequency is decreased
from 10 to 1 MHz (for the same rf voltage V=500 V),
the maximum sheath thickness increases from 0.6 to 1.6
cm [see Figs. 6, 9, and 14(a)]; this can be explained as fol-
lows: When F decreases, the electron losses to the elec-
trodes tend to be larger and must be compensated for by a
larger electron multiplication in the gap; this is made pos-
sible by an increase of the sheath thickness.

F=10 MHz

N
o

Current density (mA/cmz)
o

-250

n
o

"o 0.25 05 0.75 1
time t/T

FIG. 3. Time variations of the electron (J,,-e--); positive ion
(jp,##3); displacement (Jp, %+ ); and total (Jp,~——+)
current densities on one electrode; the applied potential is also
represented (V, ) (same conditions as Fig. 1).
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FIG. 4. Spatio-temporal variations of the electron conduction
current density (same conditions as Fig. 1).

B. Electronegative gas

For F=10 MHz, the spatio-temporal variations of the
electric field in the electropositive (Fig. 1) and electronega-
tive (Fig. 7) gas are very similar. As can be seen in Fig. 7,
ion densities in the plasma are much larger in the elec-
tronegative gas than in helium, due to the low mobility of
negative ions compared with that of electrons. The low
negative-ion mobility is also responsible for the smaller
maximum sheath thickness in the electronegative gas
(compare Figs. 1 and 7). The differences in the maximum

E-Y

N

.
N

'
- b

Displacement current density (mA/cmz)
o

FIG. 5. Spatio-temporal variations of the displacement
current density (same conditions as Fig. 1).
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(kV/em)

Electric field
o
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FIG. 6. Spatio-temporal variations of the electric field F= 1
MHz, V=500 V, helium).

sheath thickness in helium and in the electronegative gas
are more pronounced at lower frequencies (see Figs. 6, 9,
10, and 14). The electron density in the plasma being
lower in the case of the model electronegative gas (due to
attachment), the electron flux to one electrode during the
anodic part of a cycle tends to be smaller than in helium:
A lower total electron multiplication in the gap is there-
fore necessary to sustain the discharge. This decrease of
the electron multiplication is achieved by a sheath con-
traction (for the same rf voltage). The decrease in the
sheath thickness when adding an electronegative gas to an
electropositive gas is in agreement with experimental re-
sults.*»**  Although the experimentally observed sheath
contraction could be also attributed to changes in electron
transport coefficients (especially the ionization coefficient)
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s e S e _ e <
2 . L n 0 -2 L N T 0
1 2 3 4 0 1 2 4
Position  (cm) Position  (cm)
2 5
1=05T s 2 1=075T
z ~ Ps
< 1t € 1t £
z c |2 kE :
Y - 2
30 | ZE° -
i . - o
c | M < c: M <n &
gt M < 5af n s
H “e\ < e~
2 L [} -2 T 0
0 1 2 3 4 0 1 3 a

Position  (cm) Position  (cm)

FIG. 7. Spatial variations of the electric field and charged-
particle densities at four different times of a rf cycle (f =10
MHz, V=500 V, electronegative gas).
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when the electronegative gas is added,*>!® our results tend
to prove that the only presence of negative ions induces a
sheath contraction (electron transport coefficients in our
model electronegative gas are the same as in helium).

The time variations of the current densities on the
electrodes at 10 MHz (Fig. 8) are similar to those ob-.
tained in helium (Fig. 3). Figure 8 shows the time-
averaged spatial variations of the electron, positive-ion,
and negative-ion current densities. There is no
significant negative-ion current to the electrode at any
time of the cycle, the duration of the anodic part of the
cycle being too short to allow negative ions to reach the
electrodes; negative ions are maintained in the bulk plas-
ma by the sheath oscillations. The only negative-ion loss
process is therefore recombination (detachment could be
important in the sheath, but at high frequencies negative
ions cannot enter the sheath regions, even during the
anodic part of the cycle, as mentioned above). At much
lower frequencies (around 50 kHz), the negative-ion
current density to the electrode becomes more

‘significant.

The above results show that electronegative and elec-
tropositive mixtures behave similarly at high frequencies.
When the frequency is decreased from 10 to 1 MHz,
significant qualitative differences between electropositive
and electronegative gases appear. As shown in Figs.
9(a), 10, and 14(b) the electric field presents a relative
maximum at the plasma-sheath boundary, during the
anodic part of the cycle. This maximum of the electric
field has been observed experimentally by Gottscho
et al.,.%% in rf discharges in BCl;, for frequencies below
the ion plasma frequency: The space-time profiles of the
measured sheath fields displayed in Fig. 8 of Ref. 6 show
that the electric field exhibits a maximum at the
plasma-sheath boundary throughout most of the anodic
half cycle, in agreement with our results. The calculated
spatial variations of the charged-particle densities which
are also plotted on Fig. 9(a) show that these relative field
maxima are due to the formation of double layers (nega-
tive ions and positive ions) at the plasma-sheath boun-
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FIG. 8. Spatial variations of the time-averaged current den-
sities (same conditions as Fig. 7).
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FIG. 9. (a) Spatial variations of the electric field and
charged-particle densities at four different times of a rf cycle
(F=1 MHz, V;;=500 V, electronegative gas). (b) Spatial varia-
tions of the electric field and charged-particle densities at four
different times of a rf cycle (F=1 MHz, V=500 V, helium).

daries [let us note that these field maxima exist at 10
MHz, but with much smaller amplitudes—see Fig.
14(b)]. At 1 MHz, the ion modulation is still small com-
pared to the electron density modulation, but due to the
large ion number densities in the plasma, small density
modulations can produce significant field variations. A
Fourier analysis [Fig. 11(c)] of the negative-ion density
shows that the negative-ion density modulation is max-
imum at the plasma-sheath boundary. The amplitude of
the fundamental n,!(x) is as large as the amplitude of the
dc component n2(x) of the negative-ion density n,(x,?)
at the plasma-sheath boundary and shrinks to zero in
the center of the plasma (for purely rf voltages, the
center of the plasma is the center of symmetry of the
discharge; the odd components of the Fourier expansion
must therefore be zero at that point). The large value of
the fundamental n,!(x) at the plasma-sheath boundary is
due to the fact that negative ions tend to reach the elec-
trode during the anodic part of the cycle, whereas they
are repelled into the plasma by the expanding sheath
during the cathodic part of the cycle. The positive-ion
density modulation is similar to the negative-ion density
modulation in the plasma but is smaller at the plasma
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(kV/cm)

Electric field

FIG. 10. Spatio-temporal variations of the electric field (F=1
MHz, V=500 V, electronegative gas).

sheath boundary, as seen on Figure 11(b). The ampli-
tude of the first harmonic n? is larger than the funda-
mental n} near the plasma center for electrons, positive
ions and negative ions [Figs. 11(a), 11(b), 11(c)]; this re-
sult is in qualitative agreement with the experimental
measurements of the N, concentration in a rf discharge
in nitrogen*® (see also the experimental study of rf
chlorine plasmas, Ref. 46). The large modulation of the
electron number density in the sheaths appears clearly
on Fig. 11(a); note also the large amplitude of the first
harmonic of the electron density in the plasma.

Our results show that the double-layer formation can
be explained simply by a larger ion modulation at the
plasma-sheath boundary, at low frequencies: detachment
or non equilibrium effects (see Ref. 42) do not seem to
play a fundamental role in the development of double lay-
ers at the plasma-sheath boundary. Calculations includ-
ing detachment (with a detachment coefficient increasing
linearly with the electric field) show that detachment
tends to lessen the net charge density in the double layer,
without altering the qualitative features described above.

The time variations of the current densities on the
electrodes for F =1 MHz in helium and in the model
electronegative gas exhibit features similar to those at 10
MHz; the positive-ion component of the conduction
current density is, however, relatively larger than at
higher frequencies, due to the larger modulation of the
ion density. Figures 12(a) and 12(b) show the time varia-
tions of the electron, ion, displacement, and total current
densities in the plasma center, in helium, and in the
model electronegative gas at 1 MHz. In the case of heli-
um [Fig. 12(a)], the ion current density is negligible in
the plasma and the displacement current density is of
the same order of magnitude as the electron current den-
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FIG. 11. (a) Spatial variations of the amplitudes of the first
three terms (n2, n/}, n2) of the Fourier expansion of the electron
number density (F=1 MHz, V=500 V, electronegative gas).
(b) Spatial variations of the amplitudes of the first three terms
(ng, n,, n}) of the Fourier expansion of the positive-ion number
density (F=1 MHz, V=500 V, electronegative gas). (c) Spatial
variations of the amplitudes of the first three terms (n?2, n,!, n2)
of the Fourier expansion of the negative-ion number density
(F=1 MHz, V=500 V, electronegative gas).
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and total (Jy, +— ) current densities in the plasma center;

voltage (V, ); ( F=1 MHz, V=500 V, electronegative
gas).
sity; electron conduction current and displacement

current exhibit a phase shift close to 7. The time evolu-
tion of the current densities in the plasma center is more
complex in the electronegative gas [Fig. 12(b)]: Positive-
and negative-ion current densities are equal and are of
the same order of magnitude as the displacement and
electron current densities. Note the important distortion
of the total current in the model electronegative gas. In
agreement with experimental measurements,*>*’ the dis-
tortion of the total current density seems to be more im-
portant at low frequencies, as can be seen in Fig. 13.
The change in the current waveform with frequency
compares very well with the experimental measurements
(for BCl; plasmas) of Gottscho and Mandich shown in
Fig. 7 of Ref. 47. The phase shift between voltage and
current waveforms decreases when the frequency de-
creases: The phase shift is close to 7/2 at high frequen-
cies, whereas current and voltage are nearly in phase at
low frequencies. This property of the sheath reactance is
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well known,*® the sheath being mainly capacitive at high
frequencies (large displacement current, small ion densi-
ty modulation), and more resistive at low frequencies
(larger conduction currents, the ions being more sensi-
tive to the time-varying field). The nonsinusoidal
current waveforms displayed in Fig. 13 show that the
sheath capacitances and the conduction currents
through the sheaths are time varying;*® the physical
properties of the sheaths which can be deduced from our
model can help in the improvement of the representation
of plasma reactors by equivalent circuit models.*

Let us note finally that the sheath thickness [Fig. 14(b)]
is nearly constant in the electronegative gas, when the fre-
quency decreases from 1 MHz to 50 kHz (for a constant
rf voltage V=500 V). For frequencies higher than 1
MHz, the maximum sheath thickness decreases with in-
creasing frequency; the experimental results obtained by
Gottscho*? in BCl; exhibit opposite trends. This
discrepancy could be explained (see Ref. 42) by a less
efficient attachment at high frequency, due to the incom-
plete relaxation of the electron energy distribution func-
tion (nonequilibrium effect); however, it appears from our
calculations that the maximum sheath thickness at F=10
MHz would still be smaller than at F=1 MHz, even if at-
tachment were completely neglected [see Fig. 14(a)]. The
reason for this qualitative discrepancy between our results
and the experimental measurements of Gottscho is there-
fore not clear, and may be due to some specific properties
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FIG. 13. Current and potential waveforms in the model elec-
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FIG. 14. (a) Spatial variations of the electric field during the

cathodic part of the cycle (t=0) in helium for different condi-
tions: (1) F=10 MHz, V,;=500 V; (2) F=10 MHz, V=150 V;
(3) F=1 MHz, V=500 V. (b) Spatial variations of the electric
field during the cathodic part of the cycle (#=0) in the model

electronegative gas for different conditions: (1) F=10 MHz,
V=500 V; (2) F=10 MHz, V=150 V; (3) F=1 MHz,
V=500 V; (4) F=250 kHz, V=500 V; (5 F=50 kHz,
V=500 V.

of BCl; which are not included in our model electronega-
tive gas.

The electric field distributions displayed in Fig. 14
correspond to the cathodic part of the cycle (for the left
electrode), at time t=0. A logarithmic scale has been
used on Fig. 14(b) in order to see more clearly the field
variations in the plasma and in the double layers. As
mentioned above there is a small relative maximum of
the electric field at the plasma-sheath boundary even at
high frequencies. For F=50 kHz, the double layer,
though not apparent at time t=0, on Fig. 14(b), appears
at later times, during the anodic part of the cycle for the
right-hand-side electrode.

IV. CONCLUSION

A self consistent model of rf glow discharges, based on
a macroscopic description of the charged-particle kinetics
coupled with Poisson’s equation, has been presented. In



36 NUMERICAL MODEL OF rf GLOW DISCHARGES

spite of its simplicity (nonlocal effects are not taken into
account), this model can provide a very good picture of
the physical properties of the rf discharge, in a limited
range of frequency, voltage, and pressure. The efficiency
of the numerical method which has been used in this
work makes possible the investigation of more realistic sit-
uations involving complex molecular gases typically used
in plasma processing; a detailed quantitative description of
the chemical kinetics in the bulk plasma as well as in the
sheaths will be useful in the control and improvement of
processing reactors. On the other hand, such calculations
can help in determining equivalent circuit models for plas-
ma processing reactors.

The results are in good qualitative agreement with the
most recent experimental investigations of field and
charge distributions in rf discharges. The effect of fre-
quency and negative ions on the discharge properties are
summarized below.

The numerical results show that the plasma-sheath
boundary oscillates in the frequency range which has
been investigated (50 kHz to 10 MHz at p=1 torr). The
sheath oscillations impart energy to the plasma electrons
and increase the ionization efficiency. In the case of
helium the numerical model predicts a decrease of the
maximum sheath length with increasing frequency (for a
constant rf voltage amplitude). The same trend is ob-
tained in the case of the model electronegative gas above
1 MHz (at p=1 torr), the maximum sheath thickness be-
ing nearly constant below 1 MHz. The sheath is pri-
marily capacitive at high frequency and more resistive at
low frequency.

The presence of negative ions in the discharge leads to
the formation of double layers and field maxima at the
plasma-sheath boundaries, in agreement with recent ex-
perimental measurements in BCl;. The double-layer for-
mation is due to a large modulation of the negative- and
positive-ion density at the plasma-sheath boundary, and is
more pronounced at intermediate and low frequencies
(ions do not respond to the time-varying electric field at
high frequencies). On the other hand, the presence of
negative ions in the discharge induces a sheath contrac-
tion.

The possible effects of nonequilibrium electron trans-
port on the above results can be studied by adding the
electron energy equation to the continuity and momentum
transfer equations, with adequate closure relations. The
present work has demonstrated the ability of our model to
predict the qualitative features of rf glow discharges. De-
tailed comparisons with experimental results in BCl; will
determine to which extent the quantitative data provided
by this model are reliable. Work is continuing along these
lines.
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APPENDIX: IMPLICIT EXPONENTIAL SCHEME
FOR THE CONTINUITY EQUATIONS

Let @, n, W, and D be, respectively, the flux, number
density, drift velocity, and diffusion coefficient of a given
type of charged species; from the momentum transfer
equation, we have

@=nW —03,(nD) . 9)

A standard difference approximation of the above ex-
pression would lead to numerical instabilities whenever
the voltage change between mesh points is of the order or
larger than the characteristic energy D/u (u= | W | /E is
the mobility). The basic idea of the exponential scheme’?
is to assume that the particle flux, drift velocity, and
diffusion coefficient are constant between mesh points; in-
tegration of the above equation then leads to

@i r1,2=(1/8x)[n;D;exp(z; 1 1,2)—n; 1 1D; 1]

XZ[+1/2/CXP(Z[+1/2—1) » (10)
where the i 41 mesh point is located midway between the
major mesh points i and i +1 and Ax is the distance be-
tween mesh points (a uniform mesh has been used in the
calculations); z; | |, is defined by

Ziy12=—SPi 12/ Dip1,Vi 1 —V;) .

V; is the potential on mesh point i; s is set to + 1 for posi-
tive ions and to — 1 for electrons or negative ions.

The main advantage of the difference scheme (10) is
that it provides numerically stable estimates of the particle
flux under all conditions; if the voltage between adjacent
mesh points is large (z; . ;,, >>1), Eq. (10) approaches the
drift flux, while it approaches the standard difference rela-
tion for the diffusion flux when the voltage between adja-
cent mesh points is small ( |z; ,, <<1); let us note that
expression (10) is valid for positive and negative values of
the parameter z so that the proposed difference scheme
can deal with field reversals.

Using Eq. (10), the continuity equation is approximated
by the following difference scheme:

[y o R — () 1 /A +[(@ 41 2)F !
—(@i 1) TN/ Ax =(S))F,

(11)

At being the time step and S; the source term at mesh
point i; superscripts k and k +1 refer to time t* and
t* 1, respectively (t**!'=¢* + Ar). Electric field, poten-
tial, transport coefficients, and source terms involved in
Eq. (11) are calculated at time ¥, whereas densities are
taken at time **! in (p,,,,)**! and (¢; _;,)**!; Eq.
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(11) is therefore a tridiagonal system in (n,-,i)k“,

(n)¥+1 (n; . ¥ +! which can be solved with a standard
Gaussian elimination method. Let us note that internal
iterations could be used in order to solve Poisson and
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continuity equations together instead of alternatively;
this iterative procedure was not found necessary due to
the small time step used in the calculations (a few 10~3
of the cycle duration).
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