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This article gives a discussion of the application of the extended coupled-cluster method
(ECCM) to the excited states of a general quantum many-body system. The direct eigenvalue
equations for the excitation amplitudes of both the ket and the bra eigenstates are derived in the
biorthogonal basis obtained by a double similarity transformation. The equations correspond to
the diagonalization of a matrix involving second-order functional derivatives of the average-value
functional for the Hamiltonian with respect to the basic ECCM amplitudes. The same excitation
spectrum is obtained by considering small oscillations around the equilibrium. The problem with
its associated effective Hamiltonian has the structure of a generalized random-phase approxima-
tion. By diagonalizing the effective Hamiltonian we perform a canonical or symplectomorphic
coordinate transformation into normal coordinates in the symplectic ECCM phase space. In this
coordinate system the exact average-value functional for the Hamiltonian has a structure analo-
gous to that of classical lattice dynamics or the phenomenological Ginzburg-Landau theory. At
all stages the method satisfies the property of quantum locality, which in real space shows up as a
definite quasilocality. Due to this property the method allows, for example, the treatment of
mesonlike excitations in the presence of topological objects or in other symmetry-broken equilibri-
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um states.

I. INTRODUCTION

In an earlier paper' (hereafter referred to as I) we
demonstrated how the extended coupled-cluster method?
(ECCM) could be used to give a very convenient parame-
trization of the Hilbert space appropriate to the general
quantum-mechanical many-body problem. Indeed the
formalism is applicable to any system for which a
Schrodinger dynamics is defined. We showed in I how
the ECCM equations of motion could be derived both
from a dynamic variational principle for a suitably
parametrized action functional and, more directly, from
the ground-state Schrodinger equation itself. We demon-
strated rather explicitly how the double similarity trans-
formation which underpins and characterizes the ECCM
leads to several desirable features.

In the first place, the expectation value for an arbitrary
operator is expressed entirely in terms of the linked-
cluster amplitudes {o;,5;} that completely characterize
the ECCM formulation. Furthermore, these expectation
values ( A4) for an arbitrary operator A are completely
compatible with the energy expectation value in the usual
Thouless® sense that the former can be obtained from the
usual Goldstone diagrams for the energy by replacing
each interaction in turn by the operator 4.

Secondly, we showed how the basic amplitudes {o;,5,}
could be viewed as a set of quasilocal classical fields, due
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to the maximal connectivity feature built into the ECCM.
By quasilocality here, we mean that each of the ampli-
tudes which between them completely characterize the
theory obeys the cluster property in the usual sense of
becoming zero in the limit that any one particle or group
of particles contained in the configuration-space index
becomes far removed from the remainder. Further, we
showed how the quantum many-body theory could be
mapped exactly onto a classical Hamiltonian mechanics
for the many-body, classical (c-number) configuration-
space amplitudes {o;,5;}. This mapping was seen to
arise from an underlying one-to-one correspondence be-
tween the set of commutators in the original quantal Hil-
bert space and a set of suitably defined generalized classi-
cal Poisson brackets.

Thirdly, we showed how the ECCM can also be inter-
preted as an exact generalized mean-field theory formula-
tion of the original quantum many-body problem. This
interpretation was seen to be intimately linked with the
realization that the ECCM could also be viewed as an ex-
act bosonization procedure in which the ECCM states
could be associated in a one-to-one fashion with a set of
generalized coherent states in some suitably defined boson
space. This ECCM bosonization procedure differs from
other such procedures by having taken the usual motiva-
tion for any bosonization scheme to its logical
conclusion—namely, that the resultant generalized
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coherent boson fields are classical c-number fields with
only classical (nonlinear) interactions between them. This
feature of being able to reinterpret the ECCM as an exact
generalized mean-field theory was reinforced by the obser-
vation that the ECCM bosonization maps commutators of
operators in the original Hilbert space only into the tree-
level pieces of the corresponding commutators of the
respective mapped operators in their boson image space.
The tree level of a commutator is here defined to be a re-
striction only to such contractions which do not result in
closed loops.

The entire formulation of the ECCM presented in I was
based on a parametrization of the ground state of the
many-body system, and its dynamical evolution. Howev-
er, the exact generalized mean-field-theory aspect of the
ECCM discussed above led us inexorably to the view that
the basic field amplitudes {o;,5;]} could in some sense be
viewed as a set of collective coordinates for the system. It
is one of the purposes of the present paper to elaborate
this feature further. With this viewpoint in mind it is nat-
ural to attempt an ECCM formulation of the excited
states as well as for the ground state. There are basically
two distinct ways that we may do this, and in the present
paper we develop both. From the deep connections be-
tween them we are thereby able to shed further light on
the interpretation of our basic field variables as collective
coordinates. After some preliminary discussion in Sec. II,
the main aim of which is to recapitulate and gather to-
gether the most important results from I that we need for
present purposes, we discuss these two methods in turn.

In Sec. III we describe what is perhaps the most direct
further extension to excited states of the ground-state
ECCM. This direct approach is based on the relationship
between the ECCM and the normal coupled-cluster
method (CCM) or exp(S) method of Coester and
Kiimmel.*> The normal CCM was originally invented as
a parametrization of a nondegenerate quantum-
mechanical ground state, just as was the ECCM.? The
normal CCM was later further developed by Emrich® to
describe excited states; and the previous ground-state
ECCM is now also directly generalized to excited states in
Sec. III by analogy with the underlying ideas of Emrich.
We show that the excitation energies and the
configuration-space amplitudes which parametrize the
excited-state wave functions are thereby obtained in the
form of a set of linear eigenvalue equations. We show ex-
plicitly how their solution may then be obtained by di-
agonalizing a certain effective Hamiltonian matrix. Its
elements are uniquely specified in terms of the second-
order functional derivatives with respect to the basic
ground-state field amplitudes {o;,5;} of the expectation
value ( H) of the Hamiltonian, evaluated in the stationary
(equilibrium) ground-state configuration.

In Sec. IV this previous direct approach is augmented
by considering the dynamics of the basic field amplitudes
0;(t)=02+80,(t), 7;(t)=5 9+ 65,(t) when they are re-
stricted to small perturbations 8¢;,66, away from their
stable ground-state equilibrium values 0%, 9. 1In this
way, the collective eigenmodes are found by linearizing
the general equations of motion given in I. Thus the ener-
gy expectation value (H ) is expanded in powers of the
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deviations 60;,65; around the ground-state values, and
the method again reduces to a diagonalization of the
second-order terms in the expansion.

We demonstrate that there is a one-to-one correspon-
dence between the excited states obtained in Sec. III and
the collective eigenmodes obtained in Sec. IV for small os-
cillations about the ground-state equilibrium. We also
demonstrate how the effective Hamiltonian approach of
Sec. IV may be viewed as an exact generalization of the
well-known random-phase approximation (RPA) of Bohm
and Pines.” Just as the usual RPA may be viewed as the
small-perturbation dynamics of the (classical) mean fields
about their equilibrium values, so we show that our exact
generalized RPA may, in complete analogy, be viewed as
the small-perturbation dynamics of our generalized ampli-
tudes o;,0; about their equilibrium values. This feature
makes very precise their previous interpretation as exact
generalized (classical) mean fields in the many-body
configuration space.

In Sec. V we calculate explicitly the collective eigen-
modes of the effective Hamiltonian that was obtained
from the average value (H) of the Hamiltonian by ex-
panding in powers of the deviations 80;,85; around the
stable configuration 02,5 9, and by retaining in this expan-
sion only terms up to second order in 80;,66,. We can
diagonalize this effective Hamiltonian by choosing new
coordinates ¥(g),i(e) in the ECCM phase space. These
normal-mode amplitudes (e) and ¥(e) are linear func-
tions of the deviations 80;,6F; with coefficients given by
the eigenvectors of the dynamical matrix of Sec. IV. The
resulting quadratic diagonal effective Hamiltonian gives
correctly the linear-response limit for the system. To de-
scribe larger perturbations, one clearly has to include in
the expansion of (H) terms of higher order in i(¢) and
¥(e), which would then lead to a theory that resembles
the Ginzubrg-Landau type of phenomenological ap-
proach.

II. PRELIMINARY REMARKS

The idea of the ECCM parametrization is based on the
use of a double-similarity transformation, and one defines
accordingly the transformed Hamiltonian H to be

H=e5eSHeSe —5" R (2.1)

where S is composed of creation and S’ of destruction
operators, respectively, with respect to some appropriate
state | ®) defined below. The ket and bra ground states
of the system are

| Wo)=eSe 5" | ®d)=eS| D) ,
(V| =(P|eSe5,

(2.2a)
(2.2b)

where | ®) is the model state. It is immediately clear
that the ground states are normalized, (Wj|W¥,)=1.
Likewise it is obvious that the extended formulation is not
manifestly Hermitian. This derives from the fact that the
double-similarity transformations, which generate the ket
and bra ground states in Egs. (2.2a) and (2.2b), are not
unitary. The ECCM formalism leads rather to a
biorthogonal formulation of the many-body problem.
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Hence in this general case we define the ground-state ei-
genvalue problems both for the ket and the bra eigenstates
in a unified way,

H |W)=E,|¥))—>H|®P)=E,|®), (2.3a)

(Wo | H =¥, | Eg—(® |H=(® | E, . (2.3b)

The amplitudes S and S” can be written in terms of
normalized configuration creation and destruction opera-
tors C,»Jr and C; as follows:

s=73's.cl, (2.42)

=23'S'C, (2.4b)
{

where the precise meaning of the configuration-space in-
dex {i} is discussed in detail in I, and where the primed
sum means that at least one particle is created or des-
troyed (i£0). As was stated in I, the most practical pa-
rametrization is achieved by changing from the set
{S;,S{"} to a set of new amplitudes {o;,&;} which are
defined as
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o;=S/". (2.5b)
The average value of the Hamiltonian

(H)=(Wy |H |¥)=(P | H|P) (2.6)

is now a functional of the amplitudes 0,5, i.e.,

(H)=H[o0,5]. This functional is of particular impor-
tance, because it determines the dynamics of the ampli-
tudes o and & and their ground-state equilibrium values.
As was shown in I, e.g., with the help of a dynamical
variational principle, the equations of motion are

JAC: DX (2.72)
8o, |,
G, =— SCH) (2.7b)
8(7[ &

An important result derived in I is that various matrix
elements involving the double-similarity transform 4 of a
general operator A, defined analogously to Eq. (2.1), can
be related to the functional derivatives with respect to the
basic amplitudes o,& of its average-value functional { 4 ).
Hence we have devised a method that allows the evalua-
tion of average values of arbitrary operator products.
Especially useful for present purposes will be matrix ele-

o, =(®|Cie’'s | D), (2.5a)  ments such as
et - co, 8(4) 8<A> 4) 8°(4) L84
(@[ CAC] | @) =(A)8(i, )+ 50, +2 Zok+1L1,+2 Lk1+§ 50,50+ k+,+56i50j ,
i#0£]  (2.8)

where the coefficient L, is defined as

=Llij:22w(/+m)—iaj—l‘_‘)k—m’ LJ(IJ(Eij . 2.9)
I m

For the detailed definitions of how to add and subtract
configuration indices, we refer the reader to I. The func-
tionals w; and @, are

w=w;[F]=(P|5S'Cl | D), (2.10a)

B=o;[6]=(®|e5C] | D) . (2.10b)

In the following study of excited states, we have fre-
quent need of the identity between the first- and second-
order functional derivatives of the average-value function-
al ( 4), proven in I,

5(4)  8%4) . 8%(4) | 8%4)
55 55.65 + 3 oy — — k+j
oiy; 07,867 & 80,85, 6780
8%(4)
+ 2 2 Oi kg bar Ol @2.11)

III. DESCRIPTION OF EXCITED STATES

A. Ket eigenstates

The Hubbard-Coester theorem*® concerning the
linked-cluster nature of the operator S in the expS param-
etrization of the ground state can be in principle extended
also to the excited states. For each excited state, then, the
model state | ®) should be taken as an excited (nonin-
teracting) model state, and the creation operators {C,-T}
should be redefined with respect to this excited model
state. This scheme has not, however, been developed fur-
ther mainly because it is cumbersome and not without
certain dangers due to strong assumptions of adiabaticity
in the behavior of the excited states as the interaction is
switched on.

From the point of view of finding suitable parametriza-
tions for the excited states, the problem has therefore
remained more open, and several different approaches
have been developed. In few-body physics, notably in
quantum chemistry, various formulations of the open-
shell or degenerate perturbation theory have been suggest-
ed and applied. For example, it has been rigorously
shown® that the degenerate perturbation theory also leads
to definite linked-cluster or expS structures, which differ
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from the ground-state formalism mainly due to the ap-
pearance of folded diagrams.!® On the other hand, start-
ing from CCM there have appeared reformulations and
applications to the open-shell problems by various au-
thors. !!

Typical of these methods is the division of single-
particle states into the subspaces of core, model (or
valence) and particles states.'®!! Such a division is not
usually very natural for such extended systems as quan-
tum liquids. Emrich® therefore suggested an alternative
method, which avoids this artificial division and is more
closely related to the original Coester-Kiimmel approach.
The present treatment is based on the ideas of Emrich (see
also the discussion in Ref. 12), and generalizes them to
the ECCM formalism.

Consider the eigenvalue problem

H |V,)=(Eg+g,) |¥,) , (3.1)

where ¢, is the (positive) excitation energy. In the
similarity-transformed basis we write the analogous eigen-
value equation for the transformed operator H,

A \|X,)=(Eg+€) | X3) ; (3.2)
hence the connection is
| W, ) =eSe 5" | Xx,) . (3.3)

A convenient and sufficiently general parametrization for
| X5) is to express it in terms of an excitation (creation)
amplitude X* as follows:

AX* | @) =(Ey+)X" | @) . (3.4)
Due to equation (2.3a) this further implies
[A,X"]|®)=e,X"| D) . (3.5)

We can express the eigenvalue equation in terms of ma-
trix elements by introducing the vector coefficients

Xt=(®|Cx" @) . (3.6)
It is immediately obvious by projecting Eq. (3.5) onto
(®| that X5=0, provided ;0. As for the matrix ele-
ments of A use must be made of Eq. (2.8) and of the fact
that at the stationary point the first-order functional
derivatives of { H) vanish. For simplicity let us denote

2
E,jEM ’ 3.7)
_ 8XH)
2
,JEM . (3.9)

Equation (2.8) gives at the stationary point, for is%0s4,
(®|CHC] | ®)=Edi,)+E;j+ 3 0, kFy, (3.10)
k

and the eigenvalue equation for the ket state therefore be-
comes
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FIG. 1. Typical term in the expansion of the average value
(H)=H[0,5]. The small bar labeled H indicates the Hamil-
tonian vertex, and the lines between the amplitudes 0,5 and H
are single-particle contractions. The dashed lines labeled a, f3,
and y are the cuts referred to in the text.

S [Ei+ 3 0i i 1Fiy—e8i,j) | X}=0, i0. (3.11)
k

J

It is perhaps also useful to digress briefly to consider the
connectivity properties of the basic second-order func-
tional derivatives E;;, Fy;, and F;; that now characterize
our excited-state formalism. The connectivity properties
of { H ) have already been given in considerable detail in I,
particularly in Egs. (3.30) and (3.31) and the surrounding
discussion. Basically, we described in I how a double (or
definite) linking structure arises such that in the expansion
of (H)=H[0,5], only such terms occur where each &;
amplitude is linked to at least two different amplitudes o ;,
unless the &; amplitude is linked directly to the operator
H. A typical term in the expansion of (H ) from Eq.
(3.31) of Iis shown in Fig. 1. It is clear that cutting off any
number of @ amplitudes (such as indicated for example by
the cut a in Fig. 1 to remove a single G amplitude) leaves
the remaining diagram fully connected. Thus all function-
al derivatives 8"( H ) /85, -+ 87, are connected, for all

values of n. In particular, the amplitude Fij is connected.
Similarly, the removal of a single o amplitude (such as in-
dicated by the cuts labeled 8 or ¥ in Fig. 1) shows that
8(H ) /80, is connected. However, both E;; and F;; may

be disconnected. For example, in the case of E;;, the cuts
i
i R D,
E. = = Z X N *+ o
ij
i k N7 @O @
(a)
= A - L +
U]
: J. k,l
(b)
FIG. 2. Diagrammatic representation of the connectivity

structure of (a) Ej;, and (b) F;;. The shaded box indicates the
function L,; defined in Eq. (2.9), and the wavy lines denote
many-body configurations.
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a and B in Fig. 1 leave the remaining diagram disconnect-
ed; and similarly for Fj; cuts at B and y also leave it
disconnected. One can, by such considerations, define ful-
ly connected pieces Ej; and F}; in terms of which the gen-
eral E;; and F;; may respectively be expressed. The result-
ing expressions are easily obtained diagrammatically as in
Fig. 2, the explicit algebraic form of which we do not give.

B. Bra eigenstates

Following the procedure introduced in the previous
chapter we write the eigenvalue equation in the form

(® | YA =(Eg+e){(®| Y*, (3.12)

in which the deexcitation amplitude Y* is composed of
destruction operators only. The left eigenstate of the
Hamiltonian H is then given by

(W) | =(@| Y*Se 5. (3.13)
In matrix form the coefficients Y,-}‘, defined as
Yi=(®|Y*C]| D), (3.14)
satisfy the eigenvalue equation
(3.15)

S Y} Ei+ 3 0 i Fri—e8i,j) | =0.
Jj k

The right- and left-hand eigenvector equations (3.11) and
(3.15) are represented pictorially in Figs. 3 and 4, respec-
tively. We note also that Y§=(®| Y*|®) =0, exactly
as in the case of the ket eigenstates.

Just as in standard quantum mechanics we can further
prove the orthogonality of the left and right eigenstates,
because

(@ | Y*AXY | ) =(Eg+e,)(® | Y'XV | D)

=(Eg+&,){(@ | Y X" | D) . (3.16)

If €;.54¢€;, the matrix element must be zero, and we there-
fore should be able to choose the normalization to satisfy

(@)Y XY | ®)=8,, . (3.17)

What we have achieved is a complete biorthonormal
description of the spectrum of the Hamiltonian. The
description takes into account, as fully as possible, the
linked-cluster structure of the perturbative eigenvalue
problem. Yet the coupled-cluster problem for the deter-
mination of S and S has to be solved only once, namely,
for the ground state, just as in Emrich’s theory.® The
remaining problem consists of diagonalizing the matrix of

h i
(a) (b)

FIG. 3. Diagrammatic representation of (a) the excited ket-
state amplitudes X/ and (b) their eigenvalue equation (3.11).

>
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:1 :A A :/\
Yi)t = é H $ + A% =€, x é&
) j
(a) (b)

FIG. 4. Diagrammatic representation of (a) the excited bra-
state amplitudes Y} and (b) their eigenvalue equation (3.15).

a certain effective Hamiltonian, composed of the second-
order functional derivatives of the average value (H) at
the stationary point. This problem is a linear homogene-
ous eigenvalue problem and of the same form for all excit-
ed states. The physical motivation behind this idea
derives from the assumption that the interparticle correla-
tions in (at least the important low-lying) excited states
are essentially similar to those in the ground state, which
is already accurately treated by the ground-state exp(S)
transformation.® Therefore the excitation operators Y,
X have the potentiality of being very simple.

IV. AN EFFECTIVE HAMILTONIAN APPROACH
TO THE EIGENVALUE PROBLEM

The dynamics of small oscillations around the station-
ary point is governed by an effective Hamiltonian, which
can be obtained by linearizing the equations of motion
(2.7a) and (2.7b). Close to the stationary point the aver-
age value of the Hamiltonian, including terms up to
second order, is

ﬁ (2)=E0+ 2’ 2’ (86’,EU§0’! +%65’1F,]85']
i

The equations of motion can then be written in block ma-
trix form as

ii 8o ey Ej Fy 80y 4.2)
dt 85’1 k _ij —Ekj Sb'k ’

which introduces the effective Hamiltonian (or the dynam-
ical matrix)

E F

HDE —F ——ET

(4.3)

We use the superscript T to denote the transpose of a ma-
trix or a vector.

To find the eigenfrequencies of the oscillations we must
solve the right-hand eigenvalue problem

&(e) | _ _ |&(e) ]
Hp [1](5) =€ ne) | (4.4)
or, equivalently, the left-hand eigenvalue problem

[Ee)” %(e)"1Hp =[E(e)T 7(e)T]e . 4.5)

Due to the non-Hermiticity of Hp, the left vectors

£(€),7(g) bear no obvious relationship to the right vectors
&(e),m(e). Figures 5 and 6 give a pictorial representation
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i
£ (e)= C%’ ;onle)= ?3 ;
' R 7 Ne
. ~ ! pl
4. \F L E)
e te
(b)
- - \ = &€x ﬁ
: 5\ ‘e
€ €
(c)
FIG. 5. Diagrammatic representation of -(a) the right-hand

eigenstates £;(g) and 7,(¢) for € >0, and (b), (c) their respective
coupled eigenvalue equations from Eq. (4.4).

of the eigenvalue equations (4.4) and (4.5), respectively.

A closer scrutiny of the dynamical matrix reveals that
it is the product of an antisymmetric and a symmetric
matrix,

F ET

E F

0o I

Io : (4.6)

HD:

since F and F are symmetric. Due to this fact the eigen-
values € must appear in pairs t¢, and the characteristic
polynomial is actually a function of €? (see Refs. 13 and
14). By a few simple manipulations utilizing the symme-
try of Hp we can also get from Eq. (4.4) the equivalent
equation

FIG. 6. Diagrammatic representation of (a) the left-hand
eigenstates £;(e) and 7;(g) for €>0, and (b), (c) their respective
coupled eigenvalue equations from Eq. (4.5).
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[ne)T —&)T1Hp=—e[n(e)T —E&)7], 4.7

which, by comparison with Eq. (4.5), actually relates the
left and right eigenstates corresponding to opposite ener-
gies,

E(e)

_ [ n(—¢) ]
7(e) )

—&(—¢)

The equivalences expressed in Eq. (4.8) imply that the
solutions of the right and left eigenvalue equations (4.4)
and (4.5) may be restricted to positive eigenvalues &> 0
only. The corresponding negative-energy solutions then
simply amount to permutations of the positive-energy
solutions. This restriction to positive eigenvalues is im-
plied in all our diagrams for the amplitudes &, 7, £, and
7.

The normalization of the eigenvectors can be chosen to
satisfy

[&(e)

(4.8)

§€'

>\]

7i(e)]
2 £)+7;(e)n; ()}
=21

ni(—e)§;(e)—&i(—e)n;(e")}

=5, sgn(e) . (4.9)

The above analysis displays an obvious analogy to the
well-known random-phase approximation (RPA) of Bohm
and Pines.” In one form or other, the RPA has turned
out to be a versatile approach to dynamical phenomena in
many fields of physics. The great advantage of the RPA-
type approximation scheme is its nonperturbative nature,
which allows one to obtain ground-state or excitation en-
ergies that are nonanalytic functions of the coupling con-
stant or indeed of any other coefficient appearing in the
Hamiltonian.

The present ECCM formulation of the dynamics of
small oscillations is thus a definite generalization of RPA,
with two major differences. The indices i are
configuration indices and involve, therefore, arbitrarily
many single-particle degrees of freedom, whereas in ordi-
nary RPA the indices i are restricted to single particles (or
particle-hole pairs in the fermion case). The second
difference is that the present formalism, if not truncated,
is exact and not just an approximation.

There clearly must be a connection between the prob-
lem of eigenfrequencies of small oscillations and the ket
and bra eigenvalue problems. The connection is estab-
lished as follows.

The crucial factor is the identity (2.11). If applied to
the Hamiltonian at the stationary point, where the first
functional derivatives vanish, it yields the result

F+Eoc+0E"+0Fo=0. (4.10)
Here we use an obvious matrix notation by defining
(0);=0,j- If F is solved from Eq. (4.10) and inserted
into the right-hand eigenvalue equations (4.4), which due
to the equivalences (4.8) actually constitute a complete set
of eigenvalue equations for both signs of €, one finds
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(4.11a)
(4.11b)

(E —e)—(Eo+0ET+0Fa)n=0,
FE+(ET+en=0.

By multiplying Eq. (4.11b) with o and then adding it to
Eq. (4.11a), we get

(E+0F —e)(é—o0m)=0. (4.12)

We must bear in mind that this equation has solutions
both for positive and for negative values of €. Let us first
consider the negative eigenvalues for which Eq. (4.12) be-
comes

(E +0F 4+¢)[é(—€e)—onm(—€)]=0, e>0. (4.13)

On the basis of the ket eigenvalue equation (3.11), the
operator (E +oF +¢) cannot have zero eigenvalues, and
therefore we must have

E(—e)=0om(—e), >0, (4.14a)
or equivalently, using Eq. (4.8),
(e)=—o0&(e), €>0. (4.14b)

Next we consider Eq. (4.12) for e>0. We prove that
the vector £ —omns£0, because if §=o07, and 7£0, then
Eq. (4.11b) would give

(ET+Fo+e)n(e)=0, €>0

which is just the transpose of the eigenvalue equation
(3.15) for the bra vectors, but with the wrong sign for €.
Since 7(e)£0, the above equation cannot be satisfied, and
therefore the assumption £(e) —o7(e)=0 must be wrong
for £ >0. Comparing Egs. (4.12) and (3.11) thus gives the
identification

X} =£(e)— 30, m(e)), €>0. (4.15)
J
Taking into account Eq. (4.14a) and the fact that Eq.
(4.11b) is satisfied also for negative €, we get

(ET+Fo—e)n(—e)=0, £>0. (4.16)

This is exactly the eigenvalue equation (3.15) for the bra

SRR

(b) (c)

FIG. 7. Diagrammatic representation of the relationships be-
tween (a) the left-hand eigenstates 7j(g) and &(e) for € >0, from
Eq. (4.14b); (b) the excited ket-state amplitudes X} and the
right-hand eigenvectors §;(e;) and 7,(g;) for €, >0, from Eq.
(4.15); and (c) the excited bra-state amplitudes Y} and the left-
hand eigenvectors &;(g,) for €, > 0, from Eq. (4.17).
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states, and we can make the identification
(4.17)
and (4.17) are

Yl-}\zT],-(—E}‘)=§,‘(€)L), EA>O .

The results of Egs. (4.14b), (4.15),
represented pictorially in Fig. 7.

We shall check that the above choices satisfy the nor-
malization condition (3.17),

3> Yrx}M= 3 —e) [§i(e)— 3oy m;(e)
i i J
= 3'"[n,(—e)§;(e")—&:(—e)m, ()]

=08.,, €=¢, and £'=¢gy (4.18)

Here use was again made of the result (4.14a) and of the
fact that €;,€, > 0, together with the definition (4.9).

We have shown that there is a one-to-one correspon-
dence between the collective eigenmodes of small oscilla-
tions around the equilibrium and the collective bosonic
bra and ket excited states. For a fermionic system there
exist, of course, also fermionic bra and ket excited states
containing odd numbers of extra fermions, which do not
show up in the effective Hamiltonian, unless the odd
Grassmann amplitudes are also included as briefly dis-
cussed in I.

V. DIAGONALIZATION OF THE EFFECTIVE
HAMILTONIAN

When expanded up to the second-order terms in the de-
viations 80 ,(¢),8&;(t) of the ECCM amplitudes from their
respective equilibrium values, the Hamiltonian functional
H[o,5 ] describes classical harmonic vibrations of the sys-
tem around the stationary state. Exactly as in the case of
the general harmonic approximation in classical mechan-
ics, e.g., in lattice dynamics, it is possible to diagonalize
the vibrational modes by performing a suitable canonical
transformation, which introduces the normal coordinates
for each individual noninteracting normal mode. In the
ECCM functional phase space, discussed in I, this
amounts to a coordinate transformation, which is defined
locally at the equilibrium point {¢°& °}, but which can
also be continued globally to the whole phase space. In
terms of the new normal coordinates the Hamiltonian
functional recovers a Hermitian form which originally
was lost due to the nonunitary nature of the ECCM simi-
larity transformations. In establishing the diagonalizing
transformation we shall take advantage of the several
orthogonality properties possessed by the previously con-
sidered amplitudes £(e), n(e), &(e), and %(e) on the
grounds of the symmetry properties of the dynamical ma-
trix Hp. In the following we shall always restrict our-
selves to the positive eigenvalues €, because for negative €
the amplitudes &, 1, £, and 7 simply recover the previous
values for the case € > 0 due to Eq. (4.8).

We shall make the strong assumption, true at least in
the case of a finite Hilbert space, that the eigenamplitudes
& 7, &, and 7 for £> 0 constitute a complete set in the
usual sense that an arbitrary block vector indexed by the
configuration indices {i} can be expanded as
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80

§,‘(E) —'7],‘(8)
[W) (5.1)

n:(e)  Ei(e) U(e)

where the symbol 3 * restricts the summation to positive
values of the summation index only. Likewise, here and
in the following it is understood that the energy labels €
denote a complete set of quantum indices needed to label
a given normal mode, and not just its energy. For a
translationally invariant system the proper notation sin-
gles out the conserved momentum, and one should denote
€—qEV|V;. . ., Where vy,v,,... are any further indices
(such as spin, polarization, etc.) needed for a complete
specification of the normal mode. In the summations
over g, such as in Egs. (5.1), (5.3) and (5.4), the conserved
momentum q and other possible conserved indices need
not be summed over, since the diagonalization can be
made independently in each invariant subspace of vectors
{60,60}.

Using the orthonormality relations of Eq. (
verse transformation is obviously given by

Ee)  7(e)
—7],'(8) §,~(z—:)

Substituting this expression back into Eq. (5.1) it is possi-
ble to express the block identity in the form

2+

€

4.9) the in-

8o (5.2)

o) | = =

10
0171

_ s+ [g‘(i’)][asﬂ ()]

+ [—n(e)T &e)7]

_;?7(8)
(e)

where, again, superscript 7 denotes the transpose. Spelled
out in detail, the following equations are obtained:

2* Ei(©)E;(e)+7i(em;(e)} , (5.4a)
0= 3" {Mm(e);(e)—&(e)m;(e)} , (5.4b)
=3 (me)€;(e)—&;(e)m;(e)} . (5.4¢)

It is possible to express the constituent matrices E, F,
and F of the dynamical matrix Hj, in terms of the eigen-
vectors. By multiplying Hp from the right with the iden-
tity operator (5.3), and using the right-hand eigenvalue
equation (4.4) and Eq. (4.8), we find

Hy=3" e [0 Jigor atern)

[— ()7 &) (5.5)

§(e

On comparing with the definition (4.3) of the matrix Hp
this reads in detail
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E = 3" e[£(e)E(e)T—7j(ei(e)T], (5.6a)
F= 3" e[&e)me) +7(e)Ee)T], (5.6b)
F=3"e[—ne)&(e)T—Ee)m(e)T] . (5.6c)

For example, Eq. (5.6b) gives the matrix element
2* e[£:(e)7;(e)+ &, (e)] (5.7)

and similarly for the others.

Now it is straightforward to insert Egs. (5.6) into the
second-order Hamiltonian (4.1), and on observing Eq.
(5.2) the result will be

HP=Ey+ 3" edle)d(e) (5.8)

for the harmonic Hamiltonian. This equation reveals that
the previously introduced amplitudes v, are indeed the
true complex normal-mode amplitudes for the small vi-
brations. We once more remind the reader that the €
above, as an index, actually stands for a complete set of
quantum labels for the normal mode.

As is easily checked, the transformation from the set of
variables {80,865} to the set {1,7] is a canonical (or a
symplectomorphic) one, and therefore the equations of
motion are again obtained in the form

; SH
ie) = 2 (5.92)
We=ae 2
s SH
—ide)= 5005 (5.9b)

In the limit of linear oscillations, the solutions are, using
Eq. (5.8),

Ule,t)=e ~"Y(g,0) , (5.10a)

Ple, 1) =e™J(€,0) (5.10b)

If the solution is restricted to the physical invariant sub-
manifold corresponding to the Hermitian states in the
ECCM phase space, as discussed in I, it is necessary to
impose the subsidiary initial condition (g,0)=1*(g,0),
where the star denotes complex conjugation. Therefore,
at all times the amplitudes ¥ and 3 remain complex con-
jugate to each other.

Generalizing now to larger deviations from the equilib-
rium it is quite possible to continue to use the definition in
Eq. (5.1). In the general case it will be necessary to ex-
pand the average-value functional to higher powers in
and ¢¥. In analogy to the general expression (3.31) of I,
we may now write for the average-value functional
(4 ) =4 of an arbitrary operator A,
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o 0

A=Ay EE

2 E+<El"'

On—Omn'[(—:l fe}

Here the matrix elements A
the configuration-space matrix elements (11 .

Em | A g

) are functlonals of the equlllbrlum amplitudes o
mlAljr
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g, )(E]) - - Plel, (e, ) -+ - Pley) . (5.11)

06°% and of

- j,) and it is to be understood that for m =n=0,

(| A | )=4,, the equilibrium value. The Hamiltonian, for example, will be

H=Ey+ 3% edle)(e)

+ E+ [%(818283 |H | >J(€1)J(€2)J(E3)+%<E]Ez |H |£3>1Z(€1)J(52)1//(

618283

+%( |H I818283)¢(E3)¢(€2)¢(81)]+0( | ¢‘4) .

The matrix elements in Eq. (5.11) may be more precisely
given in terms of the equilibrium values of the functional
derivatives of { 4) as

(e\ e, | A e~ g,)
8m+n
= Ty = <A>|¢:J;:o-
SuY(ey) - - - BYle,, )dyY(ey) - - - Byl(e,)
(5.13)

These may in turn be expressed as functional derivatives
with respect to the original amplitudes {o,&}, using the
relations

o) o)
g)— —7;le)— |, (5.14a)
&p £) 2 5, b0, :
b} o) o)
=y (g)—— (e)— | . 5.14
SU(e) n;(€) 55, +&;(g) 50, ] ( b)

It may be instructive to give a diagrammatical representa-
tion for typical normal-mode matrix elements of an opera-
tor, such as appear in Eq. (5.11). These are shown in Fig.
8, using the diagrammatic elements previously introduced
in Sec. IV.

The equation of motion for an average value of an
operator can still be given with the aid of a generalized
Poisson-bracket expression in analogy to the similar result
in I,

d - 04 - =
A=, tUAH], (5.15)
where one now defines
(AH|=S" 8A SH OH 54 (5.16)
. ) &f(e 51/1(8) oY(e)

Formally, Eq. (5.12) together with the equations of
motion form a quasilocal classical field theory with non-
linear couplings between the normal modes. It bears
similarity to an anharmonic dynamical lattice system as
well as to the well-known Ginzburg-Landau-type effective
field theories, where the function ¢ is an order parameter,
although obvious factual differences naturally prevail. It
is conceivable that in a suitable infrared or long-

g3)++(e, | H | £,83) U (g3 (e,)

(5.12)

r

wavelength limit the present quasilocal field theory may
look completely local.

We note also that—even though the system obeys
Hamiltonian dynamics—the formalism has its own built-
in mechanism for possible dissipation of the vibrations,
namely, through the higher-order nonlinear coupling
terms. These will lead to such possible phenomena as, for
example, frequency splittings and redistribution of the en-
ergy among the normal modes. According to the simplest
possible scenario, which assumes ergodicity, we may find
that, if the initial energy of a sufficiently large system
exceeds the ground-state energy by an (in the thermo-
dynamic sense) extensive quantity, the final outcome after
a long time will be a temporally fluctuating system in
which the total energy is distributed among the various
normal modes in the average according to an appropriate
statistical distribution. In case of a finite, nonextensive
excess energy, the nonlinear interactions can shift energy

Al =

€

[}

o L& |

" \\ 4 :

e lAle)y = f = - !
|

g ilale>= 9 =:L A
" €l c,’/

*wD

“w

(b)

FIG. 8. Diagrammatic representation of the normal-mode
matrix elements (5.13) of an operator, where the solid vertex dots
with wavy tails represent equilibrium values of the functional
derivatives of ( 4) with respect to {0,5}. The simplest ele-
ments (| A |e) and (e'| 4 | ) shown in (a) illustrate the gen-
eral rules for constructing the more general elements, a typical
example of which is shown in (b).
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into the low-energy infrared modes, leaving the system ul-
timately in its zero-temperature ground state. We shall
not, however, expand the present discussion further into
the direction of statistical physics, which in principle
would require a careful study of the trajectories and of the
flow of the representative phase-space points in the
ECCM phase space.

In making the coordinate transformation in the ECCM
phase space into the locally normal coordinates around
the equilibrium point {0?,5?} it was nowhere assumed
that the equilibrium state should have the same maximal
symmetry as the original Hamiltonian. The above general
equations are therefore valid also for small (mesonlike) os-
cillations around an equilibrium state where some topo-
logical objects may be present, such as vortices, kinks, sol-
itons, or surfaces, depending on the system in question.

VI. SUMMARY AND DISCUSSION

We showed in I how, in a very definite sense, an arbi-
trary quantum theory with a Schrodinger dynamics is
made classical by applying the ECCM to it. Thus, the
quantum theory is exactly mapped into a classical field
theory which comprises a set of (configuration-space in-
dexed) many-body, quasilocal, classical (i.e., c-number)
fields {o;,&;}, which interact via nonlocal classical in-
teractions. We have now extended the ECCM parame-
trization of the ground state (specified completely in terms
of the amplitudes {0;,5;}) given in I, to describe excited
states also.

In particular, we have shown in Sec. III how the new
ECCM amplitudes that we introduce to parametrize the
excited states are formulated as the solutions of a set of
linear eigenvalue equations in the ECCM configuration
space. The coefficients in these equations are completely
specified by the amplitudes {o;,5;} defined with respect
to the ground state, and the eigenvalues give the excita-
tion energies directly rather than as the absolute energy
for the excited state (which would then need to have sub-
tracted from it the ground-state energy determined previ-
ously).

Since the formalism discussed in I gave a general dy-
namic description of a quantum many-body system, we
exploited this aspect in Sec. IV to consider small oscilla-
tions of the system around its stable equilibrium ground
state. In particular, we proved that there is a one-to-one
equivalence between these small-oscillation (linear-
response) collective eigenmodes and the previous collective
excited states discussed in Sec. III. Furthermore, we
showed how the effective Hamiltonian approach to small
oscillations around the stationary point also leads to an
exact generalization of the well-known RPA. This gen-
eralized RPA scheme itself reinforces our earlier interpre-
tation of the amplitudes {o,;,5;] as a set of generalized,
classical mean fields, which completely and exactly
characterize the original quantum-mechanical many-body
system in its ground state.

The normal RPA has been very successfully applied in
the past to the study of elementary excitations in such
many-body systems as the electron gas, finite atomic nu-
clei, and nuclear matter. In perturbation-theoretic terms,
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the diagrams included in RPA are also used to calculate
corrections to the ground-state energy and to investigate
the coupling of the excited states to the collective modes
and the particle-hole excitations of the system. However,
when the basic microscopic interparticle forces are strong,
the input to the normal RPA has usually been not the bare
interaction, but some phenomenological particle-hole in-
teraction, such as a local approximation to some effective
Brueckner G matrix or a Skyrme interaction. Our own
formulation, on the other hand, in principle circumvents
this problem and remains fully microscopic. In this
respect, it may perhaps most closely be compared with the
so-called correlated-RPA (CRPA) method, ' which is for-
mulated within the general framework of the method of
correlated basis functions (CBF).'®~!° It has been
shown'> how the CBF-CRPA method may also be derived
from the dynamic variational principle for the action, as
used in I. Instead of being applied to the ECCM-
parametrized states as in I, in the CBF-CRPA method it is
applied to a class of correlated states which are especially
designed to build in strong short-range correlations from
the outset. A typical example of such states are the well-
known Jastrow states. For future applications of our own
generalized RPA it may be interesting to attempt a com-
parison of our own effective Hamiltonian with the compa-
rable effective interaction that arises in the CBF-CRPA
method. We do not attempt such a discussion here how-
ever.

Finally, in Sec. V, we carried the ECCM approach to
the collective eigenmodes of linear response to its logical
conclusion, by explicitly diagonalizing the corresponding
effective Hamiltcnian curtailed at second-order terms in
the deviations, 80,;(¢) and &5,(¢), of the ECCM ampli-
tudes from their stationary ground-state values. In this
way the system is reduced to a collection of noninteract-
ing classical harmonic oscillators. We also went beyond
this harmonic approximation and showed how the com-
plete (untruncated) Hamiltonian functional could be reex-
pressed in terms of the normal modes of the quadratic
effective Hamiltonian. In this way, the original quantal
Hamiltonian formalism is mapped into a classical field
theory with nonlinear (anharmonic) couplings of arbitrari-
ly high order between the normal modes in the ECCM
configuration space. A consequence of this reformulation
in terms of normal configuration-space coordinates, is that
the Hamiltonian functional, which previously was not
manifestly Hermitian due to the nonunitary nature of the
underlying ECCM similarity transformations, is now ren-
dered explicitly Hermitian.

In this final form, the present theory may be compared
with the Ginzburg-Landau phenomenology. This
expresses the total energy (or free energy for nonzero tem-
peratures) as a strictly local functional (restricted to
fourth-order terms) of the one-body (local) “order parame-
ters” (a'(x))=&,(x) and (a(x))=0(x), which are the
ground-state expectation values for the single-particle
creation and destruction operators in coordinate space.
Our own ECCM approach clearly incorporates the com-
plete set of amplitudes {o,,&;}, which may from this
viewpoint be regarded as order parameters of arbitrary
complexity. We remind ourselves, however, that whereas
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the Ginzburg-Landau approach is only intended to be
applicable in a region close to the associated phase transi-
tion where the order parameters are small, our own
ECCM formalism is an exact microscopic description of
an arbitrary pure quantum state, and hence of a system at
zero temperature.

Despite its formulation here and in I in terms of a rath-
er general nonlinear algebraic structure, and despite being
based (in I) on a dynamic variational principle, the
ECCM has its origins in, and continues to have strong
links with, perturbation theory. With respect to a given
model state, we have seen how it represents, both exactly
and at various truncation levels, a precise summation of
certain classes of linked perturbation-theory diagrams.
These can be represented as well-defined tree-diagram
structures with certain maximal generalized time-ordering
properties. ' A consequence is that every low-order per-
turbation diagram is always kept together with an associ-
ated infinite class of diagrams corresponding to arbitrarily
high-order perturbation theory, even at very low levels of
truncation in the ECCM configuration space. It is this
feature which ultimately enables the method to transcend
its origins, and to describe such phenomena as phase tran-
sitions or topological excitations, which cannot be treated
by finite-order perturbation theory.

It is perhaps also worth pointing out that the ECCM
perturbation-theory diagrams are always connected with a
well-defined particular state of the system. This is not al-
ways the case with other diagrammatic methods. As
developed in I, this state is the ground state in the first
place, where the basic amplitudes {o;,&;} (or {S;,S/'})
are used to parametrize the ground state; and we have
seen in the present paper how the formalism may be ex-
tended to excited states.

Although we have not explicitly constructed them here,
it should be clear that the present formalism may rather
readily be extended to construct the chronological Green
functions, which are themselves intimately connected with
the oscillations of the system about its stable equilibrium
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state. In this regard it might be interesting to attempt a
more detailed comparison of the ECCM truncation sys-
tematics with other methods employing Green functions
and approximations based on them. An obvious candi-
date for such a comparison is the parquet diagram
method,?® which has been particularly successful in appli-
cations to many-boson systems.

By imbedding the theory of linear response within the
normal CCM, one of us has previously shown'? how each
of the usual sum rules for the energy-weighted moments of
the dynamic structure function can be exactly decom-
posed into an infinite hierarchy of sub-sum-rules which re-
late the ground- and excited-state CCM correlation ampli-
tudes to one another. Similar discussions concerning sum
rules and conservation laws may also be attempted within
the ECCM. In a future paper we intend, for example, to
apply the ECCM to the case of a condensed Bose fluid.
We shall show how the ECCM may be applied to a general
nonuniform and time-varying system. In particular we
shall demonstrate how the method may be used to provide
a completely gauge-invariant description of such systems,
and consequently also a complete hydrodynamical
description in the zero-temperature limit. We shall show
how the hydrodynamical balance equations for such local
observables as the number density, momentum density,
and energy density can be exactly formulated, not only for
the exact (untruncated) formalism, but also for various
practical truncation schemes in the ECCM configuration
space. In this way we are able to offer a complete hydro-
dynamical description of the zero-temperature Bose fluid,
which in principle includes a proper account of such phe-
nomena as topological deformations and nonequilibrium
processes.
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