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Transport theory of a random planar waveguide with a fixed scatterer: Mode theory
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Based on the unified theory of random medium and random boundaries introduced in a previous
paper [Furutsu, J. Opt. Soc. Am. A2, 913 (1985)], an exact version of the (normal) mode theory of
both the coherent wave and the mutual coherence function is given without assuming a particular
model. A mode equation for the second-order Green function is obtained from the governing
(Bethe-Salpeter) equation based on a Maclaurin expansion at the set of poles of the first-order (re-
normalized) Green function, and is eventually given in the form of an equation of radiative
transfer. The expansion would not be possible with the “bare” Green function. The overall uni-
tarity of the Bethe-Salpeter equation is investigated in particular detail, and the involved optical
relations are shown, not only of the entire system but also of the medium and each of the boun-
daries (of intrinsically dispersive property) separately. An exact theory of a fixed scatterer embed-
ded in the waveguide is given with several expressions of the solution, including that with the con-
ventional form in scattering theory of a coherent wave, in terms of an effective cross section hav-
ing negative values in the shadow direction and its neighborhood. A detailed structure of the
power equations, constructed by both coherent and incoherent waves in a complex way, is shown
in terms of two optical relations for the scatterer’s two basic quantities that change the original
Bethe-Salpeter equation. Whenever possible, the equations are so written in a general form that
they hold true for a wide class of random systems with a fixed scatterer. Specific examples are
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given.

I. INTRODUCTION

Transport equations have been investigated using cou-
pled power equations, not only for an unbounded space
with a few interfaces of different media,'~® but also for
waveguides with either random walls’ or a random medi-
um.® The coupled power equations are a simplified ver-
sion of the transport equations that neglect all interfer-
ence effects. A basic equation to derive the transport
equations is an equation for the mutual coherence func-
tion, and its exact version is given by an integral equation
of the form of Bethe-Salpeter (BS) equation, independent
of the characteristics of the random system involved.®!©
A unified theory of random media and random boundaries
was recently given, typically for three random layers with
two rough boundaries of interface, based on an unpertur-
bative theory of the BS equation for the second-order
Green function, in such a way that the medium and the
boundaries are involved on exactly the same footing."
Here the solution is given by several expressions in terms
of scattering matrices defined for the medium and each of
the boundaries separately, by introducing addition formu-
las for two kinds of scattering matrices with coherent and
incoherent characteristics, respectively. Each expression
of the solution contains both the coherent and the in-
coherent waves at the right place, and provides an exact
version of the boundary-value solution that could be ob-
tained by solving a transport equation, subjected to the
conventional boundary condition which so far has been
heuristically given and is really not valid when used in the
case of two or more boundaries with separations of small
distance. A solution was also obtained for the case of a
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fixed scatterer embedded in a random medium, and was
given by an expression with the same form as in the con-
ventional scattering theory of a coherent wave, in terms of
an effective scattering matrix of the scatterer, as affected
by the medium fluctuation.

These results can be applied to a random planar
waveguide by regarding the two outside spaces of the mid-
dle layer as definite media constructing the random walls.
In this paper, basic equations of the second-order Green
function are first summarized in a compact form, with
particular emphasis on the detailed structure of power
equations in terms of optical relations ensuring local
power conservation at every point (Sec. II). An exact ver-
sion of the conventional mode theory (for the coherent
wave) is then investigated (Sec. III), and is followed by a
mode transformation of the BS equation; an exact equa-
tion of radiative transfer is derived therefrom as an alter-
native means of obtaining the Green function, together
with the mode expressions of physical quantities and opti-
cal relations (Sec. IV). Finally, in Sec. V (and Appendix
E), a detailed theory of a fixed scatterer embedded in the
waveguide is developed, including related optical rela-
tions, in a general form applicable to a wide class of ran-
dom systems with fixed scatterer whenever possible. As
an illustration, specific expressions of statistical parame-
ters are obtained to the ladder approximation in detail for
the random boundaries (Sec. VI).

II. PRELIMINARIES AND BASIC EQUATIONS

We employ the following notations: The space coordi-
nate vector is denoted by X=(x,x,,x3)=(p,z) in terms
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36 TRANSPORT THEORY OF A RANDOM PLANAR WAVEGUIDE. ..

of the two-dimensional coordinate vector p=(x,x,) and
z=x3, The scalar product of two space vectors a=(a,a,)
and S=(b,bz) is denoted by a-b=a-b+4a,b, with
a-b=a;b,+a,b,. A planar waveguide is considered, and
the two rough boundaries are assumed to be described by
z=—C((p)and z=d, +8,(p), where §;(p) >0, j=1,2, are
surface displacements from two reference boundary
planes, say §, and S,, chosen at z=0 and d,, respectively
(Fig. 1). A scalar wave function of the form (X)e’®’
(where @ >0 and ¢ is time) is considered, with the wave
equation

[L —g®WER)=j(Z), (2.1a)
3 2

L=~ |=—| —k}, ko=w/c . (2.1b)
X

The medium is assumed to be nondissipative for the time
being, and q(X)=g *(X) is the random part; j(X) provides
a source term.

The boundary conditions on the rough boundaries can
be transferred onto the reference boundary planes S; and
S5, and can be given by an equivalent boundary equation
of the form'> 13

—3,=BVyY g J=12. (2.2)
3, =10-0/0%=10d/0z, where 1i is the unit vector (inward
normally directed) of S;, and B" is a p operator depend-
ing on both p and 9/3p and will be referred to as the sur-
face impedance. If we write BY’=B,+b'” with an im-
pedance B, when £;(p)=0 (which is presently assumed to
be a numerical constant, including 0 and ), an exact B
is obtained [Eq. (75) of Ref. 12]; to the first order in ¢,

+(k5+B3)E;(p) , (2.3)

;. d
pUl = = (p)——
which is exactly a Hermitian operator [Eq. (2.9a)] when
B, is real. Generally, any p operator, B(p,3/dp), can be
regarded as a p matrix having the matrix elements
B(p | p’), defined according to

Bp|p)=2m)"% [ dABexp[—iA-(p—p')], (2.4)
p—p

where B affects only p and not p’. An explicit expression
of Eq. (2.2) can be written as

z = dp+ 3,(e)
- 2° %2

| s,”

2. 2 2
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FIG. 1. Geometry and notations of the waveguide for Egs
(2.1) and (2.2). The medium is assumed to be homogeneous
(g =0) in each boundary space between S; and the real bound
ary.
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~d,uyp)= [ dp'BYp | p(p") 2.5)

in terms of the notation ¢;(p) for ¥(X) bounded on S ;.

. Within the waveguide, the power-flux vector
W=(W,W,) of the wave may be given by
WER)=¢*R)avR) , (2.6a)
with an operator vector @ =(a,a, ), defined by
a=(2i)7! %—% , (2.6b)
X oX

where the arrows < and — mean the operation on the
left- and right-hand sides, respectively. The power equa-
tion is
9.
ax
Here, using the boundary Eq. (2.5), the power component
normal to S, Wj("’(p ), can be given by

W=020)"NY*j—pj*) . 2.7)

WiMp)=(20)" 43, — 3,00 |,
1 ’ * j 4 !
= [ dp'lvtp)BYp | p W (p")

—4,(p)B*(p | p ¥ (p)], (2.8)
in terms of the surface impedance BY), Hence, when the
boundary is perfectly nondissipative, the condition that
the total vertical power component integrated over S; be
zero leads to a constraint that

B (p|p)=B*(p' |p)=BVp|p) , (2.92)

i.e., that the p matrix B’ must be Hermitian. Hereafter,
the dagger will be attached to mean the Hermitian conju-
gation.

The Hermitian condition for B"Y) enables us to intro-
duce a relation of the form [cf. Eq. (242) in Ref. 12]

3 1.
g-swp lpi;p2)=—5-[B"*(p | p1)d(p—p1)

—BYp |py)8(p—p)],  (2.9b)
which reproduces the condition (2.9a) by the p integra-
tion, because there is no contribution from the left-hand-
side space divergence. Hence the right-hand side of Eq.
(2.8) can be written as a two-dimensional space diver-
gence:

n a j
W) )(p)=—$- [ dpidp:sVp | pi;py)

This is really the case of expression (2.3) for 5", and the
substitution into Eq. (2.8) directly leads to the divergence
expression

W;")(p)—_——%’[é’j(p)(lfz’;ad}j)(p)] , (2.1D)
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where a is the p operator defined by Eq. (2.6b).

The power equation (2.7) does not hold on S and S, al-
though it does everywhere inside the waveguide, but the
power-flux vector can be redefined such that a new power
equation holds everywhere including S| and §S,; that is, if
the vertical component W3 is understood to change to
zero after crossing S| and S,, the term dW; /9z in power
equation (2.7) yields an additional term §,;(z)W " (p) with
the factor

Sj(Z):a(Z—dj), d1=O (212)

owing to the discontinuity at S;. Therefore, the continui-
ty of power flux is ensured everywhere including S|+,
by subtracting this additional term from Eq. (2.7) yielding,
with Eq. (2.10), a new power equation, given by

I & d

— - W(X)+

2 .
% P 2 f dpidp,sV (X | pi;p2) ¥ (P Y;(py)

j=1

=(2) 7 [YP*i(R) =i *(R)], (2.13)

in terms of the notation

sUR | pi;p2)=8;(z)s"(p | p1;p2) - (2.14a)

The equation shows that the continuity of power flux can
be ensured only with an additional flux, given by
s/yY*(R), meaning a contribution from a surface wave.
So far the medium has been assumed to be nondisper-
sive, and given in the form kz(i)=k(2) +¢q(X). However, it
is now straightforward to rewrite the equations to meet
with the more general case of a dispersive anisotropic
medium, in which k? is an X operator with the matrix ele-
ments k%X [ X'):
KYR)= [ kAR [RWE) . (2.14b)

The same relation as Eq. (2.9b) holds true also for the
medium with the replacement of BY’ k2, i.e.,

39R|RyR)

3o

-1

2i[k”(’i|il)6(i—’x‘2)—k2(i |%,)8(X—%)],

(2.14¢)

where §'7'=(s'?,5/?’) with the vertical component s9’.
This results in changing the power Eq. (2.13) by an addi-
tional divergence term of § ‘Y’ and adjusts the power flux to
meet with the dispersive effect (Sec. IV).

The wave equations (2.1) and the boundary equation
(2.2) can be unified to be written by one equation of the
form

(L—g—BY—BP)(R)=/(R) . (2.15)

Here both BY) and ¢ are now regarded as X coordinate
matrices, having the elements

BY(%|%)=8;(z)BY(p|p"8;(z") (2.16)
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and (X |X')=¢(X)8(X—1’'); the solution ¥(X) is subject to
a new boundary condition that

3,¥=0 (2.17)

in the regions outside of S| and S,. The proof is given by
integrating both sides of Eq. (2.15) with respect to z over
an infinitesimal range enclosing S, i.e., dj+0>z>d;—0;
hence, the boundary Eq. (2.2) is reproduced.

In the same way, ¥*(X) is the solution of

V(L —q—BV_B2)=j* (2.18)

when the medium and the boundaries are both nondissipa-
tive [Eq. (2.9a)]. It may be remarked that the power equa-
tion (2.13) is reproduced directly by Egs. (2.15) and (2.18)
with the relation (2.9b).

A deterministic Green function of the new wave Eq.
(2.15), g(X | X'), is defined by

(L—g—B"V—-B?)g(x|%)=58(x—-%"), (2.19a)
or in matrix form by
(L—v)g=1, v=g+B"V4+B? | (2.19b)

wherein v may be regarded as an effective medium
representing both the medium and the boundaries on an
equal basis.

By virtue of the boundary condition, it holds the sym-
metry
TR =g® |R)=g(R|%")

g ’ (2.20a)

i.e., gT=g, as may be directly shown by applying the
Green theorem over the whole space enclosed by the real
boundaries (with the impedance of a constant B,). It fol-
lows from Eq. (2.19b) that v '=v; hence, also B/'T=B "/,
ie.,

BY(p" [p)=BY(p|p)=B"*(p'|p),

where the last equality is from Eq. (2.9a) and is valid only
when the boundaries are nondissipative.

(2.20b)

A. Statistical Green functions

Equation (2.19b) has the same form as that equation in
an inhomogeneous random medium v and this enables the
statistical Green functions also to be obtained in exactly
the same form without making any distinction between
the medium and the boundaries. To obtain the Green
function of first order, G={g), we first introduce an
effective matrix M of v, defined according to

MG ={vg) , (2.21a)

which can be divided into three equations of M'?, MV,

and M ‘?), defined in the same fashion by

MPG=(qg), MVYG=(BYg), j=1,2. (2.21b)
By averaging Eq. (2.19b), we obtain
(L-M)G=1, M=MP4MV4+M? (2.22)

Since GT=G from Eq. (2.20a), Eq. (2.22) shows that
MT=Mor
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M(q)T_+_M(l)T+M(2)T:M(qi+M(l)+M(2) , (2.23)

although this is generally not true for each term, i.e.,
M PT M@ and MY To£M Y] when taking into account
the high-order terms.!!

To the first order of g and gj [Eq. (2.3)],

M9%|X)=(q9Gg )X | %
=<q(x>q(i')>G(x|i') , (2.242)
» N=(bGb ) p|p")
ple ple (2.24b)

(g)=(p"")=0,

where, in the last equation, G is to be regarded as a p ma-
trix bounded on the plane S;. Also it may be remarked
that some of the higher- -order terms of M9 explicitly
dependent on the boundary characteristic [as contrasted
to the implicit dependence through G in Eq. (2.24a)] are
appreciable in neighborhood of the boundaries, within a
separation of the order of the medium correlation dis-
tance. The same is also for the M /”s, whose higher-order
terms also have an explicit dependence on the medium. In
Sec. I, however, related statistical equations are formu-
lated quite generally independent of the detailed structure
of the medium and the boundaries.
Also for the Green function of second order, defined by

I(X1,X2|Xl, =(g*(%, |§'1)g(iz|i'z)> s (2.25)
or in matrix form by
I(1;2)=(g*(1)g(2)) (2.26)

(here and also hereafter, the subscript 1 is attached to the
coordinates of quantities of the complex-conjugate wave
function, and the subscript 2 is attached to those of quan-
tities of the original wave function), the medium and the
boundaries can be treated on exactly the same footing, by
introduction of a quantity Av, defined by

Av=v—M=Aq+Ab'""+Ap? | (2.27a)
where

Ag=q—M'9, AbY'=BY_pm (2.27b)
We obtain an expression of the deterministic g, as

g=G(1+Avg), (Avg)=0, (2.28)

and, with the complex-conjugate expression for g*, the
substitution into the right-hand side of Eq. (2.26) yields a
BS equation for I (1;2) of the form

I1(1;2)=G*(1)G(2)[1+K(1;2)1(1;2)] . (2.29)
The factor K (1;2) is defined according to'°
K(1;2)I(1;2)=(Av*(D)Av(2)g*(1)g(2)) ,  (2.30)

and can be divided into three major parts K'?(1;2) and
KY9(1;2), j=1,2, that are independently contributed
from the medium and the boundaries, respectively, on
neglect of other cross terms depending on the both quanti-
ties.!! Hence,

K(1;2)=K921;2)+K'V(1;2) + K ¥(1;2) . (2.31)
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To the perturbative approximation of Egs. (2.24),
K'9(1;2)=(g*(1)q(2)) , (2.32a)
K2(152)=(bp"*(1)pY(2)), j=1,2 (2.32b)

where ¢*=g and b"*=b"" in the nondissipative case
[Eq. (2.20b)]. When the medium and/or the boundaries
are composed of discrete scatterers and/or embossed sur-
faces, on the other hand, M9, K and/or M, K ) are
given in terms of the scattering amplitudes of each scatter-
er and/or embossed surface, averaged over all possible
size, shape, orientation, etc., and of the densities per unit
volume and/or per unit area. 10,12

Here it may be remarked that Egs. (2.24) for M ‘4 and
M"Y involve the still unknown G; however, together with
Eq. (2.22) for G, they provide a set of equations which
determine M self-consistently. Also with this M, K@ and
K'Y given by (2.32) to the ladder approximation strictly
fulfill the optical relation (2.48) necessary for power con-
servation of the entire system, by virtue of the relation

8(1;2)G(2)K (1;2)=86(1;2)M (2) , (2.32¢)
as it is shown by using relation
8(1;2) 4 *(1)B(2)=58(1;2)4(2)B (2) .

B. Incoherent scattering matrix and physical
quantities

The solution of the BS equation (2.29) can be written,
with a coherent propagator U'“'(1;2), defined by

U'“%1;2)=G*(1)G(2) , (2.33)
in the form
I(1;2)=U'"1;2)+ U'91;2)8(1;2)U'C(1;2) . (2.34)

The second term gives the incoherent part in terms of an

incoherent scattering matrix S (1;2), defined by
S(1;2)=K(1;2)[1+U'“(1;2)S(1;2)] (2.35)

(similar to the Lippmann-Schwinger equation for a
coherent wave), and given in matrix form by

S=(1—KU'9)" 'K
=K +KU'CK +KU'OKU'CK + - -- (2.36)
Basic relations involved in K, U'C’, S, and I are
KI=SU'©, IK=U'Cs, (2.37)
S=K+KIK , (2.38)

where, in the last equation, S is the same function of K and
IasIinEq.(2.34)isof U'“) and S.

The power fluxes of the coherent and the incoherent
wave, w(C [w(C) W(C] and w(l) [w([) W(])], re-
spectively, can be written, on using Eq. (2.6b), as

W OR)=ak]| 1;2)U'C(1;2) .
WR)=a(x | 1;2)U'CsUC(1;2) ,

(2.39a)
(2.39b)

in terms of a vector matrix &(X | 1;2), defined by the ma-
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trix elements

An additional power flux due to the surface waves,
W is given by

WSR)=B(R | 1;2)I(1;2),
in terms of B(X | 1;2) to be defined by Eq. (2.46).

(2.41)

C. Optical relations

The matrices M and K involved in the BS equation
(2.29) are subject to a relation that ensures power conser-
vation in the scattering at every point (optical relation).
Here the relation can be written in a compact form by in-
troduction of a coordinate matrix 8(X | 1;2), defined by
the elements 8(X—%,;)8(X—X,), in such a way that the
product 8(X | 1;2) 4 *(1)B(2) represents

[ d2,d%,8(X—%)8(X—%,) 4 *(X, |R)B (X, | )
=A*R[X)DBER|R)) . (.42

For example, Eq. (2.9b) can be written simply by
%-s‘ﬂm 1,2)=8( | ;2)(20)~'[BY*(1)=B(2)],

(2.43)
in terms of the matrix s(j)(’iL 1;2), defined by the elements
(2.14a); therefore, the sum s’ =s!) + /2 is

—:;-s“”(’)il 1;2)=8(%| 1;2)(2) " v*(1)—v(2)],

(2.44)
in terms of the medium-boundary matrix v [Eq. (2.19b)],
wherein the diagonal matrix ¢ makes no contribution. It
may be remarked that even when the medium is originally
dispersive, having off-diagonal matrix elements, g(X | X'),
Eq. (2.44) still holds true with an additional divergence
term of (% | 1;2) on the left-hand side [Eq. (2.14c)].

The optical relation is obtained by combining the rela-
tion (2.44) with
(v*(1)g*(1)g(2)) =[M*(1)+G(2)K(1;2)]1(1;2) ,

(2.45a)
(v(2)g*(1)g(2))=[M(2)+G*(DK(1;2)]1(1;2) ,

(2.45b)

which directly follow from Egs. (2.28) and (2.30). Hence
in terms of the matrix B(X | 1;2), defined according to

BR | 1;2)I(1;2)=(s?(% | 1;2)g*(1)g(2)) (2.46)

[in the same way as K (1;2) has been defined according to
Egs. (2.30)], we find the relation

a A .
3 B(x]1;2)
=(2i)718(% | 1;2)

X{M*(1)—MQ2)—[G*(1)—G(2)]K(1;2)} ,
(2.47)

K. FURUTSU 36

which demonstrates that the right-hand side can be ex-
pressed by the space divergence of a two-dimensional vec-
tor

BE|1;2)=BV+BY)%|1;2)

that differs from zero only on the reference boundaries S,
and S,, meaning a contribution from the surface waves.

The relation (2.47) holds true at every point in the space
and on the boundaries, and ensures the BS equation (2.29)
to be consistent with the averaged version of the (local)
power equation (2.13), and will be referred to as the local
optical relation. To ensure merely conservation of the to-
tal power, on the other hand, we only need a relation given
by the X integration of the local relation, i.e.,

S(L,2){M*(1)—M(2)—[G*(1)—G(2)]K(1;2)} =0 .
(2.48)
Here no contribution is made by the divergence term and

8(1;2)= [ dx8(x[1;2), (2.49)

and has the simple matrix elements 8(%X; —X,).

It may be remarked that a similar optical relation holds
true also for each of the medium and the boundaries, in-
dependently, as long as that quantity is nondissipative, no
matter whether the other quantities are even dissipative.
That is, by replacing v in Egs. (2.45) with each of ¢, B'",
and B'?, say A4, we generally obtain an optical relation of
the form'

L BOR | 1,2)=207 18R | 1;2)

ax
X {M(A)*(l)—M(A)(Z)

—[G*(1)=G(2)]K ' "(1;2)}

(2.50)

(where ﬁ(")(i[ 1;2)=0 in the present case). Here M'#
and K are defined according to Egs. (2.21) and (2.30),
respectively, so that to the first order, K V)(1;2), j=1,2, is
given by Eq. (2.32b), for example; wherein the first-order
Green function G is the same in all the equations. The
same is also for the integrated optical relation of each, be-
ing given by an equation similar to Eq. (2.48).

To see the detail of power conservation, we first write
the power equation of the coherent wave, on using Egs.
(2.39a) and (2.22), as

é’;-&m 1,2) 479+ | 1;2) |U€1;2)
X

=8(% | 1;2)2) " [G*(1)—-G(2)] . (2.51)
Here
YOO | 1;2)=8(% | 1;2)(20) T [M*(1)=M(2)]  (2.52)
2
=y(q)(/x\l 1;2)+ 2 'y(j)(’x\\ 1;2), (2.53)

j=1
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and means a dissipation coefficient of the entire random
system in terms of contributions from each of the medium
and the boundaries, Y @ and ¥, which are defined by Eq.
(2.52) with M ->M @) and M” , respectively. The total

power, (W )), is given according to Egs. (2.39) and
(2.41) by
(WR) =W WP L W)5)

=(@+B)& | 1;2)I(1;2) (2.54)

and, as will be proved below, satisfies the equation of con-
tinuity

5—— (W(R))=8(%]1;2)(2))"[G*(1)—G(2)] (2.55)
X

which is the same as obtained by averaging the original
Eq. (2.13).

A contribution from each kind of the wave to Eq. (2.55)
can be seen in detail by rewriting the optical relation (2.47)
interms of S(1;2) as

2 &R | 5DUOS(1;,2)+B9% | 1;2)] =1 F(R | 1;2)
X

(2.56)
with

BYR | 1;2)=B% | 1;,2)[1+U'9s(1;2)], 2.57)

which from Eq. (2.41), gives the power flux of the surface
waves by

WOR)=B(R | 1;2)UC(1;2)

=B(X| ;2)I(1;2) . (2.58)

The proof of Eq. (2.56) is given by use of relation (2.51) as
an expression for the factor

(%] 1;2)2) " [G*(1)-G(2)]

involved in the right-hand side of Eq. (2.47), followed by
the multiplication to the right with

(1-U'9K)"'=14U9s . (2.59)

Thus by multiplication of Eq. (2.56) to the right with
U ‘C)( 1 2), the left-hand side becomes the space divergence
of W +W‘S’ and the right-hand side means the dissipa-
tion of the coherent wave per unit volume; power equation
(2.55) is derived therefrom with the aid of (2.51). The con-
tinuity of the power flux is ensured everywhere, and on the
boundaries,

(W}"’(p))=—§)—-ﬁ‘j)(p| 1;2)I(1;2), (2.60)
as it follows from Egs. (2.10) and (2.46), implying that the
power of the surface waves is supplied coherently and not
through the incoherent scattering (see also Sec. VI).

III. MODE THEORY OF GREEN FUNCTION
FOR THE COHERENT WAVE

To solve Eq. (2.22) for the Green function

GR|X)=G(z|p—p'|z'),
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we first observe that M ‘9’ =~ M ‘97 is dependent also on the
boundaries [e.g., through G in Eq. (2.24a)] and can be
written generally in the form

MOR|R)=M'"7Y(z (3.1a)

lp—p'|2"),

wherein taken into account is only the translational in-
variance. Equation (3.1a) may be approximated more sim-

ply by

MOR|R) =M p—p', |z—2"|) (3.1b)

over a range of the points X and X', when separated
enough from either of the two boundaries, as compared
with the medium correlation distance so that except in the
very vicinity of the boundaries, G involved in a short non-
vanishing range of M'? can be approximated by the
Green function in a homogeneous random medium of q.

The situation is the same also for the boundary counter-
part MY =~ MW7, j=1,2, which also is dependent on the
other boundary S;, i5j, as well as the medium; neverthe-
less, the matrix element can be written in the form

Np|p)=MV(p—p’) (3.2)

The solution of Eq. (2.22) for G(X | X’) can be written in

an eigenfunction series, by introducing a set of eigenfunc-

tions ¢,(X), defined by the eigenvalue equation
(L—M'?)$,(X)=D,d,(%) (3.3a)

of eigenvalue D,, subjected to the boundary conditions

—0,¢. =MV, | , j=1,2. (3.3b)
J
Here we can set
d.(X)=0¢,(A,z)exp(—iA-p) (3.4)

and, to the approximation of using Eq. (3.1b), the use of
the Fourier transforms

M9 Aa= [dp [* dzexpli(A-p+az)]
XMPp,|z]|), (3.5a)
M= [ dpexplir-p)M(p) (3.5b)

(which are both even functions of A) enables us to
represent M'? and M"Y by operators with the matrix ele-
ments

MR |R)=M'"[i3/3p, —(38/3z)*18(X—%') , (3.6a)

(j)

plp)=M"i3/3p)8(p—p’) (3.6b)

Hence in Eq. (3.4), ¢,(A,z) can be chosen to be the eigen-
function of —(d/9dz)?, defined by
2

|2 da(Az)=a’p,(A,z) (3.7a)
subject to the boundary conditions
—a,,qsa(x,z):M‘f’(x)qba(x,z)|,=dj, j=1,2 (3.7b)

so that ¢,(X) is simultaneously an eigenfunction of M (a)
with the eigenvalue M '?(A,a?), in consequence of Eq.
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(3.6a), where a is a function of A, a(A), and
MP*(X)s=M(A). Hence
D, =A>—k2(A) (3.8)
with
kK2(A)=k3+M'(A,a?)—a’ . (3.9)
Thus with the normalization
d _
[ 7 dz 6,025 (A,2) =545
0 (3.10)
z—2z")

S . (A,2)d,(R,z")=58(

[so chosen that ¢, =¢, in the present case of Egs. (3.7)],
Eq. (2.22) gives the solution

GR|[%)=02m? [ dA3 DM, (A,2)8,(A,z")

X exp[ —iA-(p—p")] . .11
Also in the general case (3.1a) of M%), the expression

(3.11) remains unchanged with the replacement of

by — o> by —b,, and k2 —kE —a’*(A), in terms of a new

set of eigenfunctions ¢,(A,z) and ¢, (A,z)=d,(—A,z),

defined by the eigenvalue equations

2

a ’ X
— |35 | 4t f dz"M'(z | M|z )b A,z"")
=a'’¢p,(A,z), (3.12a)
2
a 1 1
-5 BuAyz)— f dz"d,(Az" )Mz |A|z)
=a’¢,(A,z), (3.12b)

subject to the boundary conditions (3.7b) and the normah-
zation (3.10), where M'?(z |A |z )=M'?(z’'| —A|z)
the Fourier transform of Eq. (3.1a) with respect top ~p’.

A. Normal mode expansion

In the boundary Eq. (3.7b), M /(1) is an entire function
of A as long as M "/(p) is a function of finite range that be-
comes exactly zero for |p| of values exceeding some
finite value, as realized when the correlation distance of
the boundary ﬂuctuatlon is finite in Eq. (2.24b). By the
same reason, M9, a 2) is an entire function of A and a?2,
and therefore, so are «2 and D, [see Eq. (3.9)]. This results
in the eigenvalue equations (3.7) remaining unchanged for
arbitrary contourings in the A complex plane, although
each eigenfunction may have branch cuts in its own plane
so that the contourings may give rise to an interchange of
some eigenfunctions. Hence, the integrands of the series
(3.11), for example, have no branch cuts, as the whole, and
are analytic everywhere except at the set of poles given by
the factors D, '(A).

If we presume that in Eq. (3.11)

z|A|z)= 3D, M)y (A,z)d,(A,z") (3.13)

tends to zero as | A | — oo [the proofis given in Appendix
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B to the approximation of Egs. (2.32)], then the integrand
can be expanded at the set of poles in a Maclaurin series.
To this end, we first introduce a two-dimensional unit vec-
tor Q=(Q,,Q,), Q=1 to change the Fourier variable A
according to A=A with the element d A =Ad Ad Q; then,
for given ), we denote a complete set of roots of A of
D,(AQ)=0by tk,(+Q). From Eq. (3.8),

k,=k,(k,Q), Im[xk,]<O,

and k _,(Q)= —k,(
the set complete.

Also, a normal set of mode wave functions, ¢,(Q,%), is
defined by

(3.14)

— ) is another set of roots to make

$,(Q,%)=¢,(Q,z) exp( —ik,Q-p) (3.15a)
with
6, (Q,z)=¢,(A,z) ]|, , (3.15b)

where |, means setting A=k, (. Hence for given Q, we
obtain the Maclaurin expansionof G(z | A | z’) as

—1
z|A|z)= E 8(1 (AQ)
X, (Q,2)d,(Q,z" ) [A—k,(Q)]7 .
(3.16)
Here
ai (AQ)! =2k, (Q)[1—K',(Q)], (3.17a)
K, (Q)= 2 K, (AL)) (3.17b)
a ax . )

Obtaining the Green function in the asymptotic region
of | k,(p—p’)| >>1isstraightforward by substituting Eq.
(3.16) into Eq. (3.11) and making the integration with the
aid of formula (A3). Hence the result is obtained, in terms
of the residue values at the poles A= +k, () which are
distributed on the lower half-plane of A, as

GRI|R)= 32 27k, (Q) | p—p' | 171

X[1—k, ()] '¢,(0Q,2)8,(Q,z")

X exp[ —ik,(Q) |p—p’ | —im/4], (3.18)

where

Q=(p—p")/|p—p’
and

lkalp—p) | >1.

An exact version of Eq. (3.18) also can be obtained by us-
ing formula (A4), which is available only when the system
is isotropic in the horizontal direction, however.
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B. Miscellaneous relations associated with the normal
mode wave functions

To prepare for several relations frequently quoted in the
following sections, we first consider the particular case
(3.1b) of M9, and introduce a set of quantities, defined in
terms of the notation |,, meaning A;=k;Q and
A=k, by

oy (Q)=(kF +k,(Q)/2=k(Q), (3.19a)
Vap(Q)=(kF —k, Q) /i=7y},(Q), (3.19b)
Y 9(Q)=(2iky, ) {M'P*[A,a**(A))]
—M V(A6 AT} | 0
=yi* Q) (3.19¢)
YIQ) =20k )~ [MT* (A ) =MV (A)]] o
=yi*Q), (3.19d)

which all constitute Hermitian matrices with respect to
the Latin subscripts, and also two functions of  and z,
defined by

N (Q,2)=¢5(Q,2)d,(Q,z) , (3.20)
NO(Q,2)=(2ik,, )" a3
( z)=(2i ab ¢a QZ ‘az oz ¢b(Q,Z)
(3.21)
Here
d2
Ay = fo dz N, (Q,z) (3.22)

becomes §,, when the system is free from the fluctuation
so that M”'=B, is a constant independent of p [Egs.
(3.7].

Here the function N3'(Q,z) satisfies the equation

0

™ SN, 2) =10 () —y T Q)N (Q,2)  (3.23)
with the boundary values
N (0,2 =y H( Q)N (Q,2) | ;=g j=1,2 (3.24)

as follows directly from Egs. (3.7)-(3.9). The z integra-
tion of Eq. (3.23) over the range d, >z >0 leads to the re-
lation

Vb =7 NQ)A = z YHQIN,(Q,d;) . (3.29)
j=1

Alternatively, the two Egs. (3.23) and (3.24) can be writ-
ten by one equation, as [cf. Eq. (2.15)]

%Néi’m,z):[m( =y T(Q,2)IN,(Q,2), (3.26)
2 .
re @, =yP @)+ 3 v RQ)8;(2) , (3.27)

j=1

with the new boundary condition
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NP(Q,z)=N,(Q,2)=0

in the regions of z <0 and z >d,. Equation (3.25) is
directly reproduced by the z integration of Eq. (3.26) over
therange w0 >z > — «.

Also in the general case (3.1a) of M9, various previous
equations hold true with minor changes. For example, the
modified version of Eq. (3.26) can be written in the same
form as

-aa;ng'Sb)'(ﬂyZ):[ya’b'( )— y(aqb+b) Q’Z)]Na’b’(Q»Z) .

(3.28)

Hereby( b)(ﬂ,z) represents a z matrix with the elements
Voo Q. z | z1;2z,) having the medium part

Va2 | z)52,)

=(2ikg, ) TN [M'P* (2 | Ay | 21)8(z —25) (3.29)
—M'z | Ay |22)8(z—2 )] | 4 »
and N, (£},z) represents
Nop(Q,21,2,) =¢3(Q,2, ), (DQ,2,) (3.30)

with two z coordinates z, and z,, so that the convention
employed is

Y (Q,2 )N, (Q,2)
= f dzldzzyiﬂbfbl(ﬂ,z | 21322 )N (Q,21,25) -
(3.31)

Hence the z integration of (3.28) yields the relation

2 .
Yol @By =7 ( @Ay + 3 v

j=1

(Q)N,(Q,d;)
(3.32)

similar to (3.25), where ';/fﬁ;,:(ﬂ) is defined by the integral
Y Q) p= [ dz ydp(9,2)N, 4 (Q,2) (3.33)

with A, from N, (Q,z). In fact (3. 33) is reduced to
“”(Q)Aab in (3.25) when ¢%(X) and ¢,(X) happen to be
eigenfunctions of M ‘?* and M '?, respectively [(3.9)].

It may be remarked that, in connection with Eq. (3.28),
the vertical power flux is not given by k,, N3 (Q,z) and
should be corrected by an additional term from
7'9,72(Q,2) on the right-hand side;'" the situation is the
same also for Eq. (3.26).

IV. MODE THEORY OF THE SECOND-ORDER
GREEN FUNCTION

We begin with the integral equation (2.35) for S (1;2) by
substituting the eigenfunction expansions of both G*(1)
and G(2) according to Eq. (3.11). The resulting equation
becomes written in terms of an eigenfunction transform of
K (1;2), defined by
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Eab;cd(ll;}"l ' A"hA-'Z)

X & (z1)ba(z3) expli(Ai-pi—As:p3)],

and a similar transform of S(1;2), say
Sup:ca(Ai;A | A;A%). In view of the translational invari-
ance of the system in the horizontal direction, it is con-
venient to introduce relative coordinates r and p, defined
by

I=p,—p1, p=(p+p1)/2, drdp=dpdp,, (4.2a)

and the corresponding variables of Fourier transforma-
tion, u and A, by
:(l2+3\.1)/2, A.=A.2—A,1, dudlzdlld)\«z (4.2b)

with the relation

(w [A]u")=K.feq(u[A[u")
+ 3 (2m) 2 f duk,;.,(u
a,b

§ef;cd

in which the variable A is involved merely as a constant
parameter.

To perform the u integration in Eq. (4.5), we write the
integral F (A) in the general form

F(M=@2m) "2 [ du 3 [DFHA)DD,(A3)]" fap (u,2)
a,b

(4.6)

In this particular case,

fabu)\'

(where unnecessary variables and subscripts have been
suppressed on the left-hand side). To perform the u in-
tegration in Eq. (4.6), we first introduce a two-dimensional
unit vector 2=(0,,Q,), Q2=1, to change the variable of
integration by u=uQ with the element du=u du dQ,

efab u' | Afu) abcdu|A'|u .7

and also the two scalar variables u; =Q-A; and u, =Q-A,,
so that
AM=uQ—A/2=u,Q—A;/2, (4.8a)
AM=uQ+A/2=uQ+Ar/2, (4.8b)

where A is the component of A orthogonal to 2, and
u,=u—N-2A/2,
uy=u +Q-1/2, (4.9)
u=(u;+uy)/2.

Then we observe that the integrand can be regarded as an
analytic function of u; and u, everywhere except at the
two sets of poles given by the factor

[Da*(u]Q—KT/Z)Db(uZQ-{—KT/Z)]_

"|A|w)[Dg(u—A/2)Dy(u+A/2)]17'S,.q(u| A u")
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= dildiz dX]dX2¢a Z, ¢b zz)exp[l(—k] pl—f—lz ‘P2 ]K(XI)XZ ’i'l,'i'
2

—Appi+Arypy=ur+Ap . (4.2¢)
The matrix elements of K (1;2) can be written in the form
K(X;%, | X% =K(r,2),z, [ p—p’ | 1',2},2}) , (4.3)
which gives the transform of the form
Kop.ca(Ai Ay | A’I;A;’,_)=(2ﬂ)26(l—l')fab;cd(u [A|u")
(4.4)

The same is also for the transform of S(1;2) say
Sap;calu | A u'), and Eq. (2.35) provides its integral equa-
tion by

(4.5)

F=[ d0s- [“du3 (u

f

as the whole, although each term of the series generally
has branch cuts (cf. Sec. III A), and that the integrand
tends to zeroas |u; |, | u, | — o (Appendix B). This en-
ables the integrand (for given Q) to be expanded in a Ma-
claurin series at those poles of u; and u,, +k*'7(+Q) and
+kyT(+Q), given by the roots of

D}k TQ—Ar/2)=0, Dy(kiT'Q+A;/2)=0. (4.10)

m(ky") <0 and the superscript (T) mean the dependence

on Ar; as A—0, the roots are reduced to the k*(Q) and
ky(Q2)’s of Eq. (3.14), respectively. To the first order of
Ar,

kG D(Q)=kX(Q)—(Q—QF)-A/2, (4.11a)
kiD(Q) =k, (Q)+(Q—Qy)-A/2, (4.11b)
in terms of the notation
Qa_— /Q —D,(u)|,, Q-Q,=1 (4.12)

with the mark |, defined in Eq. (3.15b).
Thus the integral (4.6) is given by a series of the form

__k#(T))—l(u _kl(’T))—

a,b

xwil Q) . (4.13)

Here 3, , denotes the summation over the complete sets
of poles [including —k}'"(—Q) and —k{T(—Q), as in
Eq. (3.16)], and with Egs. (3.17),
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(T) (81T)_1k(T)(k*(T)k T))—1(1~K:'(T))—l
X(1—ry ™=, (4.14a)
(@) =Fap ke Q) (4.14b)
where!®
kig'= (k3 D+ k1) /2
2kab+(9:-ab)‘l/4 , (4.15)

and u; and u, are functions of u through Eq. (4.9). Hence,
all the u integrals involved in Eq. (4.13) can be given in
terms of an integral U,,(Q, ), defined by

Uy (Q,A)=(27)"" f du w!P(u —Q-A/2—k2D)-!

X(u +Q-A2—k{T)~1  (4.16)
(which evaluation is in Appendix C), yielding
)= [ dQE Uap (M) f331(Q) . 4.17)
Here
Uap (O, M) =wi(QA)(yo) —iQ-A)~ (4.18)
where, using Egs. (4.11),
P D(Q)= (kT — kD) /i
=Y (Q)+i(Q—Qg)-A (4.19)

with Q,, =(Q% +Q,)/2; Eq. (4.18) can be written also as
Upp (M) =wi( Q)70 (Q)—iQ,-A]"1 . (4.20)

The summation ¥, , includes not only the terms of the
mode waves a and b propagating in the same direction £,
but also interference terms made by the mode waves prop-
agating in the opposite direction (Appendix C).

A p function given by the Fourier inversion of

wig(Q,A), say © 5(Q,p), is a function of a short range of
the order of the mode wavelengths, and is appreciable also
for the nonpropagative and the interfering mode waves,
giving [Egs. (C10)-(C13)]

w,, for propagative mode waves
[ dp@(Q,p)~ {(im)~In | ky /kE | wg

for nonpropagative mode waves
(4.21a)

On the other hand, the Fourier inversion of U, (Q,A),
U, (Q,p), is given to the approximation of {,, ~Q by

(e) |P l —1
Xexpl —va (2

Uyp(Q,p) =~
Jp| 18 Q—p/lpl),
(4.21b)

where w'f’ =w!f(Q,id/3p) and, from Eq. (4.20), is a solu-
tion of
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Yoo +Q Uap(Q.p)=w§'8(p) . 4.22)

.9
ab ap

The factor U,,(Q,A) in Eq. 4.17) has a pole at
iQ-A=y!}, and we often need an expansion of fiMQ
this pole, particularly when f{3(Q)=0 at the pole [e g .
(D2)]. To this end, we first observe that i) [(4.14b)]
is a function of ul—k*‘“ and u, =k, given from Eq.

(4.9), by
k;‘“zk;p_o-x/z
=kXD_i2=YyD—iq-r), (4.23a)
kM =k +Q-A/2
=kyD4i2 Ny D —iQ-A), (4.23b)

and therefore it can be expanded to the first order of
yD_iQ-Aby

Q) =fou(Q)+i27 Uy D —iQ-N)fl,(Q), (4.24)

where, on rewriting f,,(u,A) as f; (A}, A;) [Egs. (4.8)],

Fap (@)= Ffap(Ai, A7) | Ty

=fur kX TQ A7 /2,kTQ+A7/2), (4.25)

, ] ) (1)
—q |2 8 AP (426
fap(Q)=Q [ a, + o, Sfa(A,A2) [ap  (4.26)
(where | \7) meanstoset u; =k*'" and u, =k;7), and are

still dependent on the component A .
Now, applying the formula (4.17) to the present case of
Eq (4.7), Eq. (4.5) is reduced, after setting u —kmﬂ’ and
=k T)Q” to an equation of the form

Serica(Q A Q)=K} 40| Q")

+3 [ dQK}W(Q | 0)T,(Q,1)
a,b

Xgab;cd(ﬂ ' A- ' Q“) (427)

Here

KN [ Q) =K f,oa(kP'Q A KQ7),  (4.28)
and S,/..4(Q'|A| Q") also is deﬁned in exactly the same
way. The A dependence of Kef .a is negligible in many
cases, however, because of its slight change as compared
with the change due to the factor U,,(,A) [implying that
the spatial range of K (1;2) is negligibly small compared
with the coherence distances of the mode waves]. With
the same approximation, the summation ¥, , can be re-
stricted to include only the propagative mode waves, say
3.5, and further to 3, , (a =b) whenever |V | >>Vaa>
a+b [Eq. (C11)].

The Fourier inversion of Eq. (4.27) with respect to A
yields an integral equation of S,r,.;(Q' | p'—p"' | Q"), as
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Sersca @1 —p" | ) =Keyica Q| Q80" —p")+ 3 [ dQ [ dpKepias(Q | 2)Uas(R,p—p)Su,ca (R | p—p" | Q) .
a,b

(4.29)

The superscript (A) of K;}‘fab(ﬂ’ | ) has been suppressed, implying the neglect of A or a possible replacement of

A—id/9p init, and the factor U,,(Q,p’ —p) may be given by Eq. (4.21b). The solution of Eq. (4.29) is important not only
to obtain the mutual coherence function, but also because of being a basic quantity to construct an effective scattering
cross section of a fixed scatterer embedded in the random waveguide [e.g., Eq. (5.19)], and may be obtained by a direct
iteration method when the scattering volume [where K (1;2)5£0] is limited, or by Eq. (2.38) in terms of I(1;2).

A. Power fluxes and equation of radiative transfer

The horizontal power flux at X for the coherent wave from a point source at X', W)X | %), is given according to Eq.
(2.39a) with (3.11) by

W(C’(ilﬁ')zz(Zﬂ)_zfdke_”"(”"")(Z'rr)“zfduu¢:(k1,z)¢b(12,2)[Da*(k1)Db(lz)]‘1$:(Al,z’)$b(}»2,z’), (4.30)
a,b

which has the form of integral (4.6) and also fulfills the asymptotic condition required for the factor f,,(u,A). With for-
mula (4.17) and the followed Fourier inversion with respect to A, we obtain

waR|zN=3 f dQ kAN DQ,2)U,, (Q,p—p )N D(Q,z'), 4.31)
a,b

where Nyi'(Q,z) is the same as N, (Q,z) in Eq. (3.20) except the replacement of kfQ—k*T'Q—A,/2 and
ks Q—ki"'Q+ A1 /2 [Egs. (D5) and (D6)].'® The same is also for N \}(£,z).

In the same way the vertical flux W,;“( | %’) is found to be given by Eq. (4.31) with QN1(Q,z) >N} 7(Q,z) [Eq.
(3.21)], where N> is a short form of N'*7). The incoherent power flux given by Eq. (2.39b), say W% | &), also can
be obtained with the same procedure, and the sum of the two power fluxes is found in the form

(WOLWDyz(x)= 3 fdnfdQ'k;,,T’QN;,,T’(Q,z)[a,,;cd(n[p—p'(Q'W‘Cg)(Q',z/). (4.32)
a,b,c,d

Here

Tapca(Q [ p—p' [ Q)=Up (9 —p')8,: 5,4 8( Q2 — ")

+ f dpudpru gb(ﬂyp_p”)sgb;cd(ﬂ Iplr_plrl ' QI)UCd(QI,pr—pI) , (433)

which is just a mode transformed version of Eq. (2.34); an expression corresponding to the BS equation (2.29) also can be
obtained, as

Tap;ca( QA [ Q) =Ty (Q,1) (8,:8,48(2— Q)+ [ dQ KD (Q Q) 0(Q|A[Q) |, (4.34)

iJ

with the aid of Eq. (4.27), in terms of the Fourier transforms.
Equation (4.34) can be rewritten by Eq. (D19) (by multiplying the both sides with y,, —i€,, -A), of which Fourier in-
version gives an integro-differential equation for I,,,..,(Q | p—p' | Q') as

Ya +Q Tap;ca( Q| p—p' | Q) =w;5'8,:8,48(2—Q")8(p—p")

.9
ab ap
+3 f dQ WK /(| Q) g (R | p—p' | Q) (4.35)
iJ
similar to the conventional equation of radiative transfer, with a scattering cross section K,,;;(2 | ') and a term of
point source.
B. Power conservation and optical relations

Equation (4.35) is consistent with power conservation at every point in the waveguide and on the boundaries, by virtue
of the local optical relation (D17). The z-integrated version of this aspect can be found more simply by multiplying the
both sides of Eq. (4.35) [or (D19)] with A7’k and making the summation 3, , f d Q; hence, with the integrated optical
relation (D23), we are led to

2
%-2 fdQ QAT+ 3 BEM(Q) [14..0(Q | p—p' | ) =ADkSw Q" ,M)8(p—p') , (4.36)

a,b j=1
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where k£’ is defined by Eq. (D4) and A}’ ~ A, ~6,1b [Eq. (D21)]. Here the first term in the large parentheses is obviously

a z-integrated version of Eq. (4.32) for W'© 4+ w!/)
given from Eq. (2.41), by

2

, and the other terms are those from the surface waves, WS(% [%'),

wE(R)=3 fdedQB“" (2 4p,ca(Q | p—p’ | Q)N D,z , (4.37)
J —~1 a, b c,d
where B (Q) is given by Eq. (D13) in terms of a mode transform of (X | X;%,).
q
In the left-hand side of Eq. (4.36) we have, to the approximation of Eq. (D25),
z BUAM Q)+ QAP K ~ Qo AgpklE), A=0 (4.38)

ji=1

which shows that the total integrated power flux, including those of the surface waves, is the same as given by the z in-
tegration of Eq. (4.32) with the replacement of k‘T’—>k(e’ and 0 —Q,, i.e.,

f dz(w(C)+w(1)+W(S))(’x\ \/X\
abcd

S [ dQdQkSQAumlu.w(@]p—p' | QIN4(Q,2") .

(4.39)

Since A, ~ 8,5, the nonpropagative mode waves (k¢ ~0) are actually excluded in the series.
Equation (4.39) holds true also when the medium is intrinsically dispersive [(2.14b)], and indicates that the surface
wave terms supplement an overall change caused by the dispersive property of the original system.

C. General case: Sources distributed over separate places

In this section various equations of I(1;2) have been obtained only for a point source, but this constraint can be re-

moved by using another expression, such as

I(1;2)=[14+1(1;2)K(1;2)]1U'€(1;2) ,

(4.40)

i.e., the transposed version of the BS equation (2.29). Hence, by multiplication of Eq. (4.40) to the right with the source
factor j*(1)j(2), the mutual coherence function can be given also by

(P*E YR = (P* (X (P(X,)

Here
()= [ dR'G(

and is given with the exact G (X |X")

~

IR,

Y+ [axiaxy [ dRYARIT Rk |RGRDK RERSIRTRD(VR

IR .
(4.41)

(4.42)

also containing the nonpropagative mode waves. In the second term giving the in-

coherent part, the factor IK (X;X, | X {';X5) can be given by a mode series of the form

n
IK (Xl;/X\z | X ’ll,i lzl
a,b,c,d

with the same I,,..; as given by the solution of Eq. (4.35);
the factor

ch(ﬂ’ |p1_pu | r”,zll' ,Z’Z’)

=KD" | 1",27,25)8(p'—p")  (4.44)

is a mode transform of K (X;X ] X7;X%) only with
respect to the coordinates X} and X5, according to Egs.
(4.1, (4.3), and (4.28), and N [(Q,z,,z,)=ND(Q,z)
whenz,=z,=z.

Thus with Eq. (4.43), expression (4.41) for the mutual
coherence function is valid even when the source is distri-
buted over separate places with large distances, so that the
interfering waves can be important to excite the in-
coherent wave given by the second term.

V. AFIXED SCATTERER EMBEDDED
IN THE RANDOM WAVEGUIDE

When a fixed scatterer, described by q,(X) with the
center at X=X, is embedded in the waveguide, the deter-

S [dp [dOUNDQ,21,2))0,0a(Q | p—p’ | Q)

Key(Q'[p'—p" | 1",27,27) (4.43)

ministic Green function g

‘@(X|X’) is governed by the

equation

[L —q(R)—q ,X)]g YR |x")=8ZF—%"), (5.1)
or in matrix form by

(L—g—q,)g'"=1. (5.2)

A basic assumption implied here is that g (%) and q,(X)
can be both nonzero at the same place, with a constraint
that | g, | >> |g | (or >> |M'? |, more reasonably; see
Appendix E to overcome this aspect). The procedure of
obtaining the statistical Green functions with this equa-
tion is almost the same as when the medium is unbounded
in space,'! although the specific expressions are not quite
the same.

To obtain the first-order Green function G = (g
averaging of Eq. (5.2) yields an equation of the form

(a)>,

(L—M —q)G' =1, q,=q,+Aq, - (5.3)
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Here M is the effective matrix of the medium plus the
boundaries when the scatterer is absent, and is the same as
in Eq. (2.22); Agq, is determined by an effective medium
M9, defined by

Mixq)G(a):<qg(a)>’ Mizq):M(q)“—Aqa ’ (5-4)

or, more strictly, from Egs. (2.21) and (2.22), according to
M,G'P=(vg'¥), M,=M +Aq, , (5.5)

which reproduces Eq. (5.4) to the approximation of
MY ~M"Y, implying no effect of the scatterer on the
effective values of the surface impedance B, Hence Ag,
can be regarded as an effective change of g, due to the
medium-boundary fluctuation, and to the second order of
q [Fig. 2(a)]

Ag,=(gGT'"Gq), (q)=0 (5.6)

in terms of the scattering matrix 7' to be defined by Eq.
(5.8); a corresponding expression was obtained also for a
particulate medium.!! The change Ag, will generally be
small in actual cases, however.

The solution of Eq. (5.3) can be given in the form

G'Y=G +GT'YG (5.7)
in terms of the scattering matrix T'* of g/, defined by
T'*=(1-¢,6)"q,,
=90+9.090+9.69.G9.+ " . (5.8)

Although evaluating 7' is generally an involved task, it

o) .

—_— - PR, N—
(@)
M@ LT Aq, = a3
(b)
1 oe—b—s or—r '
P P G S AR
2 ’ ~ ; P [N
S » ard °
. . v . '
RN ' ot
P . i STE SN

FIG. 2. (a) Schematic diagrams of G'®, M'?, and Aq,, given
by Eqgs. (5.7), (2.24a), and (5.6), respectively, are shown. Here G,
g, and T'® are represented by a solid line, filled circle, and trian-
gle, respectively, and are connected in the order of their matrix
multiplication; (g - - - ¢) is represented by a dashed line con-
necting the ¢’s. (b) Nonvanishing elements of AK,(1;2)
~AK{?(1;2) in Eq. (5.13) are shown to the lowest order, with
the same notations as in (a).
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is directly connected to a conventional scattering ampli-
tude of the scatterer for the coherent wave and may be a
good experimental observable.

The procedure of deriving the BS equation for the
second-order Green function in this case, I,(1;2), is the
same as for the previous I(1;2), just with the replacement
of G—-G'® and M —M_ in Egs. (2.27)—(2.30) (and with
MP M and MY MY for each of the medium and
the boundaries). The coherent propagator dependent on
go U'“%(1;2), is now defined by

U‘c*(1;2)=G'*(1)G'*(2) (5.9)

[cf. (2.33)], and can be written, on using Eq. (5.7), in the
form

I(C,a)_—__U(C)+ U(C)V(G)U(C) . (5.10)
Here
V(a)(l;z): T(a)#(I)T(a)(2)+T[a)*(1)G—l(2)
+T'2)[G(D]* . (5.11)

Thus the BS equation for I,(1;2) is obtained, with the

" procedure of leading to Eq. (2.29), in the same form as

I,(1;2)=U“"(1;2)[14+K (1;2)[ ,(1;2)] . (5.12)

Strictly speaking, the incoherent factor K(1;2) also should
be replaced by K,(1;2), defined by Eq. (2.30) with
g —g'® so that

K, (1;2)=K(1;2)+ AK ,(1;2) (5.13)

with a change AK, caused by the scatterer. A part of
AK , contributed by the medium, AK'?, is shown in Fig.
2(b) diagrammatically to the first order of T'%, showing
that the nonvanishing elements are of the fourth order in
g. We shall return to this exact case after Eq. (5.27).

The solution of Eq. (5.12) can be given by
IGZU(C‘H)-f— U(C,a)Sau(C,a) (5.14)

in terms of an incoherent scattering matrix S, similar to

S, defined by [Eq. (2.35)]
S,=K(14+U'CYs ). (5.15)

On using Eq. (5.10), the equation can be rewritten in terms
of S as

S,=S(14+ Uy @y©s,) (5.16)
whose formal solution is

S,=(1-SU Oy @y )-lig (5.17)
which directly leads to another expression

S,=S +SU'OplabyCg (5.18)
in terms of the notation

yak (| _play©gyl©)-1pla (5.19)

meaning an effective ¥‘® affected by K.
Expression (5.14) for I, is convenient particularly when
the coherent part (the first term) is dominant. There exists
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another expression:

I,=1+1V'*Xr | (5.20)

in which the entire effect of the scatterer is given by the
second term, in terms of V'*X) meaning an effective
scattering matrix of the scatterer for the whole incident
wave having both the coherent and the incoherent parts.
The proof of Eq. (5.20) is given by substituting the expres-

sion [cf. Eq. (2.38)]
S,=K +KI K (5.21)

into the left-hand side of Eq. (5.18), followed by rewriting
|

I;lc:;)cd ,P|~Q»P ab cd Q'P P |ﬂ’

+ 3 [d0dQ T, (Qp—p,| Q")

i, j k1
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the right-hand side in terms of I, with the aid of relations
(2.38) and (2.37), and finally by dropping the common fac-
tors K from the both sides.

Equation (5.20) also can be written in a mode series and
when X, =X,=X and X |=X ;=% ’, we obtain [Appendix E]

I,X[X)= 3 NJQI8 (0,0 Q,p)N Dz,
a,b,c,d
(5.22a)
where
Vit Q' [ Q) g, a(Q" | pa—p' | Q) (5.22b)

Here V{%/(Q" | Q') is a mode transform of the matrix V"‘*X), defined by Eq. (5.19) or by the integral equation

V(a,K :V(a)(l+U(C)SU(C>V(a,K)) ,

whose mode transformed version is

I/‘(jakK)( | Q)= l(ja])d Q' | Q”)+ z f dQ du:uVi(a) (Q' | QU
a,b,c,d
Here
Vi@ | Q)= ol (0] @)~y (2180 —0")

(5.25a)

where UEJ")k, ('] Q") and yﬁj‘”k,(ﬂ”) are defined by Eqs
(E16) and (E28) in terms of the mode transforms T {¢'*
and T ¥ of T'®, and mean, respectively, the differential
and total cross sections of the scatterer for scattering of
the wave having mode index k/ and propagating in direc-
tion Q" into the wave having index ij and direction Q’.
Ul'Sa.caUS(Q | p| Q') is the incoherent part of
Topcal (Q |p | ﬂ ), as given by the second term in Eq. (4.33),
and may be obtained by solving radiative transfer Eq.
(4.35) or, more directly, Eq. (4.29).

It may be remarked that in Eq. (5.25a), the term of
yf,‘"k,(ﬂ ) comes from the interference terms in Eq. (5.11)
and makes the cross section V(“)b negative in the shadow
direction, and also that both V'@ and ¥‘®&) are subject to
the same optical relation

S [ dQAkPw,; ViE(Q | Q) ~0 (5.25b)

’J

f dQ Ak w Vi Q| Q) ~0 (5.25¢)

'J

(3" means the summation only over the propagative mode
waves), by virtue of (5.24) [Eq. (E31)]. Here the two rela-
tions simply mean that the entire scattered power is ulti-
mately equal to what was absorbed by the scatterer itself
and make the resultant power transmitted through the
second term in Eq. (5.20) zero.

This fact can be directly demonstrated by showing that
an effective wave source of the second term, as given by

(5.23)

ab Savsca Ued (R | p=0| Q" WVEE Q" | Q") .

(5.24)

the space divergence of the power flux, is zero everywhere
in the space. That is, using power Eq. (4.36) for I, .4, this
space divergence becomes written as
S [dede Al kPw Vi@ e
ijk,1

X8(Pp—puMis,ca( Q" | pa—p' | Q) (5.26)
which is zero in consequence of the optical relation
(5.25¢), to the approximation of Aj/’ ~A;; (~8,;).

It may be remarked that even when the original poten-
tial g, is Hermitian, the effective change Aq,, of g, is gen-
erally not Hermitian, as a result of an incoherent scatter-
ing even by the deterministic scatterer. A detailed struc-
ture of power conservation for a fixed scatterer embedded
in the random system is treated after Eq. (5.37) in a gen-
eral form.

A. An exact version of the scattering matrix

The expression (5.20) for I, has been obtained as an ex-
act solution of the BS equation (5.12), which is not quite
exact, however, in approximating the incoherent factor
K,(1;2) by K(1;2) [Eq. (5.13)]. Also with the factor
K (1 2) an exact solution can be effectively formulated,
as follows

With the additional term AK, to K, the new BS equa-
tion for I'X +AK)(l ;2) can be written, in terms of the old
solution 7,(1;2), a

If,K+AK’(1;2)=1a(1;2)[1+AKa(1;2)If,K+AK’(1;2)] ,
(5.27)

which still has the form of the original equation with the
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correspondence of I,— U'©* and AK,—K. Hence, the
solution also can be written in the same form as

[+ 1 L1 SWBKKT (5.28)

similar to Eq. (5.14), in terms of a scattering matrix

SAKK) of AK ,, defined by
SKK _AK (1 1,858 (5.29)

By using expression (5.20) for I, Eq. (5.29) can be rewrit-
ten as

SWOKK) _ gAKK)(] 4 JylaK)[gIAKK)) (5.30)

in terms of another scattering matrix S'*X%X) of AK, when
V(@) =0, defined, therefore, by

S(AK'K)zAKa(l-{-IS(AK’K)) , (531)
and Eq. (5.30) gives the solution by
S(AK,K):(1_S(AK,K)IV((I,K)I)—IS(AK,K) . (532)

Here it may be convenient to write S'2%K) of Eq. (5.31)
in terms of a scattering matrix S'%) of AK ,, defined by

S(AK):AKQ( 1+ U(C)S(AK))

=(1—AK U 'AK, , (5.33)

which is perfectly free from K and is the same function of
AK , as the scattering matrix S is of K [(2.35) and (2.36)].
That is, on substituting expression (2.34) for I into Eq.
(5.31), we obtain an expression of S 45X in terms of §‘4%)
as

S(AK,K):S(AK)( 1+ U(C)SU(C)S(AK,K))
:(I_SlAK)U(C)SU(C))Als(AK)

(5.34a)
(5.34b)

which is the same function of S'2K) ag V'@K) ig of p(@
[(5.19)].
Thus using Eq. (5.20), Eq. (5.28) can be written finally in
the form
I(K +AK) =7 +IV(G,K +AK)I
o .

V(a,K +AK)

(5.35)

means a resultant scattering matrix of the
scatterer, and is given by

V(a,K+AK): V{a,K)_*_(l+V(a,K]I)S(aAK,K)(IV(a,K)_}_1) ,
(5.36)

in terms of V'®*X) and §*%K) The second term on the
right-hand side gives an entire contribution from AK,,
where to the first order of V(®X),

S{AK,K) ~S<AK‘K)+S(AK’K)IV(a’K)IS(AK’K)
a = .

B. Optical relations and power conservation

Optical relations for the entire system of the random
waveguide plus the fixed scatterer can be found in exactly
the same way as in the previous section; basic equations
remain unchanged simply with the replacement of
MM, and K —-K,, as long as the medium and the
boundaries are nondissipative, independent of whether the
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scatterer is contrarily dissipative. For example, the basic
relation (2.47) is replaced by

i-B(?: | 1;2)=(2))718(% | 1;2)
ap

X{MZ5(1)—M,(2)

__[G(a)*(1)_G(a)(2)]Ka<1;2)} ’

(5.37)

in terms of the effective medium-boundary matrix M,
defined by Eq. (5.5) [where, strictly speaking, B(X | 1;2)
also should be written as B,(X | 1;2)], and, if a dissipation
by the scatterer is assumed hereafter with a parameter

y!@ defined by
@R 1;2)=2)718(X | 1;2)[q % (1) —q,(2)]
=(2i) Mgk —q, (x| 1;2), (5.38)

then power equation (2.51) for the coherent wave is re-
placed, in terms of the notation A4 (X]1;2)B(1;2)
=AB(x | 152), by

i,d\+y51q+b)+y(aa) U(C,a)(’x\‘ 1,2)

ox
=2i) " NG *—G'“NZ|152). (539
Here
yUrP(1;2)=(2i) "M E(1)—M,(2)]
=+ Ay )(152) (5.40)
with y'? +? defined by Eq. (2.52) and Ay, by
Ay (1;2)=(2)"[AgqX(1)—Aq,(2)] . (5.41)
Therefore, in Eq. (5.39)
ytaq+b)+,}/£za):,},(q+b)+Ay;TJ , (5.42)
where
Ay =(y @+ Ay, )(1;2)
=2 g (1)—gq,(2)], (5.43)

which means a total dissipation coefficient of the scatterer
for the coherent wave.

Comparison of the new relation (5.37) with the original
(2.47) shows us an optical relation for the effective change
Ag,, as given, in terms of the quantity Ay, of Eq. (5.41),
by

Ay (X | 1;2)= (2)"HG*—G)X | 1;2)AK ,(1;2)
+ 2D HG*T'Y*G* —GT'YG)& | 1;2)
XK (1;2),
(5.44)

where use has been made of Eq. (5.5). We note that, to the
ladder approximation of Eq. (2.32a), the second term gives
the leading term with K,~K'?, and the result is con-
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sistent with Eq. (5.6). ‘

In the same way, comparing the new power equation
(5.39) with (2.51) we find a relation of purely coherent
counterpart, as given by
56:.&+y(q+b) U(C)V(a)U(C)(i} 1,2)

X

+Ay USR] 1;2)
=)~ NG*T'**G*—-GT'“G)% | 152),
(5.45)

which is reduced to a local relation for 7' [as is found by
using Egs. (2.51) and (5.11) on the left-hand side; see Eq.
(E2) for a direct derivation] as

(20718 | L2 [G*(1)—G(2)]T'*(1)T'*(2)
—T' () + T2} U'91;2)

+AyPUCOR|1;2)=0. (5.46)

That is, Eq. (5.45) is another version of the (local) optical
relation subjected by the scattering matrix T'®, defined by
Eq. (5.8), in the effective medium M * M for the coherent
wave.

The optical relation (5.37) for the BS equation (5.12) can
be written in terms of the incoherent scattering matrix
S K +8K) defined by

S;K—#AK):KG(I+U(C,a)SizK+AK)) (5.47)

(which differs from S, of Eq. (5.15) by K —-K ), as has
been given by Eq. (2.56) when the scatterer is absent in
terms of S. Hence,

%'54-7’;”) UGS KK (5 1;2)
ox
+5§“'B‘e’”’(il L2)=yd "R | 152) . (5.48)
p
Here
BED(R | 12)=B(R)(14 U'CosK+AK) (1.9 (5.49)

where and hereafter (X) is to stand for (%] 1;2). Relation
(5.48) directly ensures, with Eq. (5.39) for the coherent
wave, conservation of the entire power flux, {W,(X)),
given according to Eq. (2.54) by
(Wo(R))=(@+B)R) 4(1;2)
=(WR)) +AW,(R), (5.50)

where AW, is a change caused by the scatterer, and on us-
ing the second term in Eq. (5.35), can be written as

AW, (R)=(W(R)) V@K +8K(1.2) | (5.51)
in terms of the matrix { W(X)) [Eq. (2.54)]. Hence
%-<€va(i)>+y;‘“<i)1,,(1;2)
ox

=27 NG'* G )R |1;2). (5.52)

It may be remarked that an equation of continuity for
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the change AWQ is found by substitution of Eq. (5.50) into
Eq. (5.52) to be
B AW, R | 1,2) 47 R (1;2)
ax
=) 7'8(X | L2)[G*T'**G*(1)—GT'“G (2)]

(5.53)

in consequence of Eq. (5.7), and therefore, with A\?V'a of
(5.51),

9.

ax
everywhere, as long as the right-hand side is zero, as real-
ized whenever the scatterer is sufficiently separated from
the source j*(1)j(2) to multiply (5.53) from the right.
This gives a strict version of the proof for the same con-
clusion, preliminarily given by Eq. (5.26) when y'*' =0 so
that the scatterer is nondissipative.

Equation (5.53) can be regarded as another version of
the optical relation (5.44) for the changes caused by the
scatterer and, in fact, could be directly found from the
latter relation (Appendix E).

AW, +y 91, =0

VI. SPECIFIC EXPRESSIONS OF THE LADDER
APPROXIMATION

Using the ladder approximation (2.32b) for KY'(1;2),
we here obtain specific expressions of various statistical
parameters, typically for when the medium is free from
the fluctuation. In spite of the simple approximation in-
volved, this particular case is very illustrative because the
KY9(1;2) is strictly consistent with optical relation (2.48)
with the M/ of (2.24b), by virtue of the relation (2.32¢),
and also because b'/ is intrinsically dispersive [(2.3)].

It is straightforward to obtain the present
K %).ca(A;A, | A;A%) according to the definition (4.1) in
the form (4.4), so that in (D30),

Ku|Aluw)
=47'27)P (0’ —u)
X[—(u—12)-(0'—IA)+Bi+k3]
X[—(u+3I20)-(w'+10)+Bi+k3], (6.1)
in terms of the conventional “power” spectrum function
Py(u) of S(p), defined by
Celp—p")={L(p)Ep'))

=47 [[due=we—rp(u) . 6.2)

The expression (6.1) is an even function of A, as it should
be, and in terms of u, u’, and A,
Al=u—A/2, AM=u'—A/2,
, (6.3)
12=u+)\,/2, A2:UI+)\./2 .

The Fourier transform of Mp, | p3) with respect to

P> and p; can be obtained, by using relation (2.32c), ac-
cording to
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(27)?8(Ay—A5)M V(Ay)=(2m) 2 f dAMVE D(—A%5h, | —A5M)G(z [ 2) ) (6.4)
with G(z | A | z) given by (3.13). By using Eq. (4.4) with (6.1) and (6.3), we immedizaj::ljy find that

M (A)=4"" [ dLNPL —X,)G(z |L'|2) (—AyA'+B3+k3)?, (6.5)
which can be rewritten on setting A'=u’+A /2 as Y

M P(u4A/2)=4"" fdu’P;(u’—u)G(z fu'+A/2]|z2) _d[~(u+l/2)-(u’+l/2)+BS+k(2)]2. (6.6)
In the same way Y

MP*(u—A/2)=4"" f du'Ps(u'—u)G *(z |[u'—A/2|2) . [—(u—A/2)-(w'—A/2)+B%+k3]*. (6.7)

2=4)

To obtain the factor B4 (Q

) in (4.37) for the surface wave, we first observe that the Fourier transform of local optical re-

lation (2.47) with respect to the p coordinates is presently written, except the factor §;(z), as

—iA B, A)=(2i)"[M Y*(u—A/2)
—@2m~? [du@2) G *

— M P(u+A/2)]
z|w—A/2|z)—

z |u'+A/2|2)] K Y
z:dj

v, (6.8)

by using (D9) and (D10), and the equation provides us with an equation to find the unknown B Y(u, A) explicitly. Hence,

on using (6.1), (6.6), and (6.7) we obtain
B(/) ll A=

+[—(u+A/2)(

which is, therefore, equal to B U*(u, —A), showing that its Fourier inversion with respect to A, BY(u

8~! [du (utu)P (0 —w){ [—(u—A/2)-(0'—A/2)+B3+k3]1G *(z |u'—A/2]|2)

W4A/2)+BE+k31G(Z | u+A/2|2)} ,
zxdj

,P), is a real function

(6.9)

of p and that B U u,id/9p) is a real operator. When A =0, Eq. (6.9) is reduced to

BY(u,A=0)=

in which the contribution from the Green function is only the real part of G (z

y %™ wherein only the i 1magmary part is involved.

The coefficients B4 (Q

BEM(Q)=BV(a=k QAN (Q,z=d;),

87! [du' (utu )P (v —u)l—uw+B3+k3)G *+G )z

|u’|2) ) (6.10)
z:dj

z |u'|z)atz =d,, as contrasted to (6.13) for

) are given according to (D10) and (D13) by

(6.11)

in terms of 8 Y(u,A), and B(M Q,z) is by (D12). While y{; AM(Q,z) is given according to (D14) by

YEP(Q,2)=(2ik )M * (u—A/2)—
withu=

YEM(Q,z)=(4ky,

whu}:\h gives y3M(Q) except the factor 8;(z). And
ab Cd(Q | Q') is given by Eq. (D30) with (6.1), so that
when A= 0,

KJh(Q Q)= Noy(Q,2 =d;)4 720 P (kg @' —k gy Q)

X(Bf+k§—kapkeaQ- Q' YNy (Q',2 =d)

(6.14)

For the last integral in Eq. (6.8) we can apply formula
(4.6) by using mode series (3.13) and expression (3.10) for
the factor §;(z)=8(z —d,), so that we get the last term in
local relation (D28) [cf. Eq. (D2)], while as to the variable

u in (6.8), we can regard the whole terms, on multiplying

M Pu+A/2) )18,(z
k.Q [where we note that y%"’ differs from 74 of (3.19d) even when A =0], and use of Egs. (6.6) and (6.7) yields

)7 [ AP — ko Q)B4+ kF—kgy Qu)X20) "G *—G )iz

(6.12)

[w'[2)|,_g8;(z), A=0 (613

with the additional factor ¢¥¢,(z =d;) as f4(u,A) in for-
mula (4 6), so that its normal mode transform is given by
f‘“ ") [(4.14b)]. Thus the local optical relation (D28) is
reproduced with the terms of (6.11), (6.13), and (6.14), and
consequently the integrated relation (D24), too.

In the relation (D28), the important mode waves are
those of propagative nature, having the factors
Agpklf) ~8,pk,, of very small values for the nonpropaga-
tive mode waves. For the Green function G(z |p]|2z),
z =d,;, involved in M'” and B, on the other hand, we ob-
serve that the important range of p is of the order of the
boundary correlation distance /, which is assumed to be
sufficiently small compared with the waveguide height d,
so that the G can be approximated by that along an isolat-
ed planar boundary, in view of a negligible effect from the
other boundary. In this case, it has been shown that!?
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G(A) =Gz |7L|z)|z=dj

=[iR(A)+Bo+M (X))~ (6.15)

Here
R(A)=(k3+M'T—2AH)"2, Im(h)<0 (6.16)
where M 9'=0 in the present case of ¢ =0. Equation

(6.15) shows that M (L) is involved in the G(A) in exact-
ly the same way as M ‘Y(A) is involved in Eq. (3.11)
through D,(A) of (3.8) and (3.9), and that for
|Im(A) | >0, |G|~ |M"Y|~! (which is a right
asymptotic form also for the true G) and, therefore, gives
asymptotic expressions similar to those in Appendix B
given in terms of M (7,

Here, to evaluate 8 //(u,A) by using (6.15), we limit our-
selves to the case in which B,=0 and M " is negligibly
small so that

A)=[ih(A)]~ (6.17a)
and, therefore,
L 0, [Al=]|A|<ko
(G*+G)A)~ (6.17b)

247N A s>k

and also the boundary correlation distance is very small
compared with the wavelength so that in (6.10),

Pg(u’—u)ng(u’) (6.17¢)

in view of |u| ~ky. Hence, with du'=u'du’'dQ’ where
u'=|u’|, we obtain by using (6.17b),
BY(u,A=0)
~—47! [ Tdu'@(u-Q)u P(u’), (618
4= [ de [T aw @ ?Pyw), (6.18)
which, from (6.11), gives
BLM(Q)~ — 4717k, ON,, (Q,z =d)
“du'u'*P() . 6.19
x [ 7 du'u?Py(u) (6.19)

If we assume a correlation function C¢(r) of the form

= (& Yexp[ —+(r/1?] (6.20a)
so that
Po(w)=27""(E*)*exp[ — L(ul)*], kol <<1 (6.20b)
we obtain
Q) ~ =273 271 2( ) 7k, ON,, (Q,2 =d)

(6.21)

which is directed opposite to € so that it diminishes the
unperturbed power flux along the boundary. This will
work to increase the power density consistent with the
fact that, as a result of Re(# “))> 0 [(6.22)], the wave in-
tensity exponentially decreases with the distance from the
boundary in its neighborhood [(2.2)], implying that the
wave is partially trapped along the boundary.

With the same procedure we obtain a similar expression
for M Y from (6.6) as

2097

M D(R)=273727172(E2) 1 1A, (6.22)

which is real, giving ;"' =0 for A=0 [(6.12)]. This indi-
cates that to obtain y“ » or the imaginary part of M /),
the approximation of using Eq. (6.15) completely fails and
thek())rlgmal expression (3.13) for G must be used. Here
vy 2"’ can be obtained more directly by use of (D28); i.e.,
when A=0 and dropping the factor N (Q,d;) from the
both sides by use of (D30) it gives, with K “(u|A=0|u’)
of (6.1),

keav GH(Q z [ dQ A8,k wEN,,(Q,d))

XK DNk Q| Ak Q) , (6.23)

which drastically depends on the mode function
Naup(Q, d;), in contrast to (6.22). Here the factors Akl
are very small for the nonpropagative mode waves,
demonstrating that the extinction coefficients yab " are
determined by the overall boundary conditions of the
waveguide. While the attenuation coefficients 7,
[(3.19b)] are connected with yf,j,,’ : by relation (D31),
which, with A =0, shows that

(ko kg 2 Yo NG (Qz=d;),  (6.24)

ji=1

Y ab Aab(ﬂ)

where k/§ is defined by (D4) [the relatlon is not exactly the
same as (3.25), as a consequence of ya,, ¢y[”]

On the other hand, Egs. (6.21) and (6.22) can be con-
nected through the relation

i) _ d

j)
ab 2 FYN RC[M

MING(Q,z =d;), A=Fk,Q

(6.25)

being another version of the approximation (D32).

The procedure of obtaining the medium counterparts
M2 and K}{) , is also the same, showing explicitly that
B {9) =0 as a consequence of the nondispersive property.

VII. SUMMARY AND DISCUSSION

The wave equation and the two boundary equations can
be unified by one wave Eq. (2.15) having the same form as
that of a wave equation in an inhomogeneous random
medium v, so that the deterministic Green function g can
be defined by Eq. (2.19b) subjected to the new boundary
condition that 9,8 be zero on §; and S,. This enables the
statistical equations also to be obtained with the same pro-
cedure and in the same form as when only the medium is
random [(2.22) and (2.29)]. The BS equation for the coher-
ence function is constructed in terms of two basic (coordi-
nate) matrices M and K which are subject to a local (opti-
cal) relation ensuring power conservation at every point in
the waveguide and on the boundaries [(2.47)]. Both the M
and the K can be approximated by a sum of independent
contributions from each of the medium and the boun-
daries, and an optical relation of exactly the same form
holds true for each of the medium and the boundaries
[(2.50)], independent of whether the other members are
dissipative or not.
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The power flux has a contribution also from the surface
waves along the boundary surfaces, given in terms of the
factor B [(2.54) and (2.46)]. If the medium were intrinsi-
cally dispersive [(2.14b)], the surface-wave terms would
have an additional contribution from the medium to
change the power flux to meet with the dispersive charac-
teristic, resulting in a possible change of the (horizontal)
direction of wave propagation, etc.

A mode theory of the coherent wave was developed
based on the effective medium M of a general form [(3.1)
and (3.2)]. The resulting set of eigenfunctions is an entire
function of the Fourier variable A of the horizontal coor-
dinates, as the whole, and, in virtue of this, an exact (nor-
mal) mode expansion [(3.16)] is possible based on a Ma-
claurin expansion at the set of poles of the first-order
Green function. A mode theory of the second-order
Green function also can be developed with basically the
same method, starting with the expansion of integral Eq.
(4.5) for the incoherent scattering matrix S in a normal
mode series (4.27), with a fundamental propagator
U,, (Q,A) for the coherent wave [(4.20)]. Again, the series
is based on the Maclaurin expansion at the sets of poles of
G*(1)G (2), which is possible only with the renormalized
Green function (given in terms of M'¢’ and M) and not
with the “bare” Green function (Appendix B). The mode
summation is made over all the mode waves including, not
only the nonprogatives, but also interfering mode waves
(Appendix C); the last kind of terms are involved only in
the present case of two-dimensional propagation, howev-
er, and are involved neither in case of one-dimensional
(cylindrical waveguide) nor three-dimensional propaga-
tion. The mode waves other than the propagatives are
negligible when change of the intensity is negligibly small
within a separation of the order of the wavelength. The
integral equation can eventually be converted to an equa-
tion of radiative transfer with a term of point source
[(4.35)]. It may be remarked that the incoherent scatter-
ing matrix is important, not only because of giving the in-
coherent part of the wave, but also because of being a
basic quantity to construct an effective scattering matrix
of a fixed scatterer embedded in the waveguide [e.g., Eq.
(5.19)]. Here a practical means of obtaining the scattering
matrix may be to use expression (2.38), in terms of a
known solution of the equation of radiative transfer, ob-
tained by some means including the conventional method
of eigenfunction expansion.

In Appendix D details of the power equations and relat-
ed optical relations are given with a particular emphasis
on the derivation of their mode expressions, including
those of an integrated optical relation [(D22) and (D23)]
which ensures the equation of radiative transfer to be con-
sistent with power conservation; therein given are also
similar relations that hold true for each of the boundaries.
Here the factors of the surface waves, 8", play a role of
supplementing a change caused by the dispersive nature of
the original boundaries [(4.38)] in such a way that the total
power integrated over the waveguide height is given by
Eq. (4.39) in terms of a complex vector ,, [defined by Eq.
(4.19) with (4.12)].

A composite system of the random waveguide with a
fixed scatterer is particularly interesting and important,
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providing a typical problem of how to treat a fixed scatter-
er embedded in a random system in general or,
specifically, how to give the solution of the BS equation
(5.12) by a suitable expression, depending on different situ-
ations (location of source, distance, etc.) and information
required, in the form of the conventional theory of scatter-
ing for a coherent wave whenever convenient. The BS
equation is changed by the fixed scatterer through ¢, and
AK , [(5.3) and (5.13)], where the former causes a coherent
scattering together with an incoherent scattering of small
amount and plays a principal role in the scattering, and
the latter AK , is of purely incoherent characteristics, and
mostly works as a higher-order correction. Three expres-
sions were prepared for the solution, two for the case
AK,=0 and one for the general case: The first [(5.14)] is
particularly convenient when the coherent wave is dom-
inant, and the second [(5.20)] gives the scattered waves in
the conventional form of scattering theory, in terms of an
effective scattering matrix V'*X of the scatterer; here the
latter is obtained as the solution of an integral equation
[(5.24)] and is subject to an important optical relation
[(5.25¢)] implying that the cross section has negative
values in the shadow direction. The third expression
[(5.35)] is for the general case AK 0 and is the same as
the second, except for the replacement of the effective
scattering matrix with an exact one. A detailed structure
of the related power equations, particularly of those
changes caused by the scatterer, is very important to see a
precise process of the scattering that takes place through
the coherent and incoherent scatterings in a complex way.
The power conservation is ensured by two optical rela-
tions of coherent and incoherent characteristics, respec-
tively, for two quantities of the scatterer [Eq. (5.44) for
AK , and (5.46) for T'*']. In Appendix E, optical expres-
sions of related quantities are derived in some detail with
the basic equations, and written in a general form so that
they are applicable not only to the present waveguide but
also to a wide class of random systems with a fixed scatter-
er.

Specific expressions of statistical parameters were ob-
tained in Sec. VI to the ladder approximation (2.32b) for
the boundaries provided that the medium is free from the
fluctuation; this case is particularly illustrative because, in
spite of the simple approximation involved, the M and K
are strictly consistent with optical relation (2.48) and also
because the scattering is intrinsically dispersive [(2.3)].

Finally, it may be remarked that the possible back-
scattering enhancement by the fixed scatterer is caused by
AK ,, and the main contribution is made by the term with
a diagram similar to the first one of Fig. 2(b) except having
one triangle in every solid line. A closed-form equation
can be constructed for AK, including all the terms of this
class.

APPENDIX A: AN INTEGRAL REPRESENTATION
FOR G (X |X') IN ASYMPTOTIC RANGE

Let f(A) be a smooth and sufficiently slowly changing
function of  when changing the variable by A=A1Q,
Q2=1, with the element dA=AdA dQ, in such a way that
a dual integral
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(27)~2 f0°° dAA f2 dQexp(—iAQ-p)f (AQ) (A1)

can be reduced, for p= | p | — 0, to the single integral
(27r)_3/2p’1/2 fow daa1/?
X[exp(—iAp+im/4)f (AQ)
+explirp—im/4)f (—AQ")],
(A2)

where Q' =p /p, after the Q integration with the aid of the
saddle point approximation. The above integral can be
written by the infinite integral
27325172 270 ga a1z
( Tr) P f* o —i0

Xexp(—iAp+im/4)f (AQ') ,
(A3)

where arg(A)=0 for A>0. In the special case where
f(AQ) is independent of Q, being given by f (1), an exact
version of the integral is

(4m=t [0 dAAH p)f (M),

— o0 —i

(A4)

where H(?(x) is the zeroth-order Hankel function of the
second kind.

Hence the asymptotic expression (3.18) is obtained by
regarding f(A) as each term of the series in Eq. (3.16).
Whereas, when the effective medium M is anisotropic
enough so that the k,(Q)’s are appreciably dependent on
Q, the result is not quite right, because of an unnegligible
error due to the failure of formula (A3) in the neighbor-
hood of the pole of f(AQ') at A=k, (Q’).

APPENDIX B: ASYMPTOTIC FORM
OF INTEGRAND FOR EQS. (3.11) AND (4.6)

To the first order approximation of Eq. (2.24a),
M PR |R")=0 for |p—p'| > where [ is the correlation
distance of the medium g. Hence the Fourier transform
M ‘9(A,a?) defined by Eq. (3.5a) is an entire function of A
and a? being given by

M P(A,a?)= f| ‘ (dpe* M p) , (B1)
pl<
where
MPp)= [ dze“MDp,|z|) (B2)

and the eigenvalue a? is bounded for |A| — o [Egs.

(3.7)]. Here we set p=pQ, 0%=1, and investigate an
asymptotic form of Eq. (B1) for | A | — o, which can be
obtained with the same procedure as when deriving Eq.
(A3), as

M(q)(x’a2)~(2v)1/2k-l/2

% f[+i0 dpp

- l/2e;}»p—i77/4M‘§q)(pQ) (B3)
—1+i0

which, by partial integration, gives
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M (q)(k,a2)~(2771)1/2}\,_1/2(1')\)_1
X[ei)xlfiﬂ'/‘tMéq)(lﬂ)
__e~iM+i7r/4M‘;q)(__lﬂ)] . (B4)

Except for a numerical factor,
| ¥ 93,0 | o~ [A] 7 expl+ | Im(A)| 1] .
(BS)
Thus, from Egs. (3.8) and (3.9),
|A| —32exp[+ | Im(A) | 1]

for |[Im(A)| ~e (B6)
[A]? for Im(A)=0

[ Dg(A) | (3] oo~

showing that G(z | A | z')—0 by Eq. (3.13).
To investigate the asymptotic form of the integrand in
Eq. (4.6) to the approximation of using Eq. (2.32a), i.e.,

(g% % .
K'9R;%, | R5R) =KV —%,)8(%,—% 1)8(X,—% ) ,

(B7)
K'P9%,—%,)=(q(X))q (%)) , (B8)
we first observe that, in Eq. (4.4),
Kup.calu|A|u)=Ky.q(u—n’')
=/, SldrK,,b;cd(r)ei(“_“')" (B9)
where
Kapsea)= [ dz1dz,83(21)8y(22)
XK (R —%,)0X(z)dq(z,) . (B10)

Here, obtaining the asymptotic form of K,..s(u) for
u = |u| —> o is straightforward, and the result is the
same as given by Eq. (B5) with A—u. Hence, from Eq.
4.7),

| fao(WA) | |y o~ |1 | Sexp[+2]|Im(u)|1], (B11)

which shows that, since u =(u;+u,)/2 and A;=uQ
—Ar/2in Eq. (4.6),

I[Da*(kl)]_lfab(u’k)' fuy|—o

—-3/2
1]

| u . 1Im(uy) | ~ o

T uy] 73 Im(uy)=0. (B12)
Also for | u, | — o, the same asymptotic form is obtained
with DJ(A,)—D,(A,) in Eq. (B12). Thus the integrand
tends to zero both for |u;| — o and |u; | — .

Also it may be remarked that M? plays an essential
role to determine the asymptotic form (B6) for D, and,
consequently, also (B12); that is, the Maclaurin expansion
(4.13) is possible only with the renormalized G and not
with the Green function in the ideal waveguide free from
the fluctuation. The above conclusion remains unchanged
even for the replacement of g (X) by (3/9%)"g (X)(d/3%X)",
as b" given by (2.3), for example; the proof is straightfor-
ward with the same procedure. Although we have con-
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sidered only the medium so far, the situation is also the
same for the boundary counterpart. More precisely,
G(z |A|2)] z—a, from (3.13) tends to (6.15) for [A | — oo,
showing that M Y(A) is involved in G asymptotically in
the same form as M ‘P(1) is in D,(A) through (3.8) and
(3.9). Therefore, even when g =0 so that M'9=0, an
asymptotic form similar to (B12) holds true, tending to
zero for either of |u; | > and |u, | — .

APPENDIX C: EVALUATION OF U, (,1)

We first introduce the notations k'7) (Q)= —k'7(—Q)
and k*'D(Q)= —k}'T(—Q) for those sets of roots of Eq.
(4.10) with negative real values, so that

KTy (—Q)=—k (),

(T) (T) (Ch
yAa,Ab(_ﬂ)z_'ya Q),
w‘;‘";,,,,(—m:—wm(m ,

] o (C2)
f (= Q)=+ fap)(Q

[Egs. (4.14) and (4.15)]. To evaluate the integral (4.16), we
change the path of integration to take it along the positive
imaginary axis; hence,

1 ioo

= d
b (Q,A)= Py u
(y'ap iQ-A)~! for +a
+ 10 for —a , (C3)

in terms of the reside value at the pole u;=k?% *(D existing
in the upper half-plane of u. Here y'D is deﬁned by Eq.
(4.19) and the symbols *a represent the cases of the poles
u, =k3D(Q), respectively.

The integral in Eq. (C3) is elementary and is given,
when the members of the mode waves are either ( +a, +b)
or (—a,—b), by

(2m)~! fo’“ du =) 'w Dy D —iQ-A)~

(kD —Q-A/2)

——— (C4)
(kXD 4+ Q-A/2)

(where In takes the principal values), which remains un-
changed against the replacement of a — —a, b — —b, and
O — —Q; while, for the other combinations of the mode
waves, the In factor is replaced by

kyP(—Q)4+Q-1/2

In| ,, _,=—mi+In ) A2 | (C5)
) T(Q)—Q-1/2

In| _4 p=+mi+In o)Az |’ (C6)

wherein the In terms are interchanged for Q— — (2.

Hence since both (C3) and (C4) are invariant against the
simultaneous replacement of a-—»—a, b-—>—b, and
Q— —Q, the sum of the series (4.13) over the mode waves
of members (+a, +b) and (—a, —b) can be obtained by
using an effective U,,(Q,A) of Eq. (C3) given, on doubling
the integral part (C4), by
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U (M) =wi(Q, V[ (Q)—iQ-A]"! (C7)
with the elements w'¢), , , of w.§’
1 ET(Q)—Q-A/2
w(e)a —wD 1+—1In
+a,+b +a,+b i k:(T)(Q)+QA,/2 ’
(C8)

in view of the following  integration.

For the sum of the series over the mode members
(+a,—b) and (—a, +b), on the other hand, we observe
that the In factor in Eq. (C4) can be replaced, effectively,
by two of the In terms in Eq. (C5), because of being equal
to the sum of (C5) and (C6) with — —Q in the latter;
that is, Eq. (C7) holds true by defining the elements

w'¢), _,, according to

kiT(—Q)+Q-A/2
kEXDQ)+Q-1/2

(e) (1)
Wia,—b=W4a b

>

1+—171n
i

(C9)

which still has a form similar to Eq. (C8). Thus the result
is finally given by the series (4.17) with a summation re-
stricted to the mode waves (+a, +b).

Equation (C9) first suggests to us that the terms of
(+a, —b) are caused by an interference of the mode waves
propagating in opposite directions. However, it may be
remarked that this happens only in the case of two-
dimensional propagation, and happens neither in one-
dimensional nor in three-dimensional propagation. A
mathematical aspect of this fact in the three-dimensional
case is as follows: The original series (4.13) formally
remains unchanged (with the understanding of  and A as
the corresponding variables in three-dimensional space),
and a change is caused only through the factor w.]’,
which is still given by Eq. (4.14a) except the replacement
of ki —(k!I’)%. However, this leads to the relation

w® L (—Q)=+wl(+Q),

_a_

as contrasted to that in Eq. (C2), resulting in several im-
portant changes, as follows. From Eq. (C4), it follows that

> + 3 ] " du =0
+a,+b,+Q —a,—b,—Q
and using Egs. (C5) and (C6), also that, effectively,
1 ioo
3 + = }“ du
44,540  —arb-q | 2T fo
-1
== 3 wlp [ya ~iﬂ-k] ,
+a,—b

which perfectly cancels those from the second term in Eq.
(C3) for the mode waves ( +a, —b). Thus we find the sim-
ple result that the series (4.17) still holds true with a new
U,,(Q,A), defined by Eq. (C7) with the replacement of
wlf —w!l’, and also with a new summation > €xtend-
ed only over the mode waves (-+a, +b) (without any in-
terference term). Also for the case of one-dimensional
propagation, the situation is exactly the same with
kP —1in Eq. (4.14a).

To estimate U, (Q,A) for the propagative mode waves
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in the present case of two-dimensional propagatlon, we
use kXN =k!D+iy'D and a similar expression for k7 i
Eq. (C8) hence,

(e)

w'eh oy ~w P — (k) Uy —iQ-A)] (C10)

(where |y5D | << | k8| ~ | kap | and wll’ ~w,y ), show-

ing that

U g in(QA) =wo [(7i0) —iQ-A) "' —(mkg) '] . (C1D)

In a similar fashion we find for the interfering mode waves
that

0+a,4b(ﬂ,x)2wab('}’ab)_l[1+(4/7T)(kab /‘}’ab )] , (C12)

where

(ko b | <<|Via-sl~1kilslke| (>>[A])

whereas for the nonpropagative mode waves with
Ikab{ << [7/ab |’

U igop(QA) =Gim)  wep(vap) ' In| ky/kS |, (C13)

which is close to zero whenever | k, /k; | ~1.

In the range of |A| Sy, << |k, | where the spatial
change of the average intensity is so slow that the change
becomes appreciable only after the propagation over a dis-
tance of the order of the coherence distances of the mode
waves, ., (Q,A) can actually be given by Eq. (C11), on
neglect of the second term in the bracket and also the oth-

er terms from (C12) and (C13).

APPENDIX D: DETAILS OF OPTICAL
RELATIONS

The basic relation is given by Eq. (2.47), which shows a
local relation inherent between the fundamental matrices
M and K in the BS equation (2.29) and ensures power con-
servation of the entire system at every point in the
waveguide and on the boundaries.

1. Local optical relations

whose Fourier transform with respect to the horizontal
coordinates can be expanded in an eigenfunction series of
the form (4.6); where the factor f,;,(u,A) is presently [Eq.
(3.11)] (see also Refs. 17 and 16)

fap(W,A)=(20)"[Dy(A+u/2)
X¢:(A'1y ¢b(A'2) (DZ)

The result can be given by Eq. (4.17) with the f‘)‘) (Q) of
Eq. (4.24), in which

fap( @)Dy (k{VQ+A7/2)—DX(kFTQ—Ar/2)=0
from Eq. (4.10) and, using Egs. (3.17) in (4.26),

—DX(A—u/2)]

abcd (u|A]u’)

fap(Q)==2iNP(Q, 20k PR . ca (kSTQ | A | W) (D3)
Here
ké[e;)zz—l[ka*(T)(l_Kz'(T))+kl;T)(l_K;7(T))] , (D4)
N (Q,2)=¢5 (A1, 2),(Ap,2) | Ty (D5)
where
A=k —Ar/2,
(D6)

Ay =ks"Q+ A /2 .

The substitution into (4.17) through (4.24) finally yields
a mode transform of (D1), after setting u’' =k { T)Q’, by

ZNa (Q,2)kPwi K. (] Q) (D7)

in terms of the notation K,ﬁf,‘;’cd(ﬂ | ') defined by Eq.
(4.28).

The corresponding transform of the remaining terms of
Eq. (2.47),i.e.,
%-B(il 1;2)—8(% | ;2)(2) " [M*(1)~M(2)], (D8)
also is obtained in the same way, by the multiplication to
the right with U'“(1;2) and the subsequent mode trans-
formation to write it in the form (4.17). Here the result
canbe givenin a simple form by writing

We begin with the second term on the right-hand side, BR|R;RY) 2 8, )B(j)(p —p'|r,z},2)) (D9)
ie., =
(207 18(% | 1;2)[G*(1)—-G(2)]K (1;2), (D1)  with the mode transform B ¥)(u,A) defined by
]
Bl = [dpe™e=r) [ dre=vr [ dzi,dz5p—p' |t,25,25)8% (A1,21)ba(Asz5) . (D10)
Thus we obtain the normal-mode series for the terms (D8) as
2 [ dQ[—ir-BH(Q,2)—k Dy g PM(Q, 2N (Q,2)]0.4(Q,1) (D11)
in terms of the notations
B (Q,z) 2 8,(z)BYM(Q (D12)
j=1
BN (@) =Bk QN , (D13)

and
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y 4o, 2) =2k D) M *(u—A/2)—

with u=

M(u+1/2)]
k!PQ, where both M * and M are generally z matrices to be multiplied with the z vectors ¢*(A;,z;) and

(D14)

b4(Ay,2,), followed by setting z; =z, =z [cf. Eqgs. (3.12) and (3.31)]. We note that even when A=0, y'4*>* are not exact-
ly the same as the y'4 *%’ defined according to (3.19¢) and (3.19d).
We finally obtain, as a normal mode transformed version of Eq. (2.47), the relation

—iA- B(A) k(T)V(q+bA(Q Z)N(T)

— 3 [dONDQ, 2k 0K (0| Q)
a,b

(D15)

which gives a local optical relation, in the sense of depending on both the coordinate z and the Fourier variable A, and en-
sures power conservation at every point in the waveguide and on the boundaries.
Equation (D15) can be rewritten in terms of more accessible physical parameters by using a relation corresponding to

Eq. (3.26), which is presently given, as is proved later, by

)

DAl —iQ Ay oM@, N (Q,2)+ — o
in terms of N
4.23).

By using (D16) to delete the term of y (g %"

—iA[BR(Q,2)+ Qk N, (Qz]+—[k‘T

=[y'DQ)—iQ-Ak YN P(Q,z2)

written in terms of 3N'3 7(Q,z) /dz.

N T(Q,z)

(3, T)(Q Z)]

=y i MkENDPQ,z2) (D16)

2(Q,z) and k/§’ defined by (D4). The superscript (1) is to be attached for every quantity after the setting

n (D15), we obtain another expression of the local relation, as

S [dONDQ,0kHwdK P (@ |Q), (DI1D

ab

2. Local power conservation

It is straightforward to find the mode expression of power equatlon (2 51) for the coherent wave, with the same pro-

cedure of using formula (4.17). Hence, by using definition (D14) for 7/,,,, , we obtain
2 fdﬂkm [—iA-Q+79+2MQ,2)INT(Q,2)+ ; N3D(Q,2) |U,, (Q,AN D(Q,z")

where the right-hand side is the expression for 8(X | 1;2)(2i) " '[G*(1)—

ment of K\3 s (Q | Q') by N I

=3 [dokSwND(Q,2N J(Q,z), (D18)
a,b

2)] and is the same as (D7) except the replace-

(Q,z'), and relation (D16) is derived therefrom, by using (4.18).

The consistency of the equation of radiative transfer (4.35) with power conservation is shown by multiplying both sides

of its Fourier transform, i.e.,

[Vab -ik'ﬂab ]Tab;cd(ﬂ | A 1 Q)=w

V18,8082 —0)+ 3 [ dOQKE (R Q);,0(Q7 2] Q)

(D19)

LJj

with 3, f dQ k(e’ (T’(Q,z) and the following use of the local relation (D17); hence,

zfda —iA[BA(Q,2)+ QK]

which, by the further multiplication with
S.a J dQNP(Q,z"), precisely reproduces Eq. (2.55) in
terms of the mode functions in view of the right-hand side
representing  (2i)7!'8(X | 1;2)[G*(1)—G(2)] [cf. Eq.
(D18)].

3. Integrated optical relation and an approximate 8,, ({2)

By the z integration of the local relation (D17) over
o >z > — 0, an integrated relation is obtained to ensure

NE(Q, 2]+ 2 kNG T
oz

(Q,2)] | Top.ca(Q | A | Q=K Sw NI (Q,2) (D20)

!
only the integrated power over the waveguide height, and
is given in terms of

A= [dzNP(Q,2), (D21)
Q)= fdzB (Q,2)
= 2 BUM(Q)+ B4 (Q (D22)

Jj=1

(where B(CZ’M=O in the present case of an originally non-
dispersive medium), and Q,;, [Eq. (4.19)] by
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—ik [B‘“(m+nk‘“Agﬂ]
=[Vea—iQea ATkS A,

-3 _[dn ALK wa"”K‘ (| Q) (D23)
a,b

which is reduced, when A =0, to
Ve DkSBa=3 [ dVALKFWSE Kb ca Q| Q) ,
a,b

(D24)

where A, ~8.4 [Eq. (3.22)].

As long as the A dependence is negligible for both the
incoherent term [given by the last integral in (D23)] and
the k.5 (because of being even functions of A as realized
when the system is isotropic in the horizontal direction;
see also Sec. VI), BA(Q) for A=0, i.e., B4 (Q), is given by

Boy(Q)~ A (Q k' — k) (D25)
=Acd[(0cd _Q)kcd ";‘ch(kc*K:,+de:1 )] ’
(D26)

which means a correction of both the @ and the k. to
meet with the dispersive characteristic of the system so
that the total (integrated) power flux is given by Eq. (4.39).
These equations hold true even in the more general case of
when the original medium is intrinsically dispersive [Eq.
(2.140)].

A correction term to B,,(£2) is given from (D23) b

i_a_i A(T) (e),},cd(ﬂ)
- 2 J d A Dk PwE K (2 | Q) (D27)
A=0

which is zero whenever the factor in large parentheses is
an even function of A.

4. Optical relation for each of the boundaries

Considered so far are optical relations for the entire sys-
tem, whereas there exist optical relations also for each of
the medium and the boundaries [Eq. (2.50)], which hold
true independently of those of the other members which
may even be dissipative. By applying exactly the same
procedure as when deriving Eq. (D15) to each of the boun-
daries, we obtain a local relation of the same form and, by
the z integration of the result, we also obtain an integrated
relation of each, as

—iA- B({JM k(T) (ﬁk)(Q)N(T)(Q d )

— 3 [ APk wd KGR (| Q) ,
a,b

j=12. (D28)
Here BY" is defined by Egs. (D13) and y" is by Eq.
(D14) for ¥4 *>" with g +b—jand M -M ), and
KD Q)=KZX (0| Q)
2 .
+ 3 Kl (D29)
ji=1
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with

K (@ Q)=ND(Q,d)K k| A | kD)

NDw«',d (D30)

In the same way, a medium counterpart of optical rela-
tion similar to Eq. (D28) can be obtained and the sum of
the two relations reproduces Eq. (D23), as may be directly
shown by using the relation

2 .
)+ 3 vdMNe (Q.d))

j=1

=[rih —iQ-AlkFAD Q) ,

) |l —iQ-A+y 5N 1AL (Q

(D31)

which is the z-integrated version of Egs. (D16), and is re-
duced to Eq. (3.25) when iQ-A=7y. and Ar =0.

Equatlon (D28) provides BY%*(Q) directly in terms of

M (X)), when neglecting the contribution from the in-
coherent term given by the last integral; that is, BY;* ~BY)
where
B‘c{;)(ﬂ):zg’x[k;})yg{;“<n)N;“(a,dj)] lieo,  (D32)
which can be evaluated by using an expression similar to
Eq. (D14). The same is also true for the medium counter-
part B(" M which should be zero, however, whenever the
medium is originally nondispersive.

APPENDIX E: DETAILS OF OPTICAL
EQUATIONS FOR A FIXED SCATTERER

A direct proof of the (local) relation (5.46) for T'* can
be given from its original definition (5.8). By substitution
of the expressions

qZI:T(a)[l_{_GT(a)]—vl ,

q:t:T(a)t[l_FG:T(a)*],l (E1)
a

into the third equality of Eq. (5.43), we directly find a rela-
tion

8% | 1;2)AyP(1;2)G'“*(1)G'*(2)
=(2i)718(% | 1;2)
X{T@*()[14+G(2)T'*(2)]

—[14+G*()T'*(D)]T'“(2)}G*(1)G (2)

(E2)

by using Eq. (5.7), and the relation (5.46) is reproduced
therefrom.

1. Direct proof of the power equation (5.53)

The power equation can be derived as a direct conse-
quence of local optical relation (5.44) for the scatterer, and
this is demonstrated below to the approximation of
AK ,=0 where I, is given by Eq. (5.20). Using Eq. (5.51)
with (2.55),

SaA—-AvAv,,m 1,2)=8(% | 1,2)20) "' [G*(1)—G (2)]
X

XV @K(1:2)1(1;2) . (E3)
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Here it holds the relation

V(a,K)I:V(a)U(C)(1+KIa) , (E4)
which is proved, with the aid of the relation
ylakyOg V(a)U(C)Sa (E5)

[which is evident by comparison of Eq. (5.16) with (5.18)],
by substitution of expression (5.21) for S, into the right-
hand side and expression (2.37) for U'C’S into the left-
hand side, and followed dropping of the common factor K
from both sides.

Hence, using the expression (E4) in Eq. (E3) with the re-
lation

8% 1;2)2) " [G*(1) =G (2)]V'¥(1;2)U“(1;2)
=8(% | 1;2)20) " [G*T'Y*G*(1)—GT'“'G (2)]

— Ay PR 1;2)UC9(1;2)  (E6)

[which is derived straightforwardly by use of relation (E2)
for T'®'], we find that

O AWLR| 1,2)=(20) 18R | 1;2)
ax

X[G*T'Y*G*(1)—GT'¥G (2)]

+(Ay— Ay IOV | 1;2),(152) ,

(E7)

by virtue of the optical relation (5.44) for Ay,
(AK,=0), and, therefore, the power equation (5.53) is
reproduced in view of (5.43).

Also, Eq. (E6) directly reproduces the coherent power
equation (5.45) by rewritting the left-hand side by use of
Eq. (2.51). Here the right-hand side has the same form as
that of Eq. (E7) except the dissipation factor Ay'!’, which
is replaced by Ay "' —Ay,=v? in the latter, meaning
that an incoherent wave is scattered by the deterministic
scatterer at the additional dissipation of the incident
coherent wave by the factor Ay,

2. Cross section V&), (Q' | Q")

In expression (5.20) for I, with ¥'*X) of Eq. (5.19), the
coordinate matrix ¥'® is involved only through the com-
bination

U(C)V(a)U(C)(l;z)
=G*(1)GQ[T'¥*(HT'¥(2)G*(1)G (2)
+T"(G*()+T'(2)G(2)],
(E8)

with the factor K (1;2) on one or both sides. The cross
section (5.25a) of V'@ is found from an optical expression
of Eq. (E8) which is obtained according to the procedure
of deriving Eq. (4.27) as follows.

We begin with the first term in the bracket of Eq. (E8)
when multiplied with K (1;2) from the left, i.e.,
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K(1;2)G*(1)G ()T “*(1)T'®(2) , (E9)

whose eigenfunction transform can be written in the form
(4.6) with

fab(u’k)zkij;ab( J A | u)TEJLCZ)*(A'l | A"1’)
XT3 (Ay | AY ) expli (A—=A")-p.] .

Here T 3(A|A”) is a mode transform of T'*(X|X"),
defined by

Tl | A"
= [ d%dx"$,(2)explid-(p—p)IT' V(X [X")

(E10)

Xdg(z")exp[ —id"-(p”" —p,)], (E11)

where p, is the center coordinates of the scatterer, and
Ai=u—A/2,A;=u+A/2,and A" =AY — A} [Eq. (4.2b)].

Hence, the result of the u integration in Eq. (4.6) can be
given by the mode series (4.17) with f£{2)(Q) defined by Eq.
(4.14b), provided that the scatterer size is smaller than
half of the medium correlation distance (Appendix B);
otherwise, another mode expansion must be found. To
this end, we first introduce a formula of dividing any ana-
lytic function of a variable u, say f(u) where f(u)—0 for
u — * w0, into three parts, as®

Fad=F *w+F “(w)+7F%u),
with

xexp[ Filu'—u)Alf(u'),

FUu)=m""! fm du'(u'—u)" tsin[(w' —u)A1f(u')

where A is a positive and arbitrarily large number. The
functions f *(u) are analytic on the upper and lower half-
planes of u, respectively, and f %(u) is an entire function
which tends to zero as A—0. The Fourier inversions of
the respective functions, f*(p) and f%p), are different
from zero only in the ranges of p 2 A and |p | <A, respec-
tively. This shows that if we are not interested in the func-
tion f(p) within the range |p| <A, the transforms
f *(u) are sufficient that have the additional factors
exp(tiAu) compared with those for A=0, to change their
asymptotic forms drastically. The situation is also the
same in the present two-dimensional case, by setting
u=yQ with a unit vector Q. The range |p| <A can be
chosen to be the interior of the scatterer, where the fluc-
tuating part of the medium should really not exist
[K (1;2)=0], and should be excluded from the integration
range, although this was preliminary included by assum-
ing the basic wave equation (5.1).

Equation (4.13) is now replaced, by dividing the in-
tegrand into the three parts with respect to each of u; and
u,, independently, by
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(ul_k:(T))—l(uz k(T)

1 ©
o[ dumzb

The upper signs of A(Q) are for the poles k% ,

the interference terms are neglected by

= [dQ 3 Tu(Q,Mexp[—AQ)yH -0 P @

+a,+b
in terms of U,,(Q,A) and y'7), defined by Egs. (4.18) and
(4.19).
Equation (E13) shows that the necessary change can be
achieved by multiplying U, (L, A) w1th the factor exp[ ]

which is unity at the pole iQ-A=y}}. Here
(2m)72 [ dA Ugy(Q,Mexp[ — ARy —i:-A)]e ~/+7
0, Q-p<A(Q)
T U, (Q,p), Q-p>AQ), (E14)

with U,,(Q,p) given by Eq. (4.21b); that is, the factor
exp[ ]serves only to make the propagator U,, zero inside
the scatterer [Q-p < A(Q)].8

The situation is also the same for the u integration in-

volved in the product
T'O* ()T *(2)G*(1)G (2)K (1;2) .

Thus we obtain a mode transform of the first term in the

bracket of Eq. (E8), as [Eq. (4.17)]

Uap (@, A0 53 cq (| )Ty (R, A" )expli (A —A"")p,]
(E15)

[where the phase factor is from Eq. (E10)]. Here the two
exponential factors of A have been included in U,, and
U.4,and

0 (Bhea Q| Q)=
(E16)

in which A% /2 and A% /2 (of the order of magnitude of
vz or smaller) have been neglected with the assumption

that the scatterer size is very small compared with the
coherence distances of the mode waves.

Vexpl FiA(Q)uy —u, —kX D+ ki w D FIN(Q

and k | ,, and the lower signs are for the k*
involved are still elementary, as in the case of A=0 (Appendix C). With Eq. (4.9

T @ (kp ' | k2 QT 2k, @ 1k, Q)
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(E12)

< and k _,; the u integrals here
), formula (4.17) is now replaced when

(E13)

|
To obtain a corresponding expression from the second
term in Eq. (E8), we consider the product

K (1;2)G*(1)T™*(1)G*(1)G (2)K (1;2) ,
whose eigenfunction transform is

S @m)7? [ dAK (| A | w)D; T ADT @* (A | A7)
a,b,c
X D& HAYIDG (AR cpsep (0 [ A ])

i =A")pg

Xe (E17)

A’ and A" are regarded as constants, and A}, Ay, u’, and u”’
are functions of A, =A,=A} through the relations

1=Ay—A', AY=A,—A". (E18)
On setting A, =u,Q, Q?=1, with dA,=u,du,dQ, we
first rewrite Eq. (E18) as

1=u i1 Q—A7, A=uiQ—AY, (E19)

with the components A, A7 of A', A" orthogonal to Q, re-
p T g

spectively, so that
w=2""[(u] +uy)Q—A7],
) (E20)
u'=2""[(u) +uy)Q—AT].

Then for given 2, we regard the entire integrand of Eq.
(E17) as a function of independent variables u}, u}, and

u,, and expand it at their poles k7~ k2, k*'T' ~k*, and
k,, given by
Dat(kat(T)Q__)\"T):Dc*(kc*(T)Q__A';_)
=Dy (k,Q)=0 (E21)

[cf. Eq. (4.10)]. Hence, Eq. (E17) can be given by a mode
series of the form

ap* | ap* | ap, | |7
dQ(2m)2 duyky(ut —kX) " Nuy —kX) Nuy—ky)~ :
a%c f (2m)” f “2ke u] “2 b aull a au'll c au2 b
T (k2 k2’ Y N Par () (E22)
Here ul=u,—QAN, ui=u,—Q-A", (E24)

fabc(ﬂ):Eij;ab( ‘ A | kabQ)ch;ef(kch l A’ l ), (E23)
which should have two more factors of exp[ ] in Eq.
(E13), though not written here explicitly.

Since from Egs. (E19) and (E18)

the u, integration in Eq. (E22) is elementary and can be
given, to a good approximation, by taking the residue
values at the poles k, existing on the lower half-plane of
u, and by neglecting those of the nonpropagative mode
waves. Hence, by using Eq. (4.18) for U, (Q,A) with
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wf' —w,, and ¥ —y 4, Eq. (E22) can be written as

S [ dQian(1—xy )k (Kapkoy) ™ Uy (9,0 T (2,17

a,b,c

XT @k k@)™ Pep, (@) (E25)

Also from the third term in Eq. (E1), we obtain a similar

expression.
Thus the mode transform of the entire product
KU Oy @y©K is obtained finally in the form

f dﬂ'd().”K,‘fa’b | QU (QAVE (| Q)
abcd
X exp[i (A" —A")p 10U (Q" A" )K . ef(Q”I )
(E26)
with

Vil Q| @) =0/l (@] @)=y Fhea( QB2 — 7).

(E27)
ab «a 1s defined by Eq. (E16) and
Y98 ea ()= (20) "Mk wey ) ™!
X[f,,'fcd(Q)Bdefl‘Z)*(k:Q | kXQ)
—Fpac ()8, T 13 (ky Q | k)], (E28)
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where w,, =wf’ | 1_o and k)f’
and (D4), respectively, and

are given by Egs. (4.14a)

Saa@)=(1+i27 Y /ki) W1 —i27 Yy 4 /key)  (E29)
with
yl =Tkt (1 —k*)—ky(1—k})]/i
=ylex (E30)

As long as |yga | << |kop | and |y | << | ke | we

have f; .4~ fp 4. ~1in Eq. (E28), resulting in
S [ dQAL kS wa, V(@ | Q) ~0, (E31)
a,b
by virtue of the optical relation
f dQ' Ak wabaab Lea (R Q)
a, b
~(2i) —l[T(a)* k*QH ] k Qu (a) Q/r ! k Q) ] ,
(E32)

which is just the mode transformed version of the X in-
tegrated relation of Eq. (5.46), in the particular case
Ay’ =0; the proof is straightforward with the same pro-
cedure as when deriving the mode transform (D7) of Eq.
(D1).
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3,58 (Q,z | z1;22) ko
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)
oz
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— [N Q,2)+ kgds 7 (Q,2)N,5(Q,2)]
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the surface-wave term in (2.13)]. not tend to zero for |u, |, |u, | — oo, so that the expansion
16The eigenfunctions involved in the transform K,,,; and Sub;ca according to (4.13) would not be possible; that is, the result

given by f.2(Q) [(4.14b)] are to have their values at the poles (D7) can be obtained only with the choice of Eq. (D2).
u;=kFTandu,=k". 18The surface Q-p=A(Q) does not need to be exactly the real
17In Eq. (D2) we could make an alternative choice of writing the boundary of the scatterer, and may be any surface slightly
factor D, —D." by bigger than that because the scatterer is assumed to be very
. small compared with the coherence distances of the mode

Dy(u2 @ +A7/2) =D (uy @—Ar/2) waves, so that the difference makes no appreciable effect.

[Eqgs. (4.8)]. But the resulting integrand in formula (4.6) would



