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The diffusion-limited aggregation of oriented anisotropic particles is explored with use of computer
simulations and scaling theory. The time-dependent cluster-size distribution (in both two- and three-
dimensional systems) can be well represented by the dynamic scaling form for the cluster-size distri-
bution N,(t)=s ~2f(s/S(t)) where N,(t) is the number of clusters of size s at time . The mean clus-
ter size S () diverges as S(z)~t?. The value of the exponent z is found to agree with the mean-field
Smoluchowski result z =1/(1—7v) in d 2d. =2 dimensions, where d. is the upper critical dimension,
and y is the exponent describing the dependence of the diffusion coefficient on the cluster mass.
Below d., we find that our results agree with the expression z =d /(2—dy). At high particle densi-
ties, a crossover from two or three dimensions to one-dimensional behavior is observed.

I. INTRODUCTION

The formation of cluster by the aggregation of small ob-
jects and by growth processes is a subject of considerable
interest and of practical importance in physics, chemistry,
biology, medicine, and engineering.!~> The investigation
of these processes has a long history and computer simu-
lations have been used in this area for more than 20 years.
Interest in nonequilibrium growth and aggregation pro-
cesses has been heightened in recent years by the intro-
duction of a simple diffusion-limited model for particle ag-
gregation by Witten and Sander.* The work of Witten
and Sander stimulated the development of a diffusion-
limited cluster-cluster aggregation model by Meakin® and
by Kolb ez al.° This model has been used to help develop
a better understanding of both the structural and kinetic
aspects of colloid aggregation. A widely used method of
describing the aggregation process is the time dependence
of the cluster-size distribution function N,(z).” This quan-
tity describes the number of clusters of size s at time ¢. It
can be measured in experiments®~!'? or simulations'3~1°
and is the focus of the kinetic equation approach to coagu-
lation.!”

In this paper we shall discuss the aggregation of orient-
ed particles to form linear structures (rods). A simple
model for such a process has been developed in which the
particles are able to join together only in the direction of
orientation to form oriented rods which are also only able
to aggregation via their ends.'®!°

We have in mind the aggregation of particles and/or
clusters with induced dipole moments in an external field,
the aggregation of magnetic particles in an external mag-
netic field, and aggregation or polymerization processes in
an ordered liquid crystal. Aggregation in magnetic fluids
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or ferrofluids is a particularly interesting example which is
of considerable scientific and practical importance. A
number of investigations of aggregation in ferrofluids have
been carried out using both experimental,?® analytical,?""*?
or simulational®*?* methods.

A typical ferrofluid consists of single-domain magnetic
particles, which are coated with a layer of long chain mol-
ecules to inhibit agglomeration, suspended in a fluid. The
particle size of order of 10 nm is sufficiently small to
maintain the Brownian motion. Magnetization is induced
in each particle by external field according to Langevin
theory. These magnetized particles become oriented in
the magnetic field. The dipole-dipole interaction between
two particles (or between particles and aggregates or be-
tween two linear aggregates) causes them to stick together
if they diffuse sufficiently close to each other. Under typi-
cal conditions this aggregation process is essentially ir-
reversible.

Here we shall investigate a similar process from the
standpoint of the dynamical scaling theory.”'?~'® In our
model the individual particles are represented by occupied
lattice sites. At the start of a simulation the particles are
distributed randomly on the lattice and follow random-
walk paths on the lattice (to represent diffusion). If two
particles or clusters come into contact (occupy nearest-
neighbor lattice sites) and if they have the correct orienta-
tion with respect to each other (i.e., if their “ends’ in the
direction of orientation come into contact), they are joined
permanently and continue to move as a single unit.>¢ If
the sides of two particles or clusters come into contact,
they do not stick. We consider only strong nearest-
neighbor interactions in the direction of orientation. (Al-
though dipole-dipole interactions are long range, the in-
teraction energy will become smaller than kT at relatively
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short distances and the detailed form of the interactions is
not expected to modify the asymptotic scaling form for
the aggregation dynamics.)

A variety of theoretical investigations of the aggregation
of ferrofluids including a variety of Monte Carlo simula-
tions?¥?* have been carried out. In general, these investi-
gations have been carried out using more realistic (and
more elaborate) models have been directed towards devel-
oping a better understanding of static properties such as
magnetization and structure (correlation functions). Here
we are concerned primarily with the dynamic (kinetic) as-
pects of aggregation in these systems. In particular, we
are interested in the asymptotic scaling behavior and its
relationship to the behavior found previously in
nonoriented systems.

It is interesting that there is a crossover from two- (or
three-) dimensional behavior to one-dimensional behavior
at high particle densities, because the diffusional motion is
restricted to one dimension along the external field by the
existence of other long rods.

In Sec. II the simulational method is discussed briefly.
Results are given in Sec. III and the scaling theory in Sec.
Iv.

II. SIMULATION

Most of the simulations were carried out using
5121024 (wXx1I) square lattices and 64X 64Xx512
(wXw X1[) cubic lattice with periodic boundary condi-
tions. Initially No=pw? ~!/ particles are placed random-
ly at Ny sites on an w? ~!/ lattice. The diffusional motion
of the particles and the clusters is represented by random
walks on the lattice. In all of our simulations we assume
that the diffusion coefficient D, for clusters .of mass s is
given by D;=Dys” where Dy is a constant. For the case
v =0 (mass-independent diffusion coefficients), the time
increased by 1/N (t) after each cluster has been moved
where N (1) is the total number of clusters at time ¢. For
the case Y50, clusters are selected randomly as before.
However, a random number x uniformly distributed in
the range O <x <1 is generated and the cluster is moved
only if x <Dy /D .x, where D; is the diffusion coefficient
of the randomly selected cluster and D, is the max-
imum diffusion coefficient for any of the clusters in the
system.

After each cluster has been randomly selected, the time
is incremented by 1/D.x NV (2) whether the cluster is actu-
ally moved or not. In other words the time is increment-
ed by Du.x/n(t) for each attempted movement, where
n(t)=N(T)/wXwXI. The direction of motion for the
cluster is selected at random from all 4(2d) or 6(3d) possi-
ble directions on the lattice and the cluster is moved by
one lattice unit in this direction providing that no overlap
of clusters would occur from this move. If an overlap
would occur, the cluster is not moved and a new cluster is
randomly selected. After each cluster (or particle) has
been moved, its perimeter is examined and the cluster is
combined with any other cluster which contains an occu-
pied site in the direction of orientation.

In this way the clusters which grow are linear and are
orientated along the y axis (for d =2) or along the z axis

(for d =3). Simulations have also been carried out with
anisotropic diffusion. However, the results from these
numerations are not reported here. The number of long
clusters oriented along the external field increases with
time and the number of clusters with size s at time ¢, that
is, the dynamical cluster-size distribution N,(z) is calculat-
ed. In most cases the results from a number of simula-
tions (typically 10—-100) were averaged to reduce statisti-
cal uncertainty.

III. RESULTS

In the two-dimensional case, 10000 particles were dis-
tributed on square lattices of 512 1024 sites correspond-
ing to a density (p) of 0.019. Three kinds of diffusion
coefficients D (s)~s° s7%% and s~ '° were considered
and the dependence of cluster-size distribution on the ex-
ponent y was examined.

Figures 1(a)-1(d) show the results obtained from two-
dimensional simulations using mass independent diffusion
coefficients (¢ =0). Figure 1(a) shows the total number of
clusters N (z) as a function of time. At long times the
dependence of In[N(?)] on In(z) is linear with a slope
close to — 1. Similarly Fig. 1(b) shows the dependence of
the mean (weight average) cluster size S (¢) on ¢, which is
defined by

S(t)= 3 s*N(1) . (1

Our results indicate that, asymptotically, S(z)~¢* and
that the exponent z is a value of approximately 1.0. (See
Sec. IV.) Figure 1(c) shows the time-dependent cluster-
size distribution N,(t) versus the time ¢ where each curve
corresponds to clusters of size s =1, 2, 3, 4, 10, 19-20,
38-40, and 75-80 occupied lattice site. The slope of the
curves at long times is about —1.75. The time-dependent
cluster-size distribution versus the cluster size s is shown
in Fig. 1(d) at times r =2.44, 6.56, 17.67, 47.58, 128.1,
344.8, 928.4, 2499, and 6729. The slope of common
tangent is —2.0.

Similar results are given in Fig. 2(a)-2(d) for the case
v = —0.5 and Figs. 3(a)-3(d) for the case y=—1.0. Fig-
ures 2(a) and 3(a) describe the total number of clusters
N (t) as a function of time. The slopes at long times are
—1, —0.64, and —0.5 for y=0, —0.5, and —1.0, re-
spectively. Figures 2(b) and 3(b) show the average cluster
sizes as a function of ¢t for y=—0.5 and —1.0, respec-
tively. The slopes at long times in these log-log plots are
1, 0.65, and 0.5 for y=0, —0.5, and — 1.0, respectively.
These results show that S(¢#)~¢* and N(t)~t "% where
the exponent z has values of approximately 1, %, and 1 for
y=0, —%, and —1, respectively. This result suggests
that z=1/(1—y). Figures 2(c) and 3(c) show the time
dependence of the number of clusters or various sizes ob-
tained during simulations with y=—0.5 and —1. For
the case ¥ =0 these curves converge to a common curve
at long times; for y <0 the behavior is qualitatively
different and there is a common tangent to the curves
with a slope of —1.22 for y=—1 and —0.97 for
y=—1.0.
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The cluster-size distributions obtained at several times
during the simulations used to generate the results shown
in Figs. 2(c) and 3(c) are shown in Figs. 2(d) and 3(d). In
all three cases (y =0, —0.5 [Fig. 2(d)], and —1.0 [Fig.
3(d)]) the slope of the common tangent in these log-log
plots is close to —2.0.

Figures 4(a) and 4(b) show some results obtained from
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FIG. 1. Simulational results for the two-dimensional square
lattice (512 1024) are given for y =0. (a) The total number of
clusters vs the time, (b) the average cluster size vs the time, (c)
the dynamical cluster-size distribution vs the time for s =1, 2, 3,
4, 10, 19-20, 38-40, and 75-80, and (d) the dynamical cluster-
size distribution vs cluster size s at ¢t =2.44, 6.56, 17.07, 47.58,
128.1, 344.8, 978.4, 2499, and 6729.
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two-dimensional simulations carried out using 8000 parti-
cles (occupied lattice sites) on 512512 lattices. Figure
4(a) shows a simulation carried out with ¥ =0 at the stage
where the mean cluster size (S) had reached 21.2 sites per
cluster. Figure 4(b) shows similar results obtained from a
simulation carried out with D (s)~s ~! at the stage where
S =20.2.
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FIG. 2. Simulational results for the two-dimensional square
lattice (512 1024) are given for 10000 particles and y = —0.5.
(a) The total number of clusters vs the time, (b) the average clus-
ter size vs the time, (c) the dynamical cluster-size distribution vs
the time for s =1, 2, 3, 5, 10, 19-20, 38-40, and 75-80, and (d)
the dynamical cluster-size distribution vs cluster size s at
t=2.82, 891, 28.2 89.1, 282, 891, 2820, 8910, 28200, and
89 100.
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In the three-dimensional case, 10 000 particles were ini-
tially distributed on the cubic lattice of 64 X 64 X< 512 with
the cyclic boundary condition, so that p=0.0048. Results
were obtained using three different diffusion coefficient ex-
ponents (y =0, —0.5, and —1.0). Figure 5 shows the re-
sults which were obtained for the case ¥y = —1.0. Figure
5(a) shows the dependence of the total number of clusters
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FIG. 3. Simulational results for the two-dimensional square
lattice (512 1024) are given for 10000 particles and y=1. (a)
total number of clusters vs the time, (b) the average cluster size
vs the time, (c) the dynamical cluster-size distribution vs the time
for s=1, 2, 3, 5, 10, 19-20, and 38-40, and (d) the dynamical
cluster-size distribution vs cluster size s at t =3.26, 12.10, 44.95,
167.0, 620.1, 2304, 8556, and 31 782.

(including single-particle clusters) on the time. At long
times we find that N (¢)~¢ ~? where the exponent z has a
value of about —0.50. Similarly Fig. 5(b) shows that the
mean cluster size S'(¢) depends on time (in the long-time
limit) according to S (¢)~1? (z~0.50). Similar results ob-
tained from simulations carried out with y=0 and
y=—1 indicate that S(¢)~t% N(t)~t "% where the ex-
ponent z has a value given by z =1/(1—1y).

Figures 5(a) and 5(d) show the time-dependent cluster-
size distributions obtained from the 3d simulations carried
out with y=—1.0. Figure 5(c) shows the time depen-
dence of the number of clusters of size s =1, 2, 3, 5, 10,
19-20, and 38-40.

For large clusters (long rods) these curves have a bell

512 lattice units
D(s)~s®

(b)

512 lattice units
D(s)~s™!

FIG. 4. Patterns of formed linear rods in the 512X 512
square lattice. Initially 8000 particles are distributed and in (a)
the average cluster size is 20.19 and ¥ = —1 and in (b) the aver-
age cluster size is 21.16 and ¥ =0.
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shape and their common tangent has a slope of about
—1.0. For y=—0.5 the common tangent has a slope of
about —1.32 and for ¥y =0 the time dependence of the
number of clusters of all sizes converges to a single curve
with an exponent of about —1.75. Figure 5(d) shows the
time-dependent cluster-size distributions (for y = —1) ob-
tained at several different times during the simulations.
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FIG. 5. Simulational results for the three-dimensional cubic
lattice (6464 <512) model with ¥y = —1.0 and 10000 particles.
(a) The total number of clusters vs the time, (b) the average clus-
ter size vs the time, (c) the dynamical cluster-size distribution vs
the time for s =1, 2, 3, 5, 10, 19-20, and 38-40, and (d) the
dynamical cluster-size distribution vs cluster size s at times 3.06,
10.61, 36.8, 127.4, 441.6, 1530, 5303, 18 280, and 67 300.
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lattice units 128 lattice units

128

FIG. 6. A “snapshot” of a simulation in which 10000 sites
on a 1283-site cubic lattice were initially filled at random to
represent particles. The two upper parts of the figure show pro-
jections onto the x-z and y-z planes at the stage where the mean
cluster size [S(z)] has reached a value of 40. The lower left-
hand corner shows a projection onto the x-y plane and the lower
right-hand corner shows a cross section perpendicular to the z
axis (the axis of anisotropy). In this simulation the diffusion
coefficient exponent ¥ was given a value of 0.

For these simulations (and for similar simulations carried
out using diffusion coefficient exponents ¥y of —0.5, and
0) the slope of the common tangent to these curves is
—2.0.

Figure 6 shows a ‘“‘snapshot” of a simulation carried
out using 10000 particles on a cubic lattice
(128128 128) with time-dependent cluster diffusion
coefficients [D (s)~s°] at the stage where the mean cluster
has reached about 40. The top part of the figures shows
projection of the system onto the x -z and y -z planes. The
lower left-hand corner shows the projection onto the x -p
plane and the lower right-hand corner shows a cross sec-
tion parallel to the x -y plane.

In order to study the effects of particle concentration on
the dynamics of the aggregation process, we have carried
out a series of 2D simulations with increasing density. As
an example, in Fig. 7 we show the results for y=—1. In
the low density limit (p=0.019) S(¢) is found to grow
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FIG. 7. Dependence on In[S(z)] and In(z) obtained from
two-dimensional simulation carried out with ¥ = — 1.0 at various
densities.
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with a power of z =1, corresponding to a 2d behavior

with z=1/(1—v). However, as p increases, z decreases
and for the highest value of p (=0.763) S(¢) grows as t!/3
corresponding to z =1 in agreement with a 1d behavior
[see Eq. (7) in Sec. IV].

As for the exponent y of diffusion constant, it is ap-
parent from the numerical results that ¥ ~0 is the critical
value, at which the shape of N, (¢) changes from monoton-
ically decreasing function to a bell-shaped curve.

IV. SCALING THEORY
AND THE RATE EQUATION APPROACH

The basic assumption in the dynamic scaling theory for
the cluster-size distribution is that there exists only one
diverging characteristic cluster size, S, in the sys-
tem.”!271® Usually this typical cluster size is taken to be
the mean cluster size which is defined by (1). The as-
sumption that the density of the system p is a fixed con-
stant independent of time leads to the following general
scaling form for the cluster-size distribution:’

Ny(t)=s"2f(s/S(1)), (2)

where f(x) is a scaling function that depends on details of
the aggregation process. This scaling description has been
found to generally apply to irreversible aggregation,”!*!?
reversible aggregation,'® disaggregation,” and to experi-
ments on gold colloids.?®

In irreversible processes the mean cluster size grows
with time.>~7 On the basis of the dynamic scaling
description,” >~ 1® assume that S diverges with a power of
¢t and define the dynamic scaling exponent z from the fol-
lowing relation:

S(t)~t?. (3)

The exponent z has been determined for various coagula-
tion processes and is found to depend on details of the
process.

The coagulation process can also be discussed in terms
of the Smoluchowski kinetic equation.!”!® In this ap-
proach a rate equation is used for calculating N(¢) and
the dynamics of the process is determined by the reaction
kernel K;; which gives the rate at which a cluster of size i
joins to a cluster of size j to form a cluster of size i 4.
Assuming that the Smoluchowski equation has the same
scale-invariance property as the cluster-size distribution, it
is known that if Ki,\j;yzkz‘“K,-j, the exponent z defined in
(3) is given by

z=1/(1-2w), w<i. (4)
For diffusive coagulation it can be shown that K;; is a
product of a collision cross-section term (R; +R; )¥ =% and
a diffusion coefficient (D; 4 D;), where R; and D; are the
radius and the diffusion constant of a cluster of size i, re-
spectively. In the present problem the collision cross sec-
tion is independent of the cluster mass and since D; ~i?,
K;; is given by

K,‘j~l.y—+—j}/ (5)

and
z=1/(1—y). (6)

Due to the nature of the approximation inherent in the
derivation of the Smoluchowski equation, the above result
represents a mean-field approximation to the dynamic ex-
ponent z. Thus we expect Eq. (6) for z to hold in dimen-
sions d2d, where d, is the upper critical dimension
above which fluctuations become relevant and the mean-
field approximation breaks down.

In order to test the mean-field result obtained from the
Smoluchowski equation, we have compared the values of
z obtained from the simulations with (6). We find that the
simulation results for various values of ¥ are in excellent
agreement with (6) in dimensions d =2, but strongly
disagree with it in one dimension. This result indicates
that the upper critical dimension for this coagulation pro-
cess is d. =2 and the Smoluchowski equation mean-field
result breaks down in d 2 2.

Recently Kang et al.?’ have used some plausible, but
heuristic, arguments to calculate the exponent z below
d.=2 for the particle coalescence model which is
equivalent to our model in one dimension. They find that
z is given by

z=d/Q2—dy) . 7

Our simulation results for various y are again in excellent
agreement with this prediction in one dimension.

To evaluate the validity of scaling theory we have
checked the data collapse in the plot of In[s2N,(z)] versus
In[s /S (¢)] for y=—1.0 as shown in Figs. 8(a) and 8(b),
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FIG. 8. Test of the scaling form given in Eq. (2) using the re-
sults from two-dimensional [Fig. 5(a)] and three-dimensional
simulations. In both cases the diffusion coefficient exponent (y)
has a value of —1.0. Both figures show a good data collapse ex-
cept at short times.
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where the data collapse is very good except at short times
t =3.26 (2d) and ¢t =3.06 and 10.6 (3d). The satisfactory
data collapse indicates that Eq. (2) is valid except at very
short times.

V. CONCLUSION

In this paper we studied a generalization of the coagula-
tion process in which oriented particles were allowed to
aggregate and form linear structures (rods). We investi-
gated the dynamics of aggregation through the time-
dependent properties of the cluster-size distribution and
its moments. By using a scaling plot, the data for the
cluster-size distribution at different times was found to
collapse to a single curve indicating agreement with the
dynamic scaling theory.” The mean cluster size and the
total number of particles were found to scale with time
with the exponent z.712~1® The value of z in d =2 and 3
were found to be in agreement with the predictions of the
mean-field Smoluchowski equation. This is consist with
an upper critical dimension d. =2 for the coagulation pro-
cess. Due to the presence of fluctuations, the exponent z
was found to be different from its mean-field value in

d =1, but in agreement with Eq. (7). At higher concen-
trations we observed a crossover from a two- or three-
dimensional behavior to a one-dimensional behavior. This
is due to the anisotropic nature of the aggregation which
does not allow for the clusters to diffuse through one
another at high concentrations and the final process be-
comes dominated by one-dimensional-type aggregation.
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