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Second-order differential-delay equation to describe a hybrid bistable device
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We discuss the problem of a dynamical system with delayed feedback, a hybrid bistable device,
characterized by n response times and described by an nth-order differential-delay equation (DDE).
Starting from a linear-stability analysis of the DDE we show the effects of the second-order
differential terms on the position of the first bifurcation and on the frequency of the resulting self-
oscillation. We also consider the effects of the third-order differential terms on the first bifurcation.
Experimental results are shown to support the linear analysis. A numerical solution of the second-
order DDE is also presented and a comparison is established with the first-order case.

I. INTRODUCTION

Most of the experimental results obtained recently from
hybrid bistable devices are directly concerned with the
questions of self-oscillation and turbulent behavior ap-
pearing in such systems. Among the hybrid bistable de-
vices (HBD) the electro-optic' and acousto-optic
devices have been thoroughly studied and analyzed with
regard to these aspects. Relatively little work, however,
has been done to study the effect of a distributed response
time on the behavior of the system. Indeed, in all the
preceding papers the HBD appeared to be well described
by a first-order differential-delay equation (DDE) involv-
ing one time delay and one global response time. Sup-
porting such a first-order model was the fact that most of
the preceding results were obtained within the regime
where the delay ~D is significantly larger than the
response time ~. However, it has been pointed out" that
a hybrid bistable device involving a Pockels cell could be
exactly described by a second-order differential equation
(DE). It has also been shown that a piezeoelectrically
driven Fabry-Perot interferometer is conveniently de-
scribed by a second-order DDE and is therefore self-
oscillating under certain conditions. ' The theoretical
analysis in the latter paper was restricted, however, to the
case where the delay is significantly smaller than the
response time. More recently, Chrostowski et a/. ' have
shown that the acousto-optic HBD could be described by
a second-order DE and that self-oscillating behavior could
result when a variable damping force was provided to the
system. In the present paper we first discuss the problem
of a HBD characterized by a number n of individual
response times and describe it in terms of an nth-order
DDE. We analyze the effects of the second-order term on
the period of the self-oscillation (which is due here to re-
tarded action) and the effects of the second- and third-
order terms on the position of the first bifurcation. Ex-
perimental and numerical results are presented to support
the theoretical analysis.
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FIG. 1. Schematic diagram of a dynamical system with a de-
layed feedback having multiple response times. F(X) is a single
maximum nonlinear function.

II. ANALYSIS

A. The nth-order DDE

One can generally associate a characteristic response
time to each of the components of a hybrid bistable de-
vice. In the acousto-optic HBD, for instance (see Ref. 7
for a detailed description of the setup), the global response
time is the sum of the contributions arising from the
modulator, the detector, and the amplifier. In many prac-
tical situations, however, one of these individual response
times is much larger than the others so that they can be
neglected. Moreover, as will be shown below, the fact
that the response time ~ of a system is associated with one
or many components loses its relevance as the ratio rD/r
becomes larger, provided naturally that ~ is understood as
the sum of the individual response times. Nevertheless,
when the delay in the feedback loop is comparable to or
less than the global response time, the various individual
response times appear to play an important role in the sta-
bility of the solution. To analyze the relevance of the dis-
tribution of the various response times we introduce, fol-
lowing the approach of Ref. 13, a general model for our
system which consists in representing its various corn-
ponents by RC circuits each separated by amplification (or
isolation) stages of unitary gain (Fig. 1). It is then readily
shown using Kirchhoff laws that such a system is de-
scribed by the nth-order DDE
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where F(X(t —rD)) is the nonlinear transfer function of the system. In the acousto-optic device the transfer function is

F(X(t —rD))=m [ A —@sin [X(t —rD) —Xe]I (2)

where 3 and X& are fixed parameters while p allows one to control the amplitude of the nonlinearity. However, for the
purpose of our analysis, we will consider F(X) as a general single maximum nonlinear function. In the previous
analysis' ' of the HBD, only the first two terms on the left-hand side of (1) were considered and the solutions of the re-
sulting first-order DDE were shown to undergo a period-doubling sequence leading to chaotic behavior as the control pa-
rameter p was increased. We will analyze here the effects of the higher-order terms on this scenario. Let us first point
out that all the coefficients of the higher-order terms are maximum when all the ~; are equal, that is, when the response
time is uniformly distributed. In this particular case we are led to the equation

n n —1 2
d X(t) „r d" 'X(t) „r d'X(t) dX(t)+ +&z +X t =F X(t —rD

n gt" n jt"—' n dt

where r:—g,". |r, =nr; (for i = l, n) and C" represents
the number of combinations of n quantities taken m at a
time. The linear stability analysis of the nth-order DDE
(1) rapidly becomes tedious as n increases so we will
present the details only for the second-order DDE, the
procedure for the higher orders being essentially the same.
Moreover, a comparison between the second- and the
first-order DDE will allow us to establish the principal
effects of the higher-order terms.

B. The second-order DOE: Linear stability analysis

where S is a complex parameter. Substituting for S its
real (a) and imaginary (P) parts one obtains

7~7'(a —13 ) + (7~ +72)a+ 1 +Be cos(PrD ) =0, (9a)

2aPr~r2+(r~+r2)P Be sin—(P7D)=0 . (9b)

In this analysis a represents a real attenuation (or
amplification) factor depending on its sign while I3 is the
corresponding angular frequency. Since we are primarily
concerned with the threshold of instability (bifurcation) of
the solution we can set a=0 so that Eqs. (9) become

Let us recall the second-order DDE that we want to
analyze:

(r|+r2)p Bsin(pr D ) =0,—
r ~rQ 1 —B cos(Pr—D ) =0 .

(10a)

(10b)
d'X (t) dX(t)

7172 ) +(71+72) +X(t)=F(X(t rD))—
dt dt

Now for the sake of simplicity we will also define the
normalized product

Substituting for X(t) the shifted variable

(4) P= R
(1+R)'

Z(t) =X(t) X*, —
where X* is the fixed point, and keeping the first two
terms of the Taylor-series expansion of F(X (t rD ))—
around X* one obtains

d'Z(t) dZ (t)+(ri+.2) +Z(t)= BZ(t —rD), —
dt dt

(6)

where

where R is the ratio ~[/~2. From this relation between P
and R one can easily show that P reaches its maximum
value of —,

' when ~& ——~2.

I. Frequency of the self oscillation-

Let us now establish the relationship between the ratio
TD/r and the phase factor PrD. From Eqs. (10) one has

—1 (rD/r) = (12)
(rD /r)' tang

—dF
dX

=rrp sin[2(X* —Xe)] . (7 )
where

f3&D—
Equation (6) is a linear second-order DDE. Its stability

can be analyzed locally around z=O. The characteristic
equation' associated with equation (6) is the following:

Equation (12) leads to the following quadratic equation
for 'TD /7:

r, r,S'+ (r, +r2)S + 1+Be =0, (8) (rD/ )'+r(rp/r) FP'=0, —
tanP

(14)
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which must be solved for a positive value of ~D/~

rD/r = + — + (1+4P tan'P)'"
2 tang

~

tang
~

(15)

for 0 & P & vr (Ref. 15) which reduces to

P(1 —cosP)
~D /~=

2 sing
(16)

when ri=r2. Equation (15) allows us to relate the fre-
quency of the self-oscillation appearing in the system to
the normalized delay (iD/~). Such a relationship is readi-
ly obtained for the first-order DDE and one can estab-
lish'

rD/r= (m/2&/&m. ) .
tang

(17)

It is very interesting to compare Eqs. (15) and (17).
One first sees that when P is strictly equal to zero (i.e.,

one single response time) Eq. (15) reduces to Eq. (17) for
m./2&P&rr and is zero for 0&/ &rr/2. However, the
asymptotic behavior of Eq. (15) as the parameter R be-
comes infinite (P~O) is different from the asymptotic be-
havior of Eq. (17) when the ratio rD/r also tends toward
zero. The situation is depicted in Fig. 2 where the solu-
tion of Eq. (15) is shown for three values of R and com-
pared to the first-order curve. For values of rD/r larger
than unity all curves coincide quite well. However, as
~D/~ is made smaller, the second-order curves eventually
diverge from the first-order one to reach their own lower
bound value zero, while the first-order curve tends to-
wards ~/2. This is a major discrepancy between the first-
and second-order DDE. As a matter of fact one can
show that for all the higher-order DDE the values for P
corresponding to the first mode solution are found within
the interval (O,m ).

2. Threshold of the self osci-llation

(Pr)'+ [P (Pt)' —1]'=B' .

Now from Eq. (10b) one obtains

arccos I [P (Pr ) 1]/B ]-
(pt)

where the value of (pt) can be obtained from (18),

(pr)'= (2P —1)+(1 4P +4P'B '—
)
'"

2P

(18)

(19)

(20)

In the special case where ri =r2 (P =—') Eqs. (19) and
(20) reduce to the simple form

arccos(1 —2/B)
2i/B —1

(21)

It is also interesting to note that the corresponding re-
sult for the first-order DDE (Ref. 16),

arccos( —1/B)
D /V 2 1/2(B —1)

(22)

can be deduced from Eqs. (19) and (20) in the limit of
P—+0.

In the case of the acousto-optic HBD the value of the
parameter B at the first bifurcation is simply given by

An important parameter to consider at the threshold of
a self-oscillation is the slope of the nonlinear function at
the fixed point since it is directly related to the parameter
controlling the amplitude of the nonlinearity. In the case
of a one-dimensional (1D) map (difference equation), the
self-oscillation appears when the slope becomes less than
—1. In the case of a DDE of the type considered here,
the solution remains stable down to a critical value of the
slope which is less than —1, as if the nonlinearity had to
compensate for the presence of a differential term. For
the second-order DDE, the parameter B [previously
defined at Eq. (7) as the additive inverse of the slope at
the fixed point] can be simply related to the ratio rD/r.
Indeed, starting from Eqs. (10) and (11) one has

35- Bi,„b;t=~p isin2[(X* —Xs )], (23)

25

20
l 5

so that Eqs. (19), (20), and (23) allow us to relate pi (the
value of p for which the first bifurcation occurs) to the ra-
tio ~D/~ for diferent values of R.

III. RESULTS

] 0 A. Analysis at the 6rst bifurcation: Experimental
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FICjr. 2. Comparison between the value of the phase factor P
calculated from the linear analysis of the first-order DDE and
the one obtained from the second-order DDE for three values of
R =~~/~2 ——50, 5, and 1 as a function of ~D/r. The first-order
curve tends toward m/2 while the second-order curve tends to-
ward zero independently of the value R for decreasing ~D /~.

The experiment was performed with an acousto-optic
bistable device, a detailed description of which can be
found in Ref. 7. This device usually involves three com-
ponents having their own inherent and non-negligible
response time. However, these intrinsic response times
cannot be conveniently varied to allow for a complete
analysis of the various cases. Therefore we artificially in-
troduced RC circuits of time constants smoothly variable
and large enough so that the intrinsic response times of
the device could be neglected by comparison with them.
The RC circuits were separated by isolation steps of uni-
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FICx. 6. Position of the first bifurcation pl as a function of
7D/7 for the first, second 7I =72, and third (7l = 72 =73) orders.

7ol T

FIG. 7. Computed values of the first four bifurcations for the
first- (dashed line) and second- (7l =72) orders DDE as a func-
tion of 7D/7.

those of the linear stability analysis with regard to the first
threshold of instability (pi). Moreover, the numerical
analysis allows us to look at the effect of the second-order
differential term on the period-doubling sequence follow-
ing the first threshold of instability and leading the system
to a chaotic regime. The results of this analysis are sum-
marized in Fig. 7 where the positions of the first four bi-
furcations for the first- and second-order DDE are shown.
These results clearly show that the main effect of the

second-order term is to shift the whole bifurcation se-
quence downward without any modification to this se-
quence. For large values of 7D/7, the various bifurcation
points tend toward their respective limits predicted by the
discrete model. For instance for ~D /~ = 8 the P8
waveform appears for p=0.630. . . for the first order, and
p=0. 615. . . for the second order, while the discrete P8
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FICx. 8. Temporal signal of the bifurcated waveforms computed for the first- and second-orders DDE at 7D/7=8.
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cycle appears for p=0. 6013. . . . Moreover, the temporal
shapes of the waveforms calculated from the second-order
DDE become more and more similar to the corresponding
first-order ones.

We show in Fig. 8 the shapes of the P2, P4, and P8
waveforms calculated numerically from the first- and
second-order DDE. Generally speaking, the main effect
of the second-order term appears to be a broadening of
the plateaux in the signal. However, one can argue that
as far as the period-doubling sequence is concerned the

t

effect of a distributed response time is negligible within
the region where the delay is sufficiently greater than the
overall response time. As a matter of fact, the corrective
effects of the second- and higher-order differential terms
are not likely to be observed in a physical device for
~D/~) 10.

The rescaling of the nth-order DDE allows us to under-
stand the behavior of the temporal solution as the ratio
rD/r increases. Expressing in Eq. (3) the time variable in

~D unit leads us to the following equation:

1 „d"X(t)
E +

n dt"
C —

& „ t
d" 'X(t)

n" ' dt" + ' ' +
CnCz q d X(t) +

n dt n
e +X(t)=F(X(t —1)),dX(t)

dt
(24)

where e:—~/~D. This equation clearly sho~s that for a

given nth-order equation (corresponding to n response
times) the differential terms can be considered as singular
perturbations of increasing order of the discrete problem
when @~0. Qn the other hand, in the regime where

which implies ey1, the inhuence of the higher
differential terms become more significant and have to be
accounted for when dealing with the various coefficients
(C "'i.-)

IV. CONCLUSION

The number and relative values of the response times in
a dynamical system with a delayed feedback appear to
play an important role in the overall behavior of the solu-

tions of the DDE describing the system as the value of
7D /w decreases. Furthermore, for a given normalized de-
lay ~D/~ the solution appears to become self-oscillating
for a lower value of the control parameter p when more
than a single response time is considered. The lower
bound for p is the value predicted by the corresponding
discrete model. Moreover, the period of the resulting
self-oscillation increases when more than a single response
time is considered. In fact, the discrepancy increases as
&D /7 decreases to become very significant for ~D /r ( 1

and decreases but is still observable up to ~D/~=10. In
many practical cases, however, the second-order DDE, as-
sociated with two non-negligible response times, should be
a good approximation for most of the physical devices.
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