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Accurate energies of nS, nI', nD, nF, and nG levels of neutral cesium
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Extensive measurements have been performed to determine the absolute energies of the n Si/z
(n =8—31), n Pl/z ( n =69—80), n D5/2 (n =57—36), n F&/. ( n =6—65), and n 67/2
(n =6—54) levels of Cs by using nonresonant and resonantly enhanced Doppler-free two-photon
spectroscopy. The excitation mechanisms employed include resonantly enhanced dipole-quadrupole
and quadrupole-quadrupole transitions. All energies were measured directly with respect to the
6 Sl/2 ground state. The laser wavelengths were measured by high-precision Fabry-Perot inter-
ferometry yielding an uncertainty of 0.0002 cm ' for most Cs levels. Ionization energies derived by
fitting the modified Ritz formula to each of the five series observed coincide within 0.00005 cm
Taking account of possible systematic errors, the Cs ionization energy is 31406.467 66(15) cm

INTROI3UCTION

During the last 37 years there have been many deter-
minations of energy levels of neutral cesium using classi-
cal methods of grating and interferometric spectros-
copy. ' In recent experiments Doppler-free laser spec-
troscopy has been used to investigate Cs levels of even par-
ity, ' and the 6 P3/2 level has been determined by
measuring the D2 line of Cs in an atomic beam but pri-
or to our current work, the energies of other odd-parity
states and high-angular-momentum states of Cs have not
been determined by optical sub-Doppler spectroscopy.
Although reported Rydberg-state and ionization energies
of the other heavy alkali metals show reasonable con-
sistency, ' ' the recent data for Cs disagree far beyond
their stated uncertainties.

Resonantly enhanced Dopper-free multiphoton excita-
tion was first discussed and demonstrated in Na by Bjor-
kholm and Liao. ' ' The method was recently employed
by Sansonetti and Lorenzen ' to measure fine-structure in-
tervals in odd-parity states of Cs.

In this work we have applied resonantly enhanced two-
photon spectroscopy to the precise determination of ener-

gy levels. Using the 5 D3/2 level as a resonant intermedi-
ate state we have made Doppler-free observations of the
P ] /2 3/2 F5 /2 and G7/2 levels of neutral Cs. Our ex-

perimental method permitted us to eliminate the large
Doppler shifts which can occur in resonantly enhanced
two-photon absorption and to determine the energy of
these excited states with direct reference to the ground
state. We have also made new measurements of the S&/2

2

and D5/2 series and made a precise determination of the
Cs ionization energy.

EXPERIMENT

Excitation

Two excitation schemes v ere used throughout this
work. The first, nonresonant Doppler-free two-photon
absorption, is a standard method which has been used ex-
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tensively since its first demonstration in 1974. ' We
have used this method to observe the n S»2 and

D3/2, 5/2 levels by direct absorption from the 6 S
& /2

ground state. A linear actively stabilized single-mode dye
laser, operated with the dye DCM, provided a peak output
power of 120 mW with 1-MHz linewidth in the required
wavelength region. In our experimental setup (identical to
Ref. 16) the laser beam was focused into the Cs cell and
refocused by a second lens onto the surface of a plane
mirror; thus the foci of the incident and reflected beams
coincided inside the cell. Feedback into the laser was el-
iminated by setting the beams slightly off-axis at the lens
positions and blocking the return beam at the first lens.

The second excitation scheme, resonantly enhanced
Doppler-free two-photon absorption, has not previously
been used for precise determination of energy levels. In
this scheme the DCM laser was maintained at a fixed fre-
quency in the Doppler profile of the 6 S&r2[F =4]—
5 D3/2 transition. This created a velocity-selected popu-
lation of atoms in each of the 5 D3/2 hyperfine substates
(F=2—5) since their splittings are smaller than the
Doppler widths of the individual lines. An identical
second laser operated with R6G, DCM, or LD700 was
tuned to the 5 D3/2 —n P&/2 3/2, n F5/2, or n G7/2 tran-2 2 2 2

sitions. The beam from this laser was arranged to pass
through the Cs cell in both directions and to cross the
DCM laser beam at a small angle in the center of the cell
(Fig. 1). With this arrangement we observed two separate
spectra which arise from the copropagating and counter-
propagating laser beams. Since only linear absorption
processes are involved, the beams were not focused. In
fact, the power in the second laser beam was reduced for
some transitions to less than 100 nW, corresponding to a
power density of 3 pW/cm, to avoid saturation broaden-
ing. The laser beams were not expanded because our ther-
mionic detection system required a spacially limited exci-
tation region as provided by the crossing of small (1 mm)
beams.

Two low-lying levels (8 S,&2 and 6 P, ~2) were deter-
mined from saturated absorption measurements on the
transitions 6 Pl/2 —7 D3/2, 9 Sl/2, 8 Sl/2. The 6 Pl/2
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FIG. 1. Experimental apparatus for observation of Cs energy
levels by resonantly enhanced two-photon absorption.

level was incidentally populated by radiative decay of
5 D3/2 Since the 5 D3/p level was long lived with
respect to this decay, the velocity distribution in the
6 P, &2 level was collisionally smeared out and therefore
suitable for saturation spectroscopy.

Detection

Atoms excited into a high-lying final state by any of
the excitation schemes above were detected by using a
thermionic diode system similar to that described by Har-
vey. The electrodes were mounted inside a glass cell
with optical windows and a cold finger which contained
the Cs metal. The cell was prepared by baking at 720 K
under a vacuum of 4 & 10 Torr before the Cs capsule in-
side was broken and the system sealed off. The body of
the cell and the cold finger were placed in separately heat-
ed oven chambers with the cell at a slightly higher tem-
perature to prevent condensation. Typical working condi-
tions were a cathode temperature of 1000 K and a quies-
cent current of 30 pA. One of the lasers which illuminat-
ed the excitation region was chopped at a frequency
within the 30-Hz bandwidth of the diode, and the varia-
tion of anode current was detected by a lock-in amplifier
across a 10-kQ load resistor.

For the investigation of Rydberg states, especially those
with high angular momentum, elimination of stray fields
is essential. There were two sources of such fields in our
experiment. Small electric and magnetic fields due to the
oven heating coils were eliminated by placing a grounded
p-metal shield around the detector cell. Electric fields
from the detector itself were minimized by a grid at anode
potential separating the filament and space charge from
the excitation region. The field at the crossing point of
the laser beams in the center of the excitation region was
further reduced by biasing the diode to eliminate any evi-
dence of Stark effect in the resonantly enhanced two-
photon spectrum of 54 G7/2 the most sensitive level ob-
served in this experiment. Tests on this transition with
and without visible asymmetry showed no detectable shift
of the line peak at our level of precision. This indicates
that field effects are negligible in our data.

Our measurements of nonresonant two-photon spectra
were made primarily on the S&/2 and D»2 series. For
S-S transitions the hyperfine structure of the states can-
not be observed directly because of the AF =0 selection
rule. For S-D transitions the D-state hyperfine structure
is observable at low n but becomes negligible for D5/2
states with n ~ 12 and D3/2 states with n &20. The typi-
cal quality of the spectra observed is illustrated by the
6 S,&2[F=4]—15 D&~& transition shown in Fig. 2. For
this low n transition, pressure broadening is small and the
observed Iinewidth is only slightly over 2 MHz due entire-
ly to the laser linewidth. At principle quantum numbers
greater than 30 it becomes increasingly difficult to observe
nonresonant two-photon transitions in Cs because of the
onset of Cs dimer absorption which produces a strong
background signal; therefore, we have not attempted to
follow these series to high principal quantum numbers.

Resonant two-photon spectra show a much better
signal-to-noise ratio and can be observed to very high n

because the laser wavelengths required are not in the re-
gion of Cs dimer absorption. The high sensitivity ob-
tained in this method is illustrated in Fig. 3. Here the
6 S)q2[F =4]—30 G7/2 transition is shown in the wing
of the 6 S~~q[F =4]—30 Fq~q transition whose signal
strength is greater by approximately 10 . The 67/p series
is excited by a resonant double electric quadrupole process
and is readily observed to n =50. For higher n observa-
tion is difficult because of the close proximity of the
much stronger F»2 transitions.

The general characteristics of the resonantly enhanced
two-photon spectra are shown in Fig. 4. The spectrum
was recorded with both copropagating and counterpro-
pagating beams present. The laser tuned to the 6S-5D
transition was held at a fixed wave number o.] close to the

6 S~~2[F=4] 15 Ds~2

74.71 MHz

2.2 MHz

FIG. 2. Scan of the Cs two-photon transition
6 S~qz[F =4]—15 D5&2. The frequency scale is calibrated by
the simultaneously recorded transmission of a confocal Fabry-
Perot interferometer.
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3 GHz
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FIG. 3. Scan showing the 6'S&/z ~5 D&/2~30 G7/2

resonantly enhanced two-photon transition in the wing of the
6 S~/2~5 Dq/2~30 F5/2 transition which is stronger by a fac-
tor of 10'. The lines are coincidentally adjacent to a Doppler-
limited absorption from the collisionally populated 5 Dp/2 level.

center of the Doppler profile while the second laser wave
number o.

2 was scanned across the 5D-26G transition.
The multiple resonances observed in the spectrum are due
to the hyperfine structure of the intermediate 5 D3/2 lev-
el. The splitting of 5 D3/2 appears expanded by a factor
of (o1+o2)/a1 in the spectrum originating from the
copropagating beams and contracted by (o1—cr2)/o1 in
the counterpropagating spectrum. For the case shown

6s S F = 4 5d D F'--26g G
1/2 3/2 7/2

o.
&

&o.2, hence the hyperfine components appear in re-
versed order in the counterpropagating spectrum. We
have chosen to use the 5D level with J = —,

' as our inter-
mediate state because its wider hyperfine intervals are
more easily resolved in the contracted spectrum. This is
an important consideration at low n where o.

&
and o.

2 can
be nearly equal.

In Fig. 5 we show the 6 S
~ q2[F =4]—9 P, &2 transition

as a final example of the resonant two-photon method.
The complexity of the spectrum is due to the resolved hy-
perfine structure of the 9 P&/2 level in addition to the
structure of the intermediate state. The origin of each of
the components is indicated in the figure. Only the inter-
vals of the intermediate-state structure are altered by
Doppler shifts in the recorded spectra. The hyperfine
structure of the final state appears with its correct inter-
vals in both the copropagating and counterpropagating
spectra. The very weak components visible in this spec-
trum are caused by collisionally induced transitions be-
tween hyperfine levels of the intermediate state. Since
these low-energy collisions do not significantly change the
velocities of the excited atoms, weak Doppler-free ghosts
can occur at the hyperfine intervals from the regular reso-
nances.

In Figs. 3—5 the relative intensities of the copropagat-
ing and counterpropagating spectra are arbitrarily deter-
mined by the beam alignments and the power densities in
the crossing volume. The intensity ratios of the hyperfine
structure components reflect a convolution of the transi-
tion probabilities with the individual component Doppler
profiles at the 6S-5D laser wave number.

In all of our resonant two-photon spectra linewidths of
3—7 MHz were observed. Of this 2 MHz can be attribut-
ed to the combined laser bandwidths and as much as 5
MHz to the residual Doppler broadening from the &0.5'
crossing angle of the beams in the detector. The third sig-
nificant broadening mechanism is intrinsic pressure
broadening. For a particle density of 2& 10' cm this
mechanism produces a final-state level width which

74.71 MHz

9 P&, 2
4
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FIG. 4. Scan of the 6 SI/2~5 Dg/p~26 67/2 double quad-
rupole transition showing the typical characteristics of our
resonantly enhanced two-photon spectra. The resonances due to
copropagating beams are identified with erect arrows and those
due to counterpropagating beams with inverted arrows.
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FIG. 5. Scan of the 6 S~/2~5 Dz/2~9 PI/2 transition
showing the resolved hyperfine structure of the 9 P&/2 level.
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ranges from negligible for low n to 4 MHz for Rydberg
states. Because of the unfocused beams and low power
densities used in this experiment, transit and saturation
broadening were negligible. The natural width of the in-
termediate state which should cause slightly broader lines
in the copropagating spectrum than in the counterpro-
pagating spectrum was also undetectable.

Absolute energy measurements

In nonresonant two-photon spectroscopy the energy of
an observed level is simply twice the laser wave number
since the experimental method inherently provides for the
cancellation of first-order Doppler effects. In resonantly
enhanced two-photon spectroscopy it is necessary to pro-
vide explicitly for elimination of Doppler shifts in the
measurement technique.

A narrow-band laser tuned into the Doppler profile of a
transition i-k populates a class of atoms in the upper state
k with velocity

U =(o ilo'io 1)c—

parallel to the laser beam, where o.
&

and o-&o are the wave
numbers of the laser light and of the unshifted atomic
transition, respectively, and c is the velocity of light. A
second laser with wave number o.

2 can excite these atoms
to a final state f if the condition

0'2=020 (1+U/c)

is fulfilled. Here the + sign refers to copropagating, and
the —sign to counterpropagating, laser beams. Since the
atomic transition wave numbers are defined by

o &o=Ek —E;,
o2o=Ef —Ek

in the special case where the lasers are tuned to o.
~o and

o.2o the energy of the final state with respect to the initial
state is the sum of the laser wave numbers. This special
case cannot be readily realized experimentally.

In the general case where the velocity component of the
atoms along the direction of the laser beams does not van-
ish, the sum of the laser wave numbers is offset from
desired energy interval by

+ ++f +i o 10+~20 (~1 +~2 ) (~10—o20)U/c

where the signs again refer to the copropagating and
counterpropagating beams. A set of the four wave num-
bers o.&+, o.&, o.z+, and o.

2 is sufficient to eliminate the
velocity from the equations and determine the wave num-
bers of the atomic transitions

iTio —(0 ) iT2 /CTp +C7i )/2

CT2O=(CT2 CJi /0 i +0'2 )/2

The energy of the final state is then

Ef =Ei +o io+o2o=Ek+o2o

Experimentally this means that one must measure the
wave numbers of the two dye lasers tuned to the same res-
onance in both the copropagating and counterpropagating

spectra. Each such set of wave numbers provides an in-
dependent measurement of both the intermediate- and
final-state energies.

Measurement of laser wave numbers

Because of the high resolution and excellent signal-to-
noise ratio in our observed spectra, it was possible to tune
our lasers to the peak of a two-photon resonance with an
uncertainty of less than 2 MHz. To fully utilize this ac-
curacy in the determination of absolute energy levels it
was necessary to make precise measurements of the laser
wave numbers. Consequently we carried out our measure-
ments in two steps. As shown in Fig. 1, a small fraction
of the intensity was taken from each of the laser beams,
and these two weak beams were combined on a beam-
splitter to provide collinear beams in two directions. One
of these was directed to an air-track Michelson-type
wavemeter which, with fringe multiplication, provided a
resolution of 0.00013 cm '. A commercial frequency-
stabilized He-Ne laser was used for a reference. The
wavemeter was calibrated using optogalvanic lines of Th
and U (Ref. 25) and had an experimentally determined
uncertainty (95% confidence) of 0.0008 cm ' for a single
measurement. The two dye-laser wave numbers were
measured sequentially by blocking one or the other of the
beams.

The final determination of the laser wave numbers was
made by classical Fabry-Perot interferometry. ' ' The
collinear dye-laser beams were combined with the output
of an iodine-stabilized He-Ne laser locked to hyperfine
component g of the '

12 transition R(127) 11-5. The
wave number produced by this laser, 15798.007183(16)
cm, is an internationally accepted realization of the def-
inition of the meter. The three combined beams were
expanded and scattered from a rotating ground glass
screen which served as an extended light source for il-
lumination of the interferometer. The fringe patterns
were focused on the slit of a prism spectrograph and pho-
tographed. By this method both dye lasers were measured
simultaneously and the length of the interferometer spacer
was redetermined with respect to an accepted standard for
every measurement. For all measurements in this work a
218-mm evacuated interferometer was used. With each
set of data the integer order of interference for the refer-
ence laser was checked using optogalvanic lines of U and
Th calibrated for this purpose. Integer order numbers
for the dye lasers were determined unambiguously from
the initial wavemeter measurements. Finally, computer
analysis of the photographically recorded fringe patterns
determined the fractional order of interference to better
than 0.003 order corresponding to a wave-number uncer-
tainty of 0.00007 cm

The only known source of systematic error in the
wave-number measurements which may be significant at
our level of accuracy is the wavelength-dependent phase
shift on reflection from the interferometer coatings. In
previous work in this laboratory it has been shown that
the size of this effect is 0.000+0.003 order throughout the
wavelength region of interest. Our data has not been
corrected for this effect which may produce a maximum
error of 0.00007 cm
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RESULTS

Energy levels determined for the five Cs series in which
we have made extensive observations are presented in

Table I. A few levels of two other series have also been
determined and are given in Table II. A11 of the levels
have been corrected to remove the effects of hyperfine
structure and pressure shifts and represent the center-of-

TABLE I. Energy levels of Cs series for which extensive observations were made in this work. Units are cm '. All energies refer
to the centers of gravity of both the ground and excited levels and have been corrected for pressure shifts as described in the text. The
uncertainty I95% confidence) in the levels is 0.00015 cm ' for the p, f, and g series and 0.00020 cm ' for the s and d series except
where a different uncertainty is explicitly stated in parentheses.

5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
40
41
42
44
46
47
50
53
54
56
59
62
65
68
71
74
77
80

2S I /2

00 000.0000(0)

24 317.1500(5)
26 910.6627(5)
28 300.2287(5)
29 131.730 04
29 668.803 36
30035.788 36
30 297.645 10
30491.023 46
30 637.882 76
30 752.034 12
30 842.517 75
30 915.452 62
30 975.100 34
31 024.503 55
31 065.880 56
31 100.880 52
31 130.749 87
31 156.444 39
31 178.707 60
31 198.124 16
31 215.159 66
31 230.188 05
31 243.512 52
31 260.384 52

2~1/2

11 178.2686(5)

27 636.9966(5)
28 726.8123(5)
29 403.423 10
29 852.431 53
30 165.668 26
30 392.871 83
30 562.908 93
30 693.474 16
30 795.907 02
30 877.747 61
30 944.168 59

31 044.313 15

31 115.11733

31 167.017 27

31 206.18967

31 236.480 30

31 279.579 37

31 301.984 46
31 308.145 96

31 323.681 94

31 332.079 13
31 339.260 62

31 348.229 38
31 355.515 63
31 361.515 23

31 366.514 31
31 370.723 68
31 374.301 13
31 377.367 25
31 380.015 00
31 382.31724
31 384.331 30
31 386.103 63
31 387.671 44

2
-Ds/2

14 596.842 32

26 068.7730(5)
27 822.8802(5)
28 835.791 92
29 472.939 95
29 899.546 46
30 199.098 21
30 417.460 75
30 581.527 58
30 707.913 78
30 807.332 97
30 886.945 13
30 951.682 59
31 005.032 31
31 049.51701
31 086.997 17
31 118.869 83
31 146.200 07
31 169.811 87
31 190.350 63
31 208.327 04

31 238.151 45

31 261.715 76

31 280.656 87

31 296.109 80

31 308.881 06

2
Fs/2

28 329.5133(5)
29 147.981 88
29 678.742 80
30 042.31405
30 302.165 37
30 494.288 09
30 640.320 28
30 753.904 06
30 843.984 88
30 916.625 83
30 976.053 85
31 025.289 07
31 066.535 82
31 101.433 21
31 131.220 12

31 179.056 92

31 215.426 20

31 243.720 69

31 266.164 99

31 284.267 68

31 299.079 98
31 305.495 90

31 316.71603
31 321.637 42

31 330.339 31

31 341.080 65

31 349.699 35

31 356.71991
31 362.514 22
31 367.352 41

31 371.433 26
31 374.907 59
31 377.889 40
31 380.467 77

2 G 7/2

28 352.4444(5)
29 163.072 06
29 689.137 95
30049.753 17
30 307.660 76
30 498.456 95
30 643.554 84
30 756.462 41
30 846.042 23
30 918~ 304 48
30 977.440 90
31 026.448 32
31 067.514 35

31 131.935 70

31 179.595 67

31 215.841 76

31 244.048 16

31 266.427 36

31 284.481 10

31 299.255 84

31 311.500 61

31 321.761 08

31 330.444 63

31 344.237 86
31 349.767 27
31 354.591 16

31 362.56044

31 368.824 92
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TABLE II. Energies of additional Cs levels observed in this
work. Units are cm

Series

2
p3/z

2D

18
25
33
44

5
7
9

10
11
13
19

Energy'

30 880.122 87
31 167.742 47
31 279.859 34
31 339.368 76
14 499.258 37
26 047.845 8(5)
28 828.678 75
29 468.284 46
29 896.336 64
30 415.749 92
31 004.588 85

'All energies refer to the centers of gravity of both the ground
and excited levels and have been corrected for pressure shifts as
described in the text. The estimated uncertainty (95% confi-
dence) is 0.00020 cm ' except where a different uncertainty is
explicitly stated in parentheses.

gravity energies of the unperturbed atom.
For correction of the measured energies to the centers

of gravity of the ground and excited levels, we have used
published data on hyperfine splittings and some new hy-
perfine intervals determined in this work. All of our ex-
perimental observations were made with respect to the
F=4 component of 6 S&i2 and have been increased by
0.13415 cm ' to correct for the ground-state structure.
Since the hyperfine structure of the n S»z states is not
directly observable, a formula was fit to intervals drawn
from the literature ' and used for correction of the ex-
cited level structure. For the n P

& i2 levels literature
values ' were combined with our measurements of a
few intervals (given in Table III) to produce a similar for-
mula. For this series the excited-state hyperfine correc-
tion is negligible for n )40. Final-state hyperfine correc-
tions were negligible for most D&iz and all F5i2 and
G7/p states. For a few low-lying D3/p levels all resolved

hyperfine components were measured and used to deter-
mine the center of gravity.

The experimentally determined energy levels have also
been adjusted to correct for intrinsic pressure shifts. Al-
though these shifts are smaller than the statistical uncer-
tainties, they are a significant systematic offset, especially
for levels with large n. Extensive investigations of col-
lisional shifts in alkali-metal Rydberg levels (Ref. 38 and
references therein) have shown that, in the range of parti-
cle densities applicable to this work, the level shift 5 de-

11
12
13
14
15

35.5(1.0)
23.1(1.0)
17.1(1.0)
15.2(2.0)
10.3(1.0)

TABLE III. Cs I PI/2 hyperfine-structure intervals mea-
sured in this work.

P, )2[F=4j 'P, i2[F=3]—
(MHz)

pends linearly on the particle density N. Shift coefficients
6/N have been determined for Cs D levels up to quantum
numbers n where they become constant with respect to all
parameters except the kind of perturber. This maximum
shift coefficient is the same for all levels with n ~ 35 in-
dependent of n and the angular momentum l. Levels with
n (35 behave similarly for different l except for non-
monotonic variations with n which cause deviation of up
to 40% from the smooth overall dependence. Whether
such nonmonotonic features are present in the pressure
shift for S, P, F, or G levels of Cs is not known.

To correct for pressure shift the Cs particle density in
our thermionic diode was determined by two methods.
Initially we measured the equivalent width of the reso-
nance line in absorption as described in Ref. 38 at some-
what higher temperatures than used in our experiment
and extrapolated to our conditions using the Cs vapor
pressure curve. Later the width of the 6S-20S two-
photon line was measured for different diode tempera-
tures, and the known self-broadening coefficient was used
to determine the particle density. The two results agree
within 15%, well within the combined uncertainties, and
yield a Cs particle density of 2 & 10' cm for the oven
temperature typically used for our energy-level measure-
ments. For this density the maximum correction applied
to all levels with n ) 35 is + 0.00008 cm '. At lower n

the uncertainty in the shift correction due to nonmonoton-
ic variation with n does not exceed 0.00003 cm

As a final check on our pressure-shift correction, we
measured a few strong transitions at a much lower parti-
cle density estimated to be 3 && 10' cm . For this densi-
ty, pressure shifts should be negligible. The levels mea-
sured at low density were in good agreement with our oth-
er pressure corrected data. This validates the correction
made for pressure shift.

ANALYSIS

The energy levels of the five Cs series we have observed
can be represented with high precision by the modified
Ritz formula

E„=E —R /(n —p„)
where E„ is the energy of the level with principal quan-
tum number n, E is the ionization limit, R is the Ryd-
berg constant (109736.86224 cm ' for ' Cs), and p„ is
the quantum defect given by the expansion

p„=A +B/(n A) +C/(n —A—) +
By using a nonlinear least-squares-fitting routine, the ioni-
zation limit and expansion parameters were simultaneous-
ly optimized for each series using an increasing number of
terms in the expansion until all energy levels were
represented within their uncertainties and the residuals
E„(calc)—E„(expt) were randomly distributed.

In order to determine series formulas applicable to all
n, we have used experimental energies from other sources
for a few low-lying levels not observed in this work.
These additional data, which are given in Table IV, were
included in our fitting with reduced weights appropriate
to their greater uncertainties. The resulting formulas are
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TABLE IV. Data from other sources used in fitting series
formulas. Units are cm 2 Si2

Series Energy' Footnote
0

0 0 000
qO V

0 00 0
2S1 /2
2P 1 /2

2
-O3/2

2
F7/2

2
G7/2

18 535.5286(30)
21 765.348(20)
25 708.833(30)
22 631.6863(10)
24 472.2269(20)
26 971.3030(30)
27 008.0541(20)

'The uncertainty cited has, in some cases, been increased from
that reported in the original source to reflect the judgement of
the current authors.
"Weighted average based on seven infrared transitions measured
by Johansson (Ref. 3) and by Sansonetti (unpublished) combined
with the 7p level values of Kleiman (Ref. 4) and the 8 PI/2 level
of this work.
'Reference 4.
Weighted average based on six transitions measured by Klei-

man (Ref. 4) and by Sansonetti (unpublished) combined with s
and d levels from this work.
'Reference 5.
Reference 6.

gReference 8.
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FIG. 6. Deviations of our experimentally determined energy
levels from the modified Ritz formulas of Table V.

summarized in Table V and the residuals for the levels
measured in this work are plotted in Fig. 6. The ioniza-
tion limits for all five series agree within an interval of
only 0.00005 cm '. The residuals for 96%%uo of the levels
measured in this work do not exceed 0.000 15 cm

The same data have also been fitted with the extended
Ritz formula in which p„ is expanded in inverse even
powers of (n —IM„). The data are represented equally well

by the extended formula and in no case is there a statisti-
cally significant variation in the calculated ionization lim-
it. %'e have chosen to report the results for the modified
formula only because of its convenience for calculation.

The polarization formula provides an alternative means
for representing a series of energy levels if the external
electron is nonpenetrating. In this case the deviation of
the energy levels from their hydrogenic positions is due al-
most entirely to the polarization of the ion core in the
field of the external electron and the energy can be written

as

T~(n, l) = 1+R u n

n J'+ 1/2
3

4

where a is the fine-structure constant. The polarization
formula does not include fine-structure splitting but can
be applied to the centers of gravity of the doublet terms of
an alkali-metal atom such as Cs.

The polarization formula was used by Bockasten and
by Sansonetti, Andrew, and Verges to represent the F

E„=E —TH(n, l) Raojad(r (n—, l))+a~(r (n, l))),
where ad and czq are the effective dipole and quadrupole
polarizabilities of the core, ao is the Bohr radius, and the
expectation values ( r ) and ( r ) are to be determined
for the appropriate hydrogenic state. The relativistic
hydrogenic term value is given by

TABLE V. Ionization limits and quantum defect expansion coefficients for Cs I series measured in this work. The uncertainties
given in parentheses for E and 3 are the asymptotic standard deviations of the parameters determined by the nonlinear least-
squares-fitting algorithm.

E

8
C
D
E
F

2n -Sl/2
( n =6—30)

31 406.467 69(2)
4.049 356 65(38)
0.237 703 7
0.255 401
0.003 78
0.254 86

n Pl/22

( n =6—80)

31 406.467 65(2)
3.591 589 50(58)
0.360 926
0.419 05
0.643 88
1.450 35

n Ds/22

(n =5—36)

31 406.467 67(3)
2.466 315 24(63)
0.013 577

—0.374 57
—2. 1867
—1.5532

—56.6739

n Fs/22

( n =4—65)

31 406.467 66(2)
0.033 414 24(96)

—0.198 674
0.289 53

—0.2601

n G7/2
2

(n =5—50)

31 406.467 64(3)
0.007 038 65(70)

—0.049 252
0.012 91
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and G series of cesium. The latter authors attempted to
calculate the nonpolarization contributions to the F terms
and concluded that up to 20% of the term defect for this
series was not due to polarization. Nevertheless, the po-
larization formula gave an excellent description of the ex-
perirnental data.

Using the more extensive and accurate data from this
work, we have made new fits of the polarization formula
to these series. For the G series we have approximated
the doublet centers of gravity using the hydrogenic G
splitting ' since the fine structure was found to be very
nearly hydrogenic in Ref. 8. For the F series we have
used the fine-structure intervals of Ref. 21 to determine
the centers of gravity. We find that the G series is
described within the uncertainty of the data by a polariza-
tion formula with E = 31 406.467 68(2) cm ', cad

=15.770(3)ao, and ca~ =48.9(4)a„. Here the uncertainties
given in parentheses are the asymptotic standard devia-
tions of the parameters as determined by the nonlinear
least-squares-fitting algorithm. The F series, however,
cannot be adequately represented by the polarization for-
mula. Even when the lowest three members of the series
are excluded from the fit, systematic deviations of the or-
der of 0.0004 cm ' are apparent in the residuals.

DISCUSS ION
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FIG. 7. Deviations between previously reported data and the

S1~2 (open symbols) and -'D~&. (solid symbols) levels of Table I.
Squares: O' Sullivan and Stoicheff (Ref. 12). Circles: Lorenzen
and Niemax (Ref. 11). The dashed lines indicate the uncertainty
of our results.

Our results for all series observed in this work can be
compared directly with previously published data.
Comprehensive Doppler-free measurements of the S&&z
and Dq&2 series have been reported by O' Sullivan and
Stoicheff' and by Lorenzen and Niemax" in experiments
very similar to ours except for the use of traveling-mirror
Michelson wavemeters to determine the laser wavelength.
The differences of their energies from the data of this
work are shown in Fig. 7. The results of O' Sullivan and
Stoicheff display a large scatter with an average systemat-
ic offset of about —0.005 cm ' over this range of n. The
data of Lorenzen and Niemax show much better internal
consistency but are offset from our results by + 0.0034(3)
cm ' which is substantially outside the combined uncer-
tainties.

Doppler-limited absorption measurements of the P~&2
series using a frequency-doubled dye laser have also been
reported by Lorenzen and Niemax. " Comparison of their
measured data with our results for this series again shows
a systematic offset of + 0.0029(11) cm ' in agreement
with the offset for the S and D series.

All of the measurements of Lorenzen and Niemax were
made with respect to a commercial frequency-stabilized
He-Ne laser whose wavelength was determined using a set
of Doppler-free reference lines in Rb as proposed by Lee,
Helmcke, Hall, and Stoicheff. ' To determine whether
the discrepancies in the Cs results could be traced to the
reference lines, we have made additional measurements in
Rb which have been reported elsewhere. ' Although
small differences from the results of Lee et al. were
found, these differences do not account for the Cs devia-
tions.

We cannot explain the systematic offset between our re-
sults and those of Lorenzen and Niemax, but it seems very

likely that it stems from the laser wavelength rneasure-
ment rather than from any shift of the atomic levels. It is
interesting to note that the earlier measurements of Loren-
zen, Weber, and Niemax for the S and D series, despite
their large scatter, show no systematic deviation from our
data. For these measurements the laser wavelength was
determined from the molecular iodine spectrum rather
than by use of a wavemeter.

The accuracy of our Fabry-Perot wavelength measure-
ments over a narrow wavelength range in the vicinity of
6100 A has been demonstrated in our previous work. '

The excellent agreement of the ionization limits derived
from the five series measured in this work (Table &) gives
strong evidence that there is no wavelength-dependent er-
ror in our measurements. For the even-parity series ob-
served by nonresonant two-photon absorption, the laser
wavelength was about 6390 A for the levels with high-
est n. For the odd-parity states observed by resonantly
enhanced two-photon absorption, the two lasers were
tuned to 6895 and about 5920 A. It is very unlikely that
the series would give the same limit using such different
wavelengths if a wavelength-dependent error were present
in the measurement technique.

No previous measurements of the F and G series using
laser techniques have been reported; however, energies of
low members of these series have been determined using
classical emission measurements. The best values for the
F series were given by Eriksson and Wenaker using a

hollow-cathode discharge and grating spectrograph. En-
ergies for the G series were given by Sansonetti, Andrew,
and Verges using a pulsed radio-frequency discharge and
Fourier spectrometer. For both of these experiments the
uncertainty of the energy levels was estimated to be 0.001
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cm '. Results from these experiments are compared with
our current data in Fig. 8. The similarity of the devia-
tions for these two series measured with different types of
sources in independent experiments is striking. For both
series the emission results give lower energies than our
current data with deviations that increase with increasing
n. Apparently field and pressure shifts in the discharge
sources were much larger than estimated by the experi-
menters based on the profiles of the emission lines.

Our data can also be compared with the precise mea-
surernents of microwave transitions among Cs Rydberg
states made by Goy et al. For this comparison we have
used the series formulas from Table V to calculate the
relevant microwave transition frequencies. For the 16
n S,&, (n +—1) S~~2 and n D, &, (n +1—) D, zz two-2 2 2 2

photon transitions measured by Goy et al. , the agreement
is excellent. All deviations are less than 1 MHz and the
standard deviation of the two sets of values is 0.26 MHz.
For ten n S»z —n P

~ /& transitions the agreement is also2 2

very good. Only the results for n =34 and 42 differ by
more than the stated uncertainty of the microwave mea-
surements, and these two values also failed to agree with
the formulas of Goy et al.

Agreement for the n Dq~2 (n —3)—F5&2 transitions is
somewhat less satisfactory. In particular, for 32D-29F
the deviation is 8.5 MHz and for 33D-30F it is 10.5 MHz
with the measured frequency higher than predicted by our
formulas. Since the ionization limits derived from our

D5&2 and F»2 series agree within 1 MHz, it seems un-

likely that these deviations arise from errors in the formu-
las. The direction of the deviation is consistent with Stark
shifts in the microwave data. Goy et al. estimated that

electric fields of 100 mV/cm existed in their apparatus
and suggested that Stark effect might be responsible for
discrepancies in their data at high n.

A few additional microwave measurements of
n 'F nG—(n =15—17) transitions in Cs have been re-
ported by Ruff, Safinya, and Gallagher. " Although t'.ze
estimated uncertainty of the measurements was 1—4
MHz, the results disagree with our predictions by 32.8
MHz at n =15, 9.8 MHz at n =16, and 10.2 MHz at
n =17. In the experiment of Ruff et al. , Cs atoms were
prepared in a n F state by two-step laser excitation, the
first step being the 6 S»2 —7 P3&2 transition at 4556 A.
Recently it has been shown by McIlrath et al. that low-
pressure Cs vapor is efficiently photoionized by pumping
on the 6 S»2—7 P3/2 transition at 4593 A. The 4556-A
line has a higher transition probability and is probably
even more efficient for the ionization process. It seems
likely, therefore, that many Cs ions and free electrons
were present in the measurements of Ruff et al. and that
the presence of these charged species was the cause of the
unexplained line broadening observed. The direction of
the deviations between the measured transition frequen-
cies and our predictions is consistent with Stark shifts in
the microwave data.

All of the best data for the series observed in this work
are summarized graphically in Fig. 9 where we have plot-
ted the quantum defects for each series versus n. The
2S»2 and P~&z quantum defects fall on smooth asymptot-2

ically decreasing curves characteristic of series for which
the penetration of the core by the valence electron is the
primary contributor to the term defects. For such a series
the core potential has little dependence on n of the

4 12—

410

L

2
CO

-4—
E

0 O
L (y)

-6—c0
CU

-8—
CI

4 08 i-

4.06—

3.66

C5

E 364—

r

360—

2 S) z

P)g

-12—

-14
5 9 13

2.46—

2.44/
0.04—

0.02—

2 Dsq

Fs q

2 Gzz

FIG. 8. Deviations between previously reported data and the

F5/& and -'67/2 levels of Table I. Solid circles: F~/2 from
Eriksson and Wenaker (Ref. 6). Open circles: 67/2 from San-
sonetti, Andrew, and Verges (Ref. 8). The dashed lines indicate
the uncertainty of our results.

000
0 10

J
20 30 40 50

FIG. 9. Experimental quantum defects for all Cs series ob-

served in this work.
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valence electron. The F5/2 and 67/2 series show a
smooth asymptotically increasing variation of quantum
defect because the term defects for these series are dom-
inated by the polarization of the core in the field of the
nonpenetrating valence electron. The D&/z quantum de-
fect curve, however, increases rapidly at low n, changes
slope dramatically between n =6 and 7, reaches a max-
imum at n =10, and has a slight asymptotic decrease for
n )10.

The unusual behavior of the D quantum defect was
noted by Lorenzen and Niemax. ' In a later paper they
suggested that this behavior resulted from competition be-
tween polarization and penetration effects. " Using the
polarization formula to estimate the polarization contri-
bution to the term defect for low members of the D
series, we find that it could account for only about 10%
of the term defect. The external d electron is strongly
penetrating, and it is most unlikely that polarization could
dominate the low n dependence. It is more likely that the
rise of the quantum defect at low n results from a strong
core relaxation effect.

CONCLUSIONS

structure data from Refs. 21 and 30 in conjunction with
these formulas permits calculation of the P3/2, D3/2,
and F7/2 levels with similar accuracy. The location of
levels with higher angular momentum can be estimated
using the polarization formula with effective dipole and
quadrupole polarizabilities determined from our G data.

The internal consistency of our data is demonstrated by
the excellent agreement of the Cs ionization energies de-
rived separately from each of our five series. All five
values (Table V) lie within an interval of 0.00005 cm
When we take account of possible systematic errors in the
laser wavelength measurements or due to pressure and
Stark shifts, we find the Cs ionization energy with respect
to the 6 S»2 ground-state center of gravity to be
31 406.467 66(15) cm

Pote added in proof: At the time this manuscript was
submitted for publication we were unaware of a previous
precise determination of the energy of the 8 5&~2 level [P.
P. Herrmann, J. Hoffnagle, A. Pedroni, N. Schlumpf, and
A. Weis, Opt. Commun. 56, 22 (1985)]. The result of
Herrmann et al. , E(8 "S»2)=24317.1499(4) cm ', is in
agreement with our value, 24317.1500(5) cm ', reported
in Table I.

We have made precise new measurements of the ener-
gies of the S&/2, P&/2, D5/2, F5/2, and G7/2 levels of
Cs over a wide range of principal quantum numbers.
Modified Ritz formulas fit to these series (Table V) per-
mit the calculation of the level values to an accuracy
better than that of any single measurement. Using fine-
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