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Dynamics of laser-irradiated planar targets measured by x-ray spectroscopy
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The dynamics of planar plastic targets seeded with small amounts of sulfur as a diagnostic tracer
is studied spectroscopically. The time-dependent x-ray emission of the hydrogenic and heliumlike
sulfur is used to provide a measure of the plasma parameters. The experiment, which is designed to
provide optically thin x-ray lines with small transverse gradients, is analyzed by the coupling of a ki-
netics model to a hydrodynamics simulation. The results of the analysis show that the time histories
of the x-ray line intensities can be used as a plasma diagnostic to constrain the modeling. Intensity
ratios between ionization stages cannot be accurately modeled even including time-dependent ioniza-
tion effects. This disagreement appears to be due to detailed assumptions concerning electron distri-
butions and transport.

I. INTRODUCTION

The coupling of high-powered lasers to dense matter
can produce the highest-density and -temperature labora-
tory plasmas. Several applications of these high —energy-
density plasmas have been suggested. They can be used to
create inertially confined fusion by using the high-
powered lasers to compress and heat small masses of deu-
terium and tritium fuel. ' All facets of laser-plasma in-
teractions, from energy deposition to plasma instabilities,
are important in converting laser energy to useful fuel
compression. Laser-produced plasmas can be bright x-ray
sources which have applications in x-ray radiography and
backlighting. In addition, recent advances in the produc-
tion of short wavelength lasers use laser-produced plasmas
as the amplifying medium. Detailed knowledge of the
laser-plasma coupling mechanisms are required for optim-
izing these sources.

Fundamental to understanding laser-plasma interac-
tions is detailed characterization of the plasma. Charac-
terization of the plasma would ideally include spatially
and temporally resolved information for both the plasma
temperature and electron densities, as well as the ion-stage
populations. However, obtaining all of this information is
problematic for a number of reasons. First, laser-
produced plasmas are rapidly formed by coupling laser
energy to the target with thermal and radiative transport
distributing the energy into the matter. These processes
are not well understood on a microscopic scale. Second,
the kinetics of a hot dense plasma are not simple. Gra-
dients axially and laterally to the laser incident on the
plasma preclude simple characterization of the plasma
with a single temperature and density. In addition, the
plasma reacts hydrodynamically on time scales different
from the time scales for establishing steady state in the
ionization kinetics. Thus ions may not sample one tem-
perature and density but sample a variety of plasma con-
ditions. Finally, the time and distance scales for substan-
tial changes to occur in the emitting ion population can be
smaller than the experimental temporal and spatial resolu-
tion currently possible. This leads to a loss of information

and loss of uniqueness in the comparison between theory
and experiments.

X-ray spectroscopy has been a successful method of
understanding the high-energy laser-target interaction and
of diagnosing the plasma. In particular, the applications
of x-ray line spectroscopy, which use the intensity of
bound-bound transitions to infer plasma parameters, is
quite wide spread. ' Plasma temperatures can be derived
using the intensities of lines from different charge states,
which reflect the ionization balance of the plasma. On
the other hand, line intensities from transitions having de-
cay rates comparable to electron collisional rates can give
a measure of the electron density of the plasma. In this
way, the x-ray line spectroscopy lends itself to simple
analysis of the plasma. Another advantage is that the
method can probe microscopic plasma volumes with mea-
surements of localized areas. Also, the method requires
no external probe to disturb the plasma. X-ray spectros-
copy can access high-density regions which are difficult
for external probes to penetrate. By extending the mea-
surements to low densities, the technique can complement
other methods, such as optical diagnostics, to provide a
complete characterization of the plasma.

Although these advantages of x-ray spectroscopy are
possible in ideal experiments, the fact remains that in
practice many are compromised. The difficulties of ob-
serving and interpreting the x-ray emission spectra from
previous experiments arise from a variety of sources.
First, many of the observations are time averaged which
causes a loss of information because of the rapidly chang-
ing state of ionization and other transient effects. Next,
the limitation on spatial resolution causes a decrease in in-
formation due to the averaging over the longitudinal and
transverse gradients present in the system. Finally,
optical-depth effects or, more precisely, radiative-transfer
effects can cause difficulty in interpreting the line intensi-
ties.

To mitigate these limitations, advances have been made
during the last few years. Spot spectroscopy, where a seed
element is placed in a limited area of the target to probe
the plasma, has improved spatial information. The use
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of x-ray streak cameras and framing cameras has provid-
ed temporal resolution, allowing the complicated transient
behavior of these laser-produced plasmas to be unfold-
ed 4, 6

In the current work we address a number of the out-
standing difficulties with the x-ray line spectroscopy by
combining several of the techniques for the first time.
Firstly, the x-ray spectra are time resolved using an x-ray
streak camera in order to study the transient in line pro-
duction. Second, the targets are prepared with a low-
density dopant, which keeps the optical depth of the lines
low, thereby obviating radiative-transfer effects. Third, a
spot of the seeded material is introduced to reduce the
gradients transverse of the laser axis. This experimental
design allows us to analyze data with only axial gradients
that are perpendicular to the target surface. These axial
gradients are included in the analysis by simulations.
These techniques have been applied to analysis of dynam-
ics of thin foil targets, i.e., targets that burn through
becoming underdense to the laser light before the laser
pulse is over. The foils provide plasma profiles that can
be characterized by other methods allowing correlation of
the spectroscopy with other diagnostic methods. Exam-
ples of these methods are optical spectroscopy of the
—,coo, Raman signal, ' foil burn-through times, " and
laser interferometry. ' Such techniques constrain the
simulations which establish the range of temperature and
density profiles that are physically possible.

II. EXPERIMENTAL SETUP

The experiments were performed at the Novette laser
facility, a two-beam Nd-glass laser system with a final
beam aperture of 74-cm diameter, which can produce up
to 9 kJ of 1.05-pm light per beam in a 1-ns pulse. ' The
light is frequency converted before entering the target
chamber to 0.53-pm wavelength using a potassium dihy-
drogen phosphate (KDP) crystal array. Beam energies
varied up to 3 kJ in a 1-ns Csuassian pulse shape which
were focused to spot sizes from 300- to 600-pm diameter
using an f/4 lens onto thin CH„ foils. Average incident
laser intensities on target varied from 5~10' to 2)&10'
W/cm . Beam structure deduced from x-ray microscope
pictures may vary the local intensity at points inside the
focal region by a factor of 2 from the average intensity.
Both beam energies and time histories were measured by
monitoring a reflection from one surface of the focusing
lens after the conversion process. Energies of these reflec-
tions were calibrated independently on separate shots.

The CH„ foil targets varied in thickness from 1.0 to 2.1

pm. The thicknesses and beam intensities were chosen to
produce long scalelength, underdense plasmas around the
peak of the laser pulse. A small concentration of sulfur
was added uniformly to the CH„during deposition, which
was used as the x-ray line spectroscopic diagnostic. Con-
centrations of sulfur were kept below 4%%uo atomic in order
not to change the dynamics of the plasma. In addition,
these low concentrations reduced effects due to optical
trapping in the experiments by keeping the optical depths
of the measured x-ray lines below one. For some targets
only the center 300 pm of the foil was doped with sulfur.

This was accomplished by masking while depositing the
doped and undoped regions. The thicknesses were
matched in the two regions to better than 1000 A except
for a small interface between the two regions. The area of
the interface is small compared to structure in the laser
and scalelengths of the plasma and should not affect the
results.

In Fig. 1 the experiment geometry is shown. The spec-
trometer viewed normal to the target and the laser was
focused to an area larger than 4%%uo sulfur-seeded spot.
Figure 1 also shows the reflected and transmitted 0.53-pm
laser light. This, therefore, illustrates the burnthrough of
the laser during the pulse.

The primary diagnostic was a concave elliptical crystal,
used as the light-collecting, wavelength-dispersing ele-
ment, coupled to an x-ray streak camera. ' The crystal
was potassium acid phthalate (KAP) (2d =26.632 A) and
it was placed 1 m away from the camera. The cathode of
the streak camera was located behind the ellipse focus.
An example of the data is shown in Fig. 2 (a). The data
were taken at a principal Bragg angle of 10.1 . The
dispersion of the data is 74 eV/mm at the slit giving a
resolution of 7 eV. The resolving po~er of the instrument
is estimated to be -200. The n =2 to n =1 (a) and
n =3 to n =1 (P) features from the He-like and Lyman
series are observed. The resolution is not sufficient to
resolve the He-like intercombination line ( P, ) from the
resonance line ('P& ).

The film data, as shown in Fig. 2(a), are analyzed by di-
gitizing the film using a Perkin Elmer microdensitometer
system producing a two-dimensional digital image of the
film. Time histories of the data are extracted from the di-
gitized images correcting for the nonlinear film response
using calibrated light exposures placed on each piece of
film data. As an example, the time histories for the heli-
umlike and resonance and Lyman a lines are shown in
Fig. 2(b). The time resolution is -SO ps. Both time his-
tories are approximately 350 ps at full width half max-

QH target -2 pm thick

& Doped microspot
-300 pm dia.

Incident pulse
94 011 103

Reflected

Time (ns)

FICx. l. The experimental geometry. Also shown are the re-
flected and transmitted laser light as a function of time, with
the peak of the pulse noted by zero on the time axis.
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FIG. 2. Experimental results from the x-ray crystal streak
camera. The raw data are shown in (a). Time is in the vertical
direction and the dispersed x-ray spectrum in the horizontal
direction. The heliumlike and hydrogenic sulfur lines are indi-
cated. Time histories are shown in (b) of the S xv resonance (8)
(bold solid curve) and S xvr Lyman-a (Ly-e) (dashed curve)
emission.

III. 8YDRODYNAMIC SIMULATIONS

To compare the experimental and theoretically calculat-
ed emission spectra, we use hydrodynamics simulation to
model the plasma density and temperature profiles. The
simulations predict the plasma gradients, in particular,
those in the direction parallel to the laser beam which are
not resolved in the observations. Further, the hydro-
dynamics simulation is used to test the validity of the as-
sumptions concerning transverse gradients.

We used LASNEx, a two-dimensional, hydrodynamics
simulation code, which treats energy transport using the
flux-limited diffusion approximation. All simulations

imum, which is considerably shorter than the 900-ps laser
pulse. The time histories of both lines have a similar
structure during the rising part of the pulse. On the trail-
ing edge, however, the heliumlike resonance line intensity
decreases more rapidly. This is presumably when the foil
burns through, becoming underdense to the 0.53-pm laser
light. There is continuum emission at late time around
the heliumlike resonance line, which has been subtracted
from the data. This allows only an upper limit to be set
for several data points after burnthrough has occurred.

were done with a flux-limit multiplier of 0.03 of the clas-
sical limit in two dimensions, and with radiation transport
treated using non —local-thermodynamic-equilibrium
(non-LTE) opacities. ' Zone sizes were chosen in order to
resolve the ablation region at the front, as well as the
burnthrough region at the back of the foil. Tests of the
simulation parameters were performed by varying the
modeling parameters and comparing with the experimen-
tal observables. The simulations indicated that the intro-
duction of the sulfer in a concentration of 4% by atomic
number produced a negligible perturbation of the foil hy-
drodynamics. Further, it was found that the non-LTE
option, two dimensions, and the flux limit were essential
to provide meaningful simulations.

Figures 3(a), 3(b), and 3(c) show results of the hydro-
dynamic simulations for the case of a 1-ns pulse of 0.53-
pm light with an intensity of 1.3)&10' W/cm incident
on the 2.1-pm-thick foil focused to a spot size of 600 pm.
The three parts of Fig. 3 show the evolution of the foil in
two dimensions, with the abscissa in the laser propagation
direction and both axes measured in microns. The area
which contains sulfur is noted by cross hatching. Further,
temperature and density contours of interest are shown in
each case for reference. The two-dimensional evolution is
evident as the foil goes from overdense where peak densi-
ties are greater than 4X10 ' e /cm, at -0.6 ns (before
the peak of the pulse which is at 0.0 ns), through -0.4 ns,
to underdense where densities are less than 4)& 10 '

e /cm, at +0.6 ns.
The calculations corroborate that the foils do burn

through before the peak of the pulse. Further, the trans-
verse gradients in the spot are small, while the longitudi-
nal gradients are large. Finally, the gradients are substan-
tial outside the spot of sulfur in the transverse direction.
This latter point will be shown to be important when
analyzing targets which have 4% sulfur distributed uni-
formly over the whole target.

The detailed spectroscopy predictions are done using a
kinetics model that treats the Ir -shell ionization stages in
detail. We include ionization states up to lithiumlike
states with a ground-state configuration only. The lithi-
umlike, heliumlike, and hydrogenic ion stages have both
ground states, excited and doubly excited states; a fuller
discussion of the kinetic code previously has been given by
Lee et al. ' The code assumes that the temperature pro-
vided by the hydrodynamic simulation is indicative of a
Maxwellian velocity distribution. Further, we do not in-
clude the effects of radiative transport on the level popu-
lations since the optical depths in all the lines of interest
are less than one.

We use the hydrodynamic time histories to drive the ki-
netics of the sulfur atoms. The consistency of this post-
processing of detailed kinetics, using the time histories
generated by a code employing an average atom non-LTE
model, is checked by comparing the hydrodynamic elec-
tron density and mean ionization state to those calculated
by the kinetics model. These are found to be within a few
percent of each other for all cases in the present studies.

The timesteps for the kinetics equations are dictated by
the kinetic rates, not the hydrodynamics, thereby ensuring
numerical accuracy for the level populations. The final
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FIG. 4. Time-dependent emission for a 2.1-pm-thick foil with a 300-pm sulfur spot irradiated at 1.5X10' W/cm . The time is
measured in ns; the peak of the pulse and burnthrough times are shown. (a) Comparison of calculation (solid curve) and experiment
(dots) for the S XV R emission. (b) Comparison of calculation (solid curve) and experiment (dots) for the S xvI Ly-a emission.

tions with the experimental data is shown for R and Ly-a,
respectively. The overall agreement between the data and
the calculation is quite good, i.e., the widths of time his-
tories agree within 100 ps and the relative contribution of
the Sxv and Sxvl emission are correct. However, the
Ly-a time history shows a leading edge that starts more
rapidly than calculated and decays more rapidly than
predicted. This is a real discrepancy and not an artifact
of the normalization scheme since the onset of the Ly-a
and R emissions are calculated to have a time delay of
several 100 ps. This delay between the calculated Ly-u
and R cannot be attributed to temperature changes in the
simulation, flux-limit changes, or rate coefficient changes.
All of these possibilities have been tested as discussed
below and the lag of Ly-a persists.

In Fig. 5 the ratio of the Ly-a/R emission versus time
is shown for calculation and experiment. The experiment
is represented as data points with the calculation shown as

10

Lyn/R

a solid line. Although the intensity time histories are in-
dividually in fair agreement, the ratios are in poor agree-
ment at early time where there is large discrepancy with
the onset times and in only adequate agreement at later
times.

As a final comment on these data, the results for the
Sxvr and Sxv principal quantum number 1-to-3 transi-
tions show similar effects as the 1-to-2 transitions already
discussed. The major difference is the weaker signal level
in the 1-to-3 transitions.

For targets containing sulfur throughout the entire foi1,
the analysis requires inclusion of lateral gradients. Figure
6 shows the calculations for a 1-pm-thick CH„ foil irradi-
ated with a 1-ns-length pulse of 0.53-pm light focused to
a 600-pm spot with an irradiance of 1.3&(10' W/cm .
The calculated time dependence of Ly-o. emission is plot-
ted versus time for various radial regions containing
sulfur spots. For the curve labeled 150 pm the emission is
integrated over the entire longitudinal direction (perpen-
dicular to the foil) and integrated in the transverse direc-
tion over a spot of 150-pm diameter (75-pm radius) in the
center of the laser spot. The curves labeled 300 and 900
pm represent integrations in the transverse direction over
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FIG. 5. Ratio of the intensity of the R to Ly-a vs time, with
zero time at the peak of the pulse. Experiment, solid curve; cal-
culation, dots.
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FIG. 6. Effects of integrating emission signal over various
spot sizes. Integrated emission of R vs time for three different
spot sizes: 150 pm ( ); 300 pm ( ———); and 900 pm
( ~ ~ ~ -). The conditions are same as those in Fig. 4.
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a 300-pm spot and the entire target, respectively. For
comparison purposes we have normalized the peak inten-
sities equally for all cases. This figure shows that for the
larger spots the emission rises slower on the leading edge.
Also, the larger spots have a longer emission tail on the
trailing edge of the pulse. This is because the sharp cutoff
due to the burnthrough effect, which occurs before t =2.0
ns, is moderated by lateral transport of energy to the outer
edges of the foil. This outer region of the foil will contin-
ue to emit sulfur lines since these regions have not become
underdense. In Fig. 3, higher-density regions outside the
laser spot can be seen which, at late times, reach tempera-
tures capable of creating K-shell sulfur ions.

In Figs. 7(a) and 7(b), comparison of the data to the cal-
culation for the uniform sulfur target is shown. In Fig.
7(a), the R emission shows good agreement between calcu-
lation and experiment. Both the rising edge and the emis-
sion after burnthrough are in good agreement. It is only
at late times that the long emission tail of the calculation
is not reproduced. In Fig. 7(b) the Ly-a emission is
shown to be poorly modeled. Here the thinner foil accen-
tuates the underionization that is found in the calcula-
tions. Thus the lag in the Ly-a emission for the thicker
2.1-pm foil is translated into a long time emission as the
lateral energy flow slowly ionizes the sulfur into and
through the K shell.

Note that even without a small seeded spot the model-
ing of these targets is still possible. Loss of information
inherent in the data, which has integrated over both longi-
tudinal and transverse gradients, in addition to having
contribution from both directly illuminated and lateral en-

ergy transport heated areas, reduces accuracy of the diag-
nostic. Thus diagnosing the entire foil emission will pro-
vide only a small amount of information on the plasma
parameters of this target.

Measurements have also been done at lower laser inten-
sities to test the predictive capabilities. A 6)& 10' W/cm
laser pulse of 1 ns in a 900-pm focal spot has been
focused on a 2-pm-thick CH„ foil with 4% S uniformly
added throughout the target. Due to the lower intensity,
the plasma will be cooler and a different plasma tempera-

ture and density regime will be accessed.
In Figs. 8(a), 8(b), and 8(c), time histories of the emis-

sion of the R and Ly-a are shown. In Fig. 8(a), experi-
mental results for the two lines are compared. The R
emission in this case begins before the Ly-a emission by
approximately 100 ps. The Ly-a is more intense at the
peak with a rapid emission decay for both lines.

Figs. 8(b) and 8(c) the comparison of calculations with
experiment are shown. The results of this comparison are
favorable with the rise, peak, and fall of the emission well
matched. Interestingly, in this case the ratio of the inten-
sity of the R to Ly-u is still poor even though the indivi-
dual intensities compare well. The ratios would, if used as
a diagnostic, indicate a higher ionization than the indivi-
dual time histories. This would imply a higher tempera-
ture than predicted using the emission histories.

In summary, the present analysis succeeds in predicting
many of the features of the data, but some discrepancies
exist. The model, i.e., kinetics coupled to the hydro-
dynamics, predicts the general emission shapes qualita-
tively for all cases. The ionization balance at early times,
represented by the S xv resonance line and the S Xvr Ly-o.
line, is not well predicted. In fact the time delay predicted
between the Ly-o. and R is not observed. The method also
predicts the correct emission histories with the transverse
gradients included. These results show that the experi-
ments with emission from the entire surface can be
modeled. However, the inherent loss of information, due
to the widely varying plasma conditions contributing to
the signal, diminishes the diagnostic value.

The present method sets bounds on the possible tem-
perature ranges found with the hydrodynamics simula-
tion. Since temperature diagnostics are difficult, the set-
ting of limits is useful in the absence of a better alterna-
tive. The early time behavior is not due to errors in tem-
peratures of the model. The simultaneous onset of the R
and Ly-o. emission cannot be obtained by increasing the
temperature within reasonable limits, i.e., a factor of 2
above the calculated temperatures. The early time emis-
sion, although not sensitive to the temperature as just
mentioned, is dependent on the intensity of the laser. The
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FIG. 7. Comparison of experiment to calculation for the emission as a function of time for a 1-pm-thick target with sulfur uni-
formly distributed, irradiated by a 1-ns, 0.53-pm laser pulse at 1.3 && 10" W/cm . (a) Comparison for R: Calculation, solid curve; ex-
perirnent, dots. (b) Comparison for Ly-a: Calculation, solid curve; experiment, dots.



4292 R. L. KAUFFMAN, R. W. LEE, AND K. ESTABROOK 35

I 1

r
(

14—

12—

10--

1.0

ation

2.0
Time (ns)

(b)
20—

15--

lation

8—
I

6— 10—

0
0 1.0 1.6 2.0

Time (ns)

~ ~ ~
o a+

*y qO ~

0 1.0 1.6 1.8 2.0
Time (ns}

~o

1 ~ . o ~ ~ ~
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delay in the onset of the Ly-a emission is observed at
lower intensity but not at higher intensity as observed by
comparing Figs. 7 and 8. Finally, we note in all cases
studied the emission decay at late times decreases more
rapidly in the experiment than predicted.

V. TESTING OF THE MODEL

To explain the ionization balance at early time we have
tested the model by varying simulation parameters. Ef-
fects due to ionization rates have been tested in several
ways. Increasing the rates in the kinetics code by a factor
of 2 does not appreciably change the predicted emission
histories. The lag in the Ly-o, emission relative to the R
emission is due to the calculated rate of ionization. To
obtain a simultaneous emission in the S XV and S XVI lines
we would expect that the rate of ionization from S Xv to
SXVI and from SXVI to SXVII would have to be faster
than the time resolution of the streak camera, i.e., ~ 50
ps. This would indicate an ionization time of 2&10'
sec ' while the calculated ionization time for a plasma
with a temperature of 2 keV, and an electron density 10 '

cm is —3&10 sec ', which would yield a 150-ps time
delay between S XV and S XvI. This assumes that the con-
tribution from upward bound-bound collisions approxi-
mately doubles the ground-state ionization rate. To
enhance the ionization rates by factors of 4 does not
reduce the lag appropriately. Further, to test the effect of

lower ionization stage rates on the calculated result, we in-
itiated the simulation with all the population in the lithi-
umlike ground state. This resulted in a similar lag be-
tween the Ly-a and R line emission. Finally, to test the
possibility that simulation underestimates the tempera-
ture, we have multiplied all the temperatures by a factor
of 2 and found that this still does not resolve the problem
of the Ly-a and R emission lag.

A second possibility is the electron flux limit used in
the simulation to approximate the effects of nonlocal
transport. ' We have used a flux limit of 0.03 in the stan-
dard calculations, shown in the previous sections. This
flux limit is optimum for matching the other observables
in the experiment such as transmitted light and instability
timing. When the flux limit is increased to 0.10, the plas-
ma becomes hotter; however, the lag does not go away.

Third, there is the possibility of hot spots in the laser
beam which increases local laser intensities. Modulation
of the beam, in a pattern that varies the intensity by a fac-
tor of 2 or greater, is possible. However, the local tem-
perature is a weak function of the laser intensity, i.e.,
T-I therefore, the intensity modulations would
cause only slight temperature increases. In turn, the in-
creased temperature, i.e., less than a factor of 2, would not
be enough to explain the simultaneous emission of the R
and the Ly-a, as discussed.

One possibility to explain the ionization balance, which
we are currently not capable of calculating, is the effect of
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nonlocal transport of energy. To obtain substantial ioni-
zation -8-keV electrons are needed, i.e., electrons at ap-
proximately 3 times the threshold for ionization of S xv.
The electrons must penetrate far enough ahead of the lo-
cally transported heat flux to produce substantial S xv~, so
that no emission lag occurs when the heat front arrives.
The difficulty is that for the conditions in our simulation
we find that the ionization rate from these 8-keV electrons
is about an order of magnitude lower than the dominant
radiative recombination rate. Therefore, one can assume
that there are not enough electrons at or above 8 keV in a
Maxwellian distribution near the critical density surface
to produce sufficient preionization.

The possibility does exist that the production rate of
high energy electrons of energy & 8 keV can be enhanced
and then transported into the target. The production
mechanism would most probably be resonance absorption
since other high-energy electron production mechanisms
require large regions of underdense plasma which would
not have a chance to form in the early stages of the laser
pulse. ' The estimate of the electron density enhancement
at 8 keV, relevant to the two laser intensities studies, are
6% and 4% due to the resonance absorption for the
1.3& 10' and 5.9&&10' W/cm, respectively. The hot
electron temperatures which generate these fast electrons
are 10 and 5 keV. The effective increase in the ionization
rate of S xv, at a depth beyond the critical density surface,
is calculated to be sufficient to sustain the ionization
against the radiative recombination rate for the high-
intensity experiment. However, in the lower intensity case
the radiative rate dominates by more than an order of
magnitude.

Thus a possible explanation of the discrepancy between
the calculated and observed onset of the Sxv and SxvI
emission is the electrons produced by resonance absorp-
tion. The necessary ingredients, therefore, are the non-
Maxwellian electron production together with nonlocal
transport. The hydrodynamics simulation characterizes
electron energy distribution as a one temperature, low-
energy thermal group and an energy-resolved group at en-
ergies above the thermal. Although the nonthermal elec-
tron energies are resolved and transported, the kinetics
simulation does not currently use the electron distribution
but a temperature constructed of the mean total energy in
the electron subsystem. Thus the kinetic model should
have at least a two-temperature distribution to treat the
effects in the ionization balance.

VI. CONCLUSIONS

Present experiments coupled with simulations have il-
lustrated a technique for diagnosing laser plasmas which
effectively combines the strengths of both. The qualita-
tive agreement is found to be good between the calculated
time history of the emission of the Sxv resonance line
and SxvI Ly-a line, and the experimental observation.
However, the quantitative agreement is still not correct.
One area of difficulty is the late-time emission, i.e., after
peak, which is calculated to be too intense for both S xv
and SxvI transition. Second, the early time SxvI emis-

sion is calculated to lag the S xv for the high intensity ex-
periments while the data show a simultaneous onset.

A number of important results can be derived from the
experiment and analysis. First, the technique of keeping
the concentration of the spectroscopically active element
low has worked to overcome complications from radiative
transfer, in particular, opacity variations, in the intensity
of the diagnostic lines. This greatly simplifies the diag-
nostic procedure and decreases the uncertainty of the
modeling. Second, use of the spot spectroscopy, for larger
spot targets than were previously used, has been proven
valid. Although the spots were 300 pm in diameter, we
have shown with the simulation and observation that
reduction of the transverse gradients can be achieved.
This greatly simplifies the analysis and, as shown by com-
parison to data without spots, provides more information
on the localized plasma. Third, detailed studies of the
time histories of emission intensities are shown to be the
correct quantities to study. The ratio of intensities are
complicated, not only by a loss of information inherent in
the ratio process, and leads to spurious diagnostics of the
plasma. The usual case presented for the use of ratios in
the relative contribution of the intensities would be more
accurate than individual intensities. However, in the
laser-produced plasmas, dynamics dominate the line emis-
sion and small discrepancies in predicting the time
development of the emission can result, as shown in Sec.
IV, in large discrepancies in the plasma conditions in-
ferred from the intensity ratios. Fourth, even when the
emission arises from a region which has gradients in only
one direction, the simulation when performed in one di-
mension does not correctly represent the emission time
histories. The two-dimensional simulation is therefore re-
quired.

Improved diagnostic techniques can also enhance the
accuracy of the experiment. A space-resolved spectrome-
ter with a time-resolved gated recording system could pro-
vide a snapshot of the entire spectrum to better correlate
analysis using several lines. In addition, multiple frame
interferometric probing of the electron density would pro-
vide an independent measure of the underdense plasma to
confirm critical plasma parameters in the simulation. Use
of other seed elements will allow probing of different
parts of the electron distribution. If nonlocal heat trans-
port and non-Maxwellian velocity distribution are the
source of the discrepancies in the detailed comparison of
the calculated and observed emission histories, other parts
of the nonthermal distribution could be probed. In addi-
tion with improved resolution and spectral coverage, other
spectral lines and other spectral techniques could be used.
For example, the emission of the Sxv 2 P —1'S, and
2'P —1'S, density, and the widths of the emission line
profiles could yield electron density. Finally, as an essen-
tial, the experimental design should include an absolute
timing fiducial for the time-resolving instruments.

The major calculational improvement which is dictated
by the data analysis presented here would be the inclusion
of actual electron distribution in the kinetic equations.
Thus the calculated multigroup electron distribution
could be coupled to cross sections to provide an improved
kinetics model. This would overcome the difficulty found
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in the present analysis where the high-energy electrons
produced by resonance absorption are transported in the
simulation, but a mean temperature is used in the kinetics
model.
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