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Absolute cross-section measurements are reported for electron-impact ionization of iron ions with
initial charges 11+, 13+, and 15+4. The data extend from below the ionization thresholds to 1500
eV for Fe!'* and to 1400 eV for Fe'*+, while the Fe'*t data cover the energy range from 630 to
1000 eV. Good agreement is found in each case between the measurements and detailed calculations
which include the contributions due to the mechanism of inner-shell excitation-autoionization, but
predicted significant enhancements of the Fe!>* cross section due to resonant-excitation double au-
toionization are not observed. Ionization rate coefficients and fitting parameters are presented based

on the data.

I. INTRODUCTION

Highly charged ions play an important role in astro-
physical and laboratory plasmas. Modeling studies of
power balance, equilibrium charge states and tempera-
tures, and the interpretation of diagnostic information
from injected impurities all depend in part on an accurate
data base of rate coefficients for electron-impact excita-
tion, ionization, and recombination.!™® In order to
develop this data base, accurate cross-section measure-
ments and calculations are necessary to provide specific
data* as well as a basis for the formulation of general scal-
ing laws.

There are a number of processes that may contribute to
the production of a particular final state of the target ion,
and the relative importance of each of these processes
may change with the target-ion charge or electronic struc-
ture. Ionization of a target ion may occur through direct
removal of an electron,

e~ +X9t x99t 20— (1

through excitation of an inner-subshell target electron fol-
lowed by autoionization, as illustrated by

e_—f—X‘H'—»X(‘H')**—{—e“—»X(‘H'lH'—}—ZE’ , )

or through excitation of a target electron accompanied by
capture of the incoming electron followed by double au-
toionization,

e+ X9t L Xa—Dxx

X9+h+ 120, (3)

Other exotic processes have been predicted to contribute
significantly to the total net ionization,® but this work
will concentrate on the above possibilities. In the notation
used here, process (1) refers to direct ionization, process
(2) to excitation-autoionization (EA), and the series of
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events in process (3) will be termed resonant-excitation
double autoionization® (REDA). The relative importance
of each process changes with each ion studied, and in
principle even pathway (3) could dominate total ionization
over a limited energy range for a specific ion. In general,
indirect processes such as those shown in Egs. (2) and (3)
have been found to become relatively more important as
the charge and mass of the target ion increase.”® This is
because the peak direct-ionization cross section decreases
faster than most inner-shell excitation cross sections as
the ionic charge increases. Sudden changes in the indirect
contribution may be observed along isoelectronic (same
number of electrons) and isonuclear (same element) se-
quences as previously autoionizing excited configurations
become bound, and slower changes occur as branching ra-
tios alter the preferred exit channels. The importance of
such trends along sequences is well recognized and a high
priority has been given to measurements of ionization
cross sections for specific highly charged ions.® The iron
isonuclear sequence is one of the most important for the
fusion effort, since any plasma contained in a stainless-
steel vessel is likely to contain iron impurities. Iron is also
an abundant element in astrophysical plasmas.

Ion beams of metallic elements are generally more diffi-
cult to produce than beams from elements which natural-
ly occur in a gaseous state, either as free atoms or in sim-
ple molecules. For this reason, much of the previous
work'® on electron-impact processes studied by crossed-
beam experiments has dealt with light elements (z <9) and
inert gases. The alkali-metal elements have also been
popular because relatively simple ion sources may be
made for these elements. Metal ions have been much less
extensively studied, and no crossed-beam measurements
had been reported involving metallic ions of initial charge
greater than 3 + until recently. For iron, ionization
cross-section measurements have been reported''~!* for
charge states 1 +,2 4,5+, 6 +, and 9 +. Among the
theoretical studies of ionization of iron ions, we note the
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distorted-wave calculations of Younger,* Griffin er al.,'?
and the recent more extensive work of Pindzola et al.'®

Na-like ions, with one electron outside a closed shell,
have proved to be important in plasma studies and amen-
able to calculation. In ionization and excitation of Na-
like ions, Fe!>* is particularly important due to its expect-
ed presence in laboratory plasmas. Mann,!” among oth-
ers, has studied excitation of Fe'’*, and Cowan and
Mann'® published detailed calculations predicting that
excitation-autoionization effects would dominate total
jonization for Fe'**. This was followed by an even more
surprising prediction by LaGattuta and Hahn!® that
resonant-excitation double autoionization would dominate
(over a relatively small energy range) the total ionization
cross section. Measurements on electron-impact ioniza-
tion of Fe!>* have been considered an important and criti-
cal test of theory since that time.

We present here an extension of previous measure-
ments!’ for ionization of multiply charged iron ions to
higher charge states with absolute data for single ioniza-
tion of Fe''*, Fe'**, and Fe!>* by electron impact. The
experimental arrangement and uncertainties are discussed
in Sec. II, results for these ions are presented and dis-
cussed in Sec. III, rate coefficients and analytical fits are
given in Sec. IV, and the summary and conclusions are in
Sec. V.

II. EXPERIMENTAL ARRANGEMENT
AND UNCERTAINTIES

General tutorials concerning the techniques and sources
of uncertainty in electron-ion crossed-beam experiments
are available’®?! and a detailed description of the ap-
paratus used in these experiments has recently been pub-
lished.!3 The present discussion will provide a brief over-
view of the experimental arrangement and uncertainties,
with emphasis on those details unique to these measure-
ments.

Absolute cross-section measurements depend on the
event rate, particle currents and velocities, and the overlap
of the intersecting beams (an alternative technique®
sweeps one beam across the other). For electron and ion
beams crossing at 90°, the absolute cross section o(E) at
an interaction energy E is determined from these quanti-
ties through the relation

Rge? UiV, F

E)= = 4
(k) IiIe (U,’2+Ue2)l/2 D @

where R is the signal event rate, g is the charge on the in-

tory Electron

cident ion, e is the charge on an electron, v; and v, are the
ion and electron velocities, I; and I, are ion and electron
currents, D is the probability of detecting and counting a
signal event, and F is the form factor which takes into ac-
count the spatial overlap of the ion and electron beams.
The apparatus is designed to allow precise measurements
of each of these quantities over an extended energy range;
typical values for each ion are listed in Table 1.

The apparatus is shown in Fig. 1. Ions were extracted
at 10-kV potential from the Oak Ridge National Labora-
Cyclotron Resonance (ORNL-ECR)
source,?’ analyzed for the desired ratio of charge to mass,
and transported to the ultrahigh-vacuum chamber. One-
dimensional einzel lenses provided steering and focusing
of the beam, which then passed through a 90° electrostatic
analyzer (labeled purifier in Fig. 1) to remove any ions
which changed charge during the flight from the source.
After passing through the interaction volume located at
the center of the electron gun, the beam was analyzed in a
double-focusing magnetic analyzer to separate the
further-ionized ions from the parent ion beam. These
“signal” ions were electrostatically deflected out of the
analyzer plane and counted in the ionized-ion detector (a
channel-electron multiplier). This final 90° deflection is
represented in Fig. 1 as being in the analyzer plane for
simplicity. The unchanged ion beam was collected in one
of two movable Faraday cups, depending on the ratio of
incident to product ion charge. Peak ion-beam currents in
the collision chamber for these ions ranged from 0.5 to 3
particlenA.

The electron gun is almost identical to that described by
Taylor et al.>**> and produces a beam immersed in a
250-G axial magnetic field. This confining field enhances
the uniformity of the beam density and its physical size at
the collision volume over a wide range of electron beam
energies. Electrons are collected in an array of edge-
forward tantalum ‘“razor blades” which minimize the es-
cape of backscattered electrons. The collector is normally
biased at + 300 V or one-half the beam energy (whichev-
er is greater) to prevent the escape of secondary electrons.
The electron beam is chopped by applying sufficient nega-
tive voltage to one of the electrodes upstream of the col-
lision volume so that the beam is prevented from passing
through this electrode. Energy spread in the beam is es-
timated from other experiments to be between 1 and 2 eV
at the energies used in these experiments.2®

Determination of the cross section through Eq. (4) in-
volves straightforward measurements of ion-beam current,
electron-beam current, and the accelerating voltages for

TABLE 1. Typical experimental parameters. Currents and event rates are shown for typical mea-
surements at approximately twice the listed ground-state ionization thresholds.

Ionization Ion Electron Form Background Signal
potential current current factor event rate event rate
Ion (eV) (particlenA) (mA) (cm) (Hz) (Hz)
Fell+ 331 1.8 0.40 139.0 11.0
Fe'3+ 392 0.38 0.42 73.0 1.6
Fels+ 489 0.38 0.47 34.0 1.4
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FIG. 1. Schematic of the crossed-beam collision chamber and post-collision magnetic charge analyzer.

these beams. In addition, the signal event rate is deter-
mined by subtracting the detector count rate measured
with the electron beam off from the rate measured when
the electron beam is on. Small corrections are made to
the net event rate for possible incomplete transmission of
ions to the detector, detection efficiency of the detector,
and pulse transmission of the electronics, all of which are
incorporated into the factor D (typically 0.95) in Eq. (4).
The form factor F is calculated based on ion- and
electron-beam spatial profiles, which are obtained by
measuring the currents transmitted through a narrow slit
in a probe as it is scanned through each beam in the in-
teraction volume. A form factor is derived from these
spatial profiles through the relation

[ Ii(2)dz [ L(2dz
F=
[ 121 (2)dz

where I;(z) and I,(z) are the measured profiles, and z is
perpendicular to the plane of intersection of the beams.

Uncertainties reported in the data table and shown in
the figures are relative only at the 1-standard-deviation
(s.d.) level, and are strongly dominated by statistical un-
certainties in the signal count rate. In addition, some un-
certainties are common to all of the measurements for a
given ion, and the overall uncertainty in the magnitude of
the cross sections must include these “systematic” uncer-
tainties.

Table II lists the sources of systematic uncertainty iden-

(5)

TABLE II. Absolute uncertainties. All uncertainties are “‘good” confidence level (equivalent to 90%

confidence level on statistical uncertainties).

Uncertainty (%)

Source Fe!l* Fel+ Fel®+
Counting statistics (typical value 9 20 20
near the peak cross section at 90%
confidence level)
Form factor (absolute uncertainty) 4 4 4
Transmission of ions to detector 8 8 5
Signal ion detection and pulse 4 4 3
transmission
Ion current measurement 2 2 2
Electron current measurement 2 2
Ion and electron velocities 1 1 1
Quadrature sum 14% 23% 21%
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tified for these experiments, along with the assigned un-
certainties at “‘good” confidence level,?’ equivalent to 2
s.d. (or 90% confidence level) on counting statistics. The
uncertainties due to counting statistics are taken for single
typical points near the peak of each cross section. The
uncertainty in form factor takes into account potential
systematic problems in the measurement of beam profiles
and numerical determination of the overlap integral. The
transmission of all signal ions to the detector is normally
monitored by scanning critical beam tuning parameters
while monitoring the effective signal level; however, the
combination of weak beams and high backgrounds for
Fe''* and Fe!** precluded extensive scans. Tuning pa-
rameters in this apparatus have been found to be only
weakly dependent on ion-charge state; we therefore feel
justified in using settings determined from diagnostic
scans'? for Fe’* for measurements on Fe!'* and Fe'’*.
The background event rate (normally dominated by ioni-
zation of beam ions on background gas) for Fe!>* was
considerably less than that observed for the lower charge
states, and complete scans of critical tuning parameters
were performed as previously described. The detection ef-
ficiency of the channel-electron multiplier for energetic
ions is assumed to be near unity based on independent
published measurements.?®=3°  Pulse  transmission
through the detection electronics was measured for each
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of these ions, and appropriate corrections made to the sig-
nal count rates. Ion and electron currents and velocities
were measured. The quadrature sum of these uncertain-
ties for each ion is considered a conservative absolute un-
certainty at good confidence level, since taking the relative
uncertainty of a single point underestimates our confi-
dence in the overall shape of the cross-section curve.

III. RESULTS AND DISCUSSION

A. Fellt

Experimental cross sections for ionization of Fe''* are
listed in Table III and plotted in Figs. 2 and 3. The un-
certainties listed and plotted are 1 s.d. relative only, and
are dominated by counting statistics. Total absolute un-
certainty for a typical measurement near the peak cross
section is 14% at 90% confidence level (see Table II). All
measurements are shown in Fig. 2, along with distorted-
wave calculations for direct ionization from ground-
state!® (3533p3, lower curve) and metastable®! (3523p23d,
upper curve) incident ions. In the energy range below 700
eV, direct ionization from the ground (35%3p°>) configura-
tion consistently underestimates the measured cross sec-
tion, with experiment 30% above theory at 700 eV. In the
same energy range, direct ionization from the 3523p?3d

TABLE III. Experimental electron-impact ionization cross sections for Fe''*, Fe!*+ and Fe'S*.

Uncertainties listed here are 1 s.d. relative only.

F€”+ Fel}+ Fel5+
Energy Cross section Energy Cross section Energy Cross section
(eV) (10~'8 cm?) (eV) (10~'% cm?) (eV) (107" cm?)
293 0.02+0.05 342 —0.04+0.09 634.2 0.071+0.048
317 —0.021+0.07 392 —0.006+0.077 686.1 0.076+0.042
342 0.19+0.06 416 0.02+0.14 727.3 0.058+0.043
391 0.36+0.05 442 0.28+0.08 741.5 0.155+0.046
440 0.52+0.06 490 0.21+0.10 751.1 0.105+0.026
490 0.60+0.06 540 0.27+0.09 757.0 0.151£0.026
540 0.73+0.04 590 0.13+0.08 760.4 0.172+0.032
590 0.79+0.04 639 0.20+0.11 769.1 0.190+0.056
639 0.80+0.04 688 0.38+0.10 778.1 0.175+0.043
664 0.83+0.05 739 0.44+0.08 785.7 0.242+0.046
688 0.84+0.06 763 0.50+0.09 796.6 0.198+0.051
713 0.90+0.05 788 0.68+0.08 800.9 0.317+0.042
738 0.95+0.04 838 0.71+£0.06 804.8 0.305+0.042
763 1.06+0.05 885 0.78+0.07 805.7 0.250+0.027
788 1.17+0.03 935 0.85+0.10 806.2 0.150+0.050
812 1.09+0.04 986 0.68+0.07 806.7 0.210+0.025
838 1.16+0.04 1086 0.54+0.10 807.3 0.355+0.042
862 1.09+0.05 1183 0.64+0.09 816.0 0.253+0.028
887 1.11+0.04 1282 0.63+0.10 820.8 0.298+0.065
935 1.08+0.05 1381 0.58+0.09 835.2 0.257+0.027
988 1.12+0.04 850.2 0.353+0.033
1039 1.15+0.03 855.6 0.278+0.047
1090 1.04+0.04 870.4 0.287+0.029
1138 1.07+0.05 872.0 0.349+0.045
1189 1.05+0.04 904.5 0.271+£0.027
1288 1.04+0.04 924.6 0.302+0.034
1385 0.93+0.04 956.9 0.339+0.034
1481 0.80+0.03 988.0 0.321+0.047
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FIG. 2. Cross section vs interaction energy for electron-
impact ionization of Fe!'*. Plotted uncertainties are 1 s.d. rela-
tive only. The solid curves are distorted-wave calculations for
direct ionization of ground-state (3s23p?) ions (lower curve,
from Ref. 14) and of metastable ions in a 3523p23d configura-
tion (upper curve, from Ref. 31).

metastable configuration appears to agree with experi-
ment, implying that the incident ion beam is dominated
by metastables. However, contributions due to excitation
of inner-subshell electrons followed by autoionization are
predicted’! to enhance ionization from the metastable
configuration beginning at the ionization threshold at 270
eV, so that total ionization from a 100% metastable ion
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FIG. 3. Comparison of Fe'!'* data and distorted-wave calcu-
lations for total ionization, including direct ionization and
excitation-autoionization effects. The calculations (from Ref.
16) include five transitions involving excitation of inner-shell 2p
and 2s electrons. The lower curve is for initially ground-state
(3523p?) ions, and the upper curve is for metastable (3523p23d)
ions. Note that additional transitions at lower energies contri-
bute to autoionization of metastable ions.
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beam would overestimate the experiment by 60% at 400
eV and by 10% at 700 eV. It seems most reasonable, in
light of these comparisons, to conclude that the incident
ion beam contains a mixture of ground-state and metasta-
ble ions.

The main contributions to excitation-autoionization
occur at energies above 700 eV, and the data are com-
pared in Fig. 3 to detailed total ionization calculations
which include excitation to any of five autoionizing lev-
els.!®3! Results are shown for both metastable- and
ground-configuration incident ions. Good agreement is
found between experiment and total ionization from meta-
stable ions in this energy range, while the calculations for
ground-state ions are uniformly 309% low. The question
of metastable fraction restricts the detailed conclusions
that can be drawn from this comparison, but good agree-
ment is found between experiment and theory for the
magnitude of the excitation-autoionization contribution to
the total cross section. Clearly, indirect ionization is im-
portant for Fe'!*, contributing as much as 30% of the to-
tal near the peak cross section.

B. Fe'’t

Measurements for ionization of Fe'’* are listed in
Table IIT and plotted in Fig. 4. Uncertainties listed and
plotted are relative only at the 1-s.d. level, and are larger
than those for Fe''*. This is due to a combination of a
smaller cross section (the peak direct-ionization cross sec-
tion for Fe'3* is less than half that of Fe''*) and a pro-
portionally larger background count rate (compared to the
signal rate), requiring a longer integration time for an
equivalent statistical uncertainty. The absolute uncertain-
ty for the cross-section curve (23%) also reflects the larger
relative uncertainty (see Table II).

The data are compared in Fig. 4 to calculations of
direct ionization (lower solid curve, Ref. 14) of 3s23p
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FIG. 4. Electron-impact ionization of Fe!**. The data are
compared to distorted-wave calculations for direct ionization of
ground-state (3s23p) ions (lower curve, from Ref. 14) and in-
cluding the effects of excitation-autoionization (upper curve,
from Ref. 16).
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ground-state ions, and to calculations which include the
contributions of excitation to any of five autoionizing
configurations (upper solid curve, Ref. 31). Within the
stated relative and absolute experimental uncertainties,
only general comparisons can be made between theory and
experiment. The onset of indirect ionization is observed
near 690 eV, in reasonable agreement with theory.?! The
distorted-wave calculation of direct ionization agrees with
experiment at energies where such a comparison can be
made (below the threshold for indirect processes). The
contribution of excitation-autoionization to the total cross
section appears to be underestimated by theory above 800
ev.

The relative importance of indirect ionization is consid-
erably greater for Fe'>* than for Fe!'*. As has been not-
ed, the peak direct cross section is more than a factor of 2
smaller for Fe'3*, but the peak indirect contribution is ac-
tually larger than for Fe!'* (based on the theory shown in
Fig. 4, which may be taken as a lower limit). Thus, while
indirect ionization made a 30% contribution to the peak
total cross section for Fe!'* | it constitutes over half of the
total for Fe!3+.

C. Fel*+

Measurements of the electron-impact ionization cross
section for Fe!>* are listed in Table III and plotted in Fig.
5. For this ion, measurements were not made below the
ionization threshold due to the prohibitive time which
would be required to accumulate the statistics necessary to

accurately determine an experimental threshold. Other
evidence suggests the absence of highly excited metastable
ions (see the discussion below), and measurements were
extended to sufficiently low energies to provide a baseline
against which to judge the relative contributions of direct
and indirect ionization. Statistical uncertainties are plot-
ted and listed at the 1-s.d. level in Fig. 5 and in Table III,
and the absolute uncertainty (in Table II) is dominated by
counting statistics. Diagnostic scans of critical tuning pa-
rameters were carried out for this ion, despite the fact that
the peak measured cross section was a factor of 2 smaller
than that for Fe'3*, and almost a factor of 4 smaller than
for Fe!'*. The reduced signal rate was more than com-
pensated for by a small background due to ionization of
incident ions by phenomena other than collisions with
beam electrons. Even with the small background, over
two weeks of measurements were required to complete a
set of diagnostic scans (as described in Ref. 13) for Fe!>*.
The obvious source of background counts in the signal
ion detector is ionization resulting from collisions with
residual gas in the collision chamber. A second source of
background recently encountered for other Na-like ions
stems from production in the ion source of autoionizing
metastable ions of the configurations 2p>3snl, some of
which can then spontaneously decay in the vicinity of the
collision region and be detected in the signal channel. >33
If the lifetimes of these excited states are long enough that
a significant fraction decay after charge-state analysis of
the ion beam, and short enough that a significant number
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FIG. 5. Electron-impact ionization of Fe!**. Present data compared to Lotz predictions for direct ionization (dashed curve, Ref.
34), direct ionization added to distorted-wave calculations including excitation-autoionization (lower solid curve, Ref. 35), and calcula-
tions including resonant-excitation double autoionization (upper solid curve, Ref. 19). The hatched region indicates the predicted
cross-section enhancement due to resonant-excitation double autoionization.
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decay per centimeter along the flight path near the experi-
ment collision volume, then the background count rate
may be large enough to prevent the accumulation of
meaningful statistics in a reasonable time. This was the
case’?3? in our measurements on Na-like ions S°+, ClIot,
and Ar’*. The effect of autoionizing metastable ions in
the incident beam was expected to decrease with increas-
ing charge, and apparently for Fe'** either the metastable
levels are not populated or have such short lifetimes that a
significant number do not survive the flight down the
beam line.

The measurements are compared in Fig. 5 to calcula-
tions of direct ionization of the outer 3s electron (dashed
curve, Ref. 34) and to total ionization calculations includ-
ing excitation of inner-shell 2p and 2s electrons to au-
toionizing levels (lower solid curve, Ref. 35). The upper
solid curve in Fig. 5 includes predictions of resonant-
excitation double autoionization by LaGattuta and
Hahn.!® It is clear that the predicted large enhancement
of the cross section due to the REDA process is not ob-
served, at least in the 750—780-eV range where a factor of
2.5 enhancement over the direct ionization plus
excitation-autoionization was predicted. The calculations
assume a 20-eV electron-energy bin width, while the
present experimental energy spread does not exceed 2 eV.
At first glance this factor-of-10 finer resolution might im-
ply that we should expect a few sharp spikes in the mea-
sured cross section, each several times larger than the
broad peak predicted. However, since the overall
enhancement is made up of numerous recombination reso-
nances, each of which contributes to the total, accurate
calculations of the individual resonances are needed to
predict the expected enhancement at a specific energy in
this experiment. Although no resonances of the predicted
magnitude were observed, we do find small instabilities in
the cross-section measurements, such as that seen at 805
eV, which lead us to suspect that resonances may indeed
be contributing to the cross section. Over the remainder
of the energy range studied, where resonant-excitation
double autoionization is predicted to enhance the total
cross section by 25% or less, the data can only lead to the
general conclusion that the calculated direct cross section
plus excitation-autoionization appears to slightly underes-
timate the measurements. Recent unpublished distorted-
wave calculations®! for the direct ionization of Fe!** are
15% lower than the Lotz prediction used by LaGattuta
and Hahn. The use of these more accurate calculations
for direct ionization would lower the direct plus
excitation-autoionization sum by an additional 4%.

Indirect processes dominate the ionization of Fe
with excitation-autoionization accounting for up to 3 (or
more) of the total cross section in the energy range studied
here. Previous studies of the Na-isoelectronic sequence®®
revealed that the relative importance of indirect processes
increased with increasing charge, and in fact on the basis
of measurements through Si’* it was predicted that
excitation-autoionization contributions might be four
times the direct cross section by Fe!>*. Depending on
whether Lotz or the distorted-wave calculation is taken to
estimate the direct-ionization contribution, the measure-
ments indicate that excitation-autoionization contributes

15+
)

3.5 to 4.5 times the direct cross section. The accuracy of
the prediction in this case is encouraging but should not
be taken for granted in more complex sequences.

IV. RATE COEFFICIENTS

It is expected that for many important applications the
data presented here would be most useful in the form of
rate coefficients. A computer program has been
developed by the Controlled Fusion Atomic Data Center
at Oak Ridge National Laboratory for the conversion of
cross sections to rate coefficients and to provide con-
venient fits to the resulting rate-coefficient curves. The
method of calculation®” and fitting'® has been discussed.
The Maxwellian electron-energy distributions had values
of kT from 1 to 2 10* eV. The rate coefficients for each
ion at selected energies are listed in Table IV and plotted
in Fig. 6 along with the corresponding predictions of the
commonly used Lotz rate-coefficient formula®* and coef-
ficients derived from rate measurements for Fe!'t by
Brooks et al.?®

The natural logarithms of the rate coefficients listed in
Table IV have been fitted to a Chebyshev polynomial ex-
pansion following the method reported by Cox and
Hayes.’® The fitting coefficients a, (n =0,1,...,8) are
listed in Table V and may be used to calculate the rate
coefficients at any value of kT from E_;, to E.
through a direct expansion of Chebyshev polynomials*® of
the first kind [ 7,(x)] by the formula

8
%ao+ 2 arTr(X) ) (6)

r=1

alkT)=exp

where the rate coefficient a is in 10~!° cm?®/s, kT is in
electron volts, and
/log

x =log

Emax }

min

(kT)?
E Emax

min

TABLE IV. Maxwellian rate coefficients (in units of 10~
cm?/s) at selected values of kT (in eV) derived from the cross-
section measurements.

kT
(eV) Fe!l+ Fel3+ Fe!5+
7.0 0.00000 0.000 00
10.0 0.00000 0.000 00 0.000 00
30.0 0.00000 0.00000 0.000 00
40.0 0.002 63 0.000 26 0.00000
70.0 0.107 0.0209 0.000 69
100.0 0.493 0.128 0.0114
200.0 3.26 1.31 0.321
400.0 8.78 4.64 1.63
700.0 13.0 7.95 3.22
1000.0 14.7 9.72 4.25
2000.0 16.0 11.7 5.90
4000.0 15.2 11.7 6.78
7000.0 13.7 10.7 6.84
10000.0 12.5 9.78 6.60
20000.0 9.94 7.79 5.73
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FIG. 6. Maxwellian rate coefficients for ionization of Fe''t,
Fe'’*+, and Fe'**. The solid curves were calculated based on the
present data; the dashed curves are calculated from the Lotz
formula for ionization rate coefficients (Ref. 34). The two solid
circles are data of Brooks er al. (Ref. 38).

E pax is 2X 10* eV for each of these calculations, and E ;,
is listed in Table V. Note that the rate coefficient is the
exponential of the standard Chebyshev polynomial. The
first eight Chebyshev polynomials are

T (x)=x,

Tr(x)=2x*—1,

Ty(x)=4x*—3x ,

Tyx)=8x*—8x2+1,
Ts(x)=16x°—20x3+5x ,
To(x)=32x°—48x*4+18x2—1,
To(x)=64x"—112x°+56x>—7Tx ,
Tg(x)=128x8—-256x%+160x*—32x%+1 .
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A computationally faster method of evaluating Chebyshev
polynomials has been devised by Clenshaw,*! and the in-
terested reader is referred to other sources for details'?
and a sample program.>!

The rate coefficients calculated from the present data
are plotted in Fig. 6 along with predictions from the Lotz
rate-coefficient formula.>* For Fe!'* the Lotz results are
within 20% of the experimental values over most of the
temperature range above 200 eV, and the curves converge
at high temperatures. For Fe!’* and Fe'’*, where in-
direct ionization makes a larger contribution to the total,
the Lotz predictions are close to a factor of 2 lower over
most of the temperature range plotted.

The only data available for comparison with the present
measurements are rate coefficients for Fe!!* derived from
the time histories of emission lines in a small 6-pinch
plasma by Brooks et al.’® The two measurements (solid
circles in Fig. 6), at effective temperatures of 105 and 200
eV, are in good agreement with predictions of the Lotz
rate-coefficient formula, but are 30% lower compared to
the values derived from cross-section measurements. This
is better agreement than was found'? in a similar compar-
ison for Fe’*. Both the 6-pinch and crossed-beam mea-
surements are sensitive to highly excited metastable con-
figurations found in Fe’*, and it is possible that a differ-
ence in a metastable content could account for some of
the disagreement in that case.

V. SUMMARY AND CONCLUSIONS

Cross sections for ionization of Fe!!t, Fe!3t and

Fe'>* have been presented, along with rate coefficients
and fits to the rate coefficients. For Fe!'*, comparisons
with theory suggest a significant metastable fraction in
the incident ion beam, and calculated indirect ionization
contributions to the total near the peak cross section are
in good agreement with the experiment. Measurements
and theoretical predictions are in good agreement for
Fe'’* except that indirect ionization may be slightly
larger than predicted by theory. Fe!’* measurements
agree well with direct plus excitation-autoionization cal-
culations. Predicted large enhancements of the total cross
section due to resonant-excitation double autoionization
are not observed at the expected levels, although indica-
tions of some resonance structures are found.

It is interesting to note that for Fe!'* certain inner-
shell transitions contribute to excitation-autoionization for
metastable ions but not from the ground-state electron
configuration. For some ions, indirect ionization may be

TABLE V. Rate-coefficient fitting parameters. E;, and E., (in eV) are the minimum and maximum values of kT over which
the fit is valid; they are used to calculate the reduced energy x in the Chebyshev expansion (see text). Fitting parameters a, through
ag are used in Eq. (6) to yield rate coefficients in units of 10~'° cm?/s.

Emin Emax
Ion (eV) (eV) ag a, a, a, as ae a; asg
Fe''* 7.0 20000.0 —60.810 17.313 —11.613 5.7283 —2.4257 0.90501 —0.29836 0.07059 —0.00476
Fe!3+ 7.0 20000.0 —66.239 21.490 —14.252 7.1101 —3.0985 1.1778 —0.01560 0.06706 0.015 60
Fels+ 100 20000.0 —68.185 22.025 —14.182 6.8376 —2.7275 092152 —0.32611 0.13516 —0.05147




3264

significantly different for ground-state and metastable
configurations, so that the presence of metastables takes
on added importance in determining accurate cross-
section predictions. Excitation-autoionization is of in-
creasing importance as this isonuclear sequence is fol-
lowed from 11 + to 15 + . This trend supports the rather
broad generalization that indirect effects become more
important in comparison with direct ionization as an
isonuclear sequence is followed from inert-gas-like to
alkali-metal-like electronic structure. Predictions of the
importance of excitation-autoionization in the Na isoelect-
ronic sequence for highly charged ions such as Fe!>* are
borne out by the present data. These measurements, along
with previous data and detailed calculations in the iron
isonuclear sequence, provide a substantial data base of ac-
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curate cross sections for plasma modeling, astrophysics,
and fundamental atomic physics.
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