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The recent derivation of the mean first-passage time for one-dimensional processes driven by ad-
ditive dichotomous random processes [J. Masoliver, K. Lindenberg, and B. J. West, Phys. Rev. A
34, 2351 (1986)] can be extended to situations where the noise occurs multiplicatively and nonlinear-

ly in the stochastic differential equation. For equations with Markovian dichotomous fluctuations
in particular, this result allows for a complete and general probabilistic description of the statics and
dynamics of the non-Markovian solution process in terms of stationary probability distributions and
first-passage time statistics.

In a recent article' Masoliver, Lindenberg, and West de-
rived explicit closed expressions for the mean first-passage
time of one-dimensional processes defined by stochastic
differential equations of the form (adopting the notation
of Ref. 1)

dX(t) idt =f(X (t) ) +F(t),
where X is the system variable and F(t) is a dichotomous
random process with an exponential or rectangular tem-
poral distribution. For example, when I' takes the values
a, b(a, b & 0), —x, and xb are asymptotically stable fixed
points of f+ a and f—b, and z& and z2 are such that
x~ &z2 &x0 &z& &x, , then the first-passage time of the
process X from the point x0 to the absorbing boundaries
z& and z2 is computed by carefully tracking the evolution
of X for each realization of F. These trajectories can be
tracked uniquely as long as there are well defined (i.e., in-
vertible) functions P, and Pb given by

P, '(x) = f dx'[f (x')+a]

Ps '(x)= f dx'[f(x') b]—
These functions are essentially the solutions to (1) while
I' =a or —b, and Secs. II—IV of Ref. 1 show how these
determine the statistics of the first-passage time. The ex-
istence of such functions does not depend on the additive
nature of the driving fluctuations. The purpose of this
comment is to point out that the derivations and results of
Ref. 1 can be generalized in a straightforward way to ap-
ply to the stochastic differential equation

dX(t)/dt =f(X(t'),F(t)),

where in general the dichotomous process appears multi-
plicatively and nonlinearly.

The restrictions on the force f, the initial point xc, and
the boundaries z& and z2 are simple extensions of those
for the additive noise case. Without loss of generality we
may require that

f(x,a ) & 0 &f(x, b)—
in the region

0 0—oo &Xy &Z2 &X &Z~ &X

where x, and xi, are the asymptotically stable fixed points
of f (x,a) and f (x, —b)—if they exist. If f (x,a)
(f (x, —b)) does not have such a fixed point, then we take
x~ = ac (xs ———oo ). When F has either an exponential or
nondegenerate rectangular temporal distribution, the re-
strictions (4) and (5) are just those which ensure that the
first passage time of X from xo E[z2,z~] to the boun-
daries is finite with probability one. For a given realiza-
tion of F, the trajectories of X may then be followed by
using the functions

tb, '(x) = f dx'[f (x', a))
(6)

Pt, '(x) = f dx'[f (x', b)]

and the derivations and formulas in Ref. 1 are generalized
by making the substitutions

f(x)+a~f(x, a), f(x) b~f (x, —b) —.

Care must simply be taken in the case of expressions in-
volving the derivatives of the force since we must now
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distinguish between f'(x, a) = t)f(x,a) IBx and f'(x, b—)
=af (x, —b)Iax.

Specifically, if F(t) is a mean zero dichotomous Mar-
kov process with average residence times A,, and A, b in
the states F=a and —b, then the mean first-passage time
of the process X(t) from xo to z& or z2, given that F =a
initially, is

xo
TI'(xo) = V"(x)exp[ —M"(x))dx

Z
1

rO+C[]
1

where

M"(x)= f dy[f'(y, a)lf(y, a) X, If—(y, a) Ablf—(y, b)], —
V"«)= f dy[(~. +~b)I[f(y, a)f(y, —b)]jexp[M"'(y)],

Z2
C' '= exp[ —M"(z2)]—[X,/f(z2, a)] f exp[ —M"'(x)]dx

L

X —V' '(zz )exp[ —M"'(zq )]+f(z2, a )
'

A,, f V"(y)exp[ —M "(y)]dy —1
1

(9)

(10)

Of course a similar expression holds when F = bat the-
start, exchanging a and —b, A,, and A.b, and z& and z2.
These expressions are essentially Eqs. (5.9)—(5.12) of Ref.
1 where the authors supply all the tools needed to com-
pute all the moments of the first-passage time.

An important aspect of these results for stochastic dif-
ferential equations (3) driven by the dichotomous Markov
process is that we now have as much control over the
non-Markovian solution process as we do over Markovian
diffusion processes defined by stochastic differential equa-
tions driven by Gaussian white noise. Explicit expressions
exist for the stationary probability distributions of each
kind of process ' describing the static probabilistic prop-
erties of the solutions. The classical expressions for the

moments of the first-passage times for diffusion process-
es are now complemented by analogous expressions for
the non-Markovian processes, characterizing the dynam-
ics of the random motion. This result is important for the
analysis of physical systems under the influence of fluc-
tuating parameters which appear nonlinearly in the
dynamical equation, for it is not meaningful to perform
nonlinear operations on a Gaussian white noise.
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for helpful communications. This work was performed
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Contract No. W-7405-ENG-36 and the Office of Scientif-
ic Computing.
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