
PHYSICAL REVIEW A VOLUME 35, NUMBER 7 APRIL 1, 1987
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We consider the polarization dynamics of a pulse propagating through an arbitrary nonlinear

medium, in the limit of small nonlinearities, anisotropies, and dispersion, using the full SO(3) covari-

ance of the Stokes parameters. The invariants of the motion are discovered and physically interpret-

ed, a complete analogy with the "airplane-and-rotor" problem of rigid-body dynamics is established,

and a full classification of the solutions for parity-invariant and non-parity-invariant media, with all

propagation-axis rotation symmetries, is presented. In all cases, the problem is reduced to quadra-

ture; in most cases, we find analytic solutions in terms of well-known functions.

I. INTRODUCTION

Maker, Terhune, and Savage' first demonstrated that
the behavior of the polarization of a light beam propaga-
ting in a nonlinear medium can exhibit novel and interest-
ing effects. They analyzed the self-interaction of a plane
electromagnetic wave in a nonlinear, isotropic medium,
and both predicted and observed that for elliptically po-
larized light the major axis of the ellipse rotates as a func-
tion of propagation length. They also pointed out that a
nonlinear cubic crystal can exhibit an induced
birefringence proportional to the intensity.

More recently, Kaplan ' and Law have studied the
nonlinear interaction of two counterpropagating beams in
an isotropic medium, and Yumoto and Otsuka have con-
sidered such an interaction in a cubic crystal, where they
find that a kind of "polarization chaos" results from the
interaction. All of these authors have studied the polari-
zation dynamics by the straightforward route of calculat-
ing how the electric field varies as a plane wave or waves
propagate through the medium. In such an approach the
desired result of the calculation —an understanding of
how the polarization changes as the beam propagates —is
often obscured since the state of the polarization is not al-
ways immediately obvious from the complex, slowly vary-
ing vector electric field amplitude that is calculated.

An alternate approach, which we develop in this paper,
is to derive and work with the dynamical equations for
the Stokes parameters of the light beam. For a coherent
beam there are three independent parameters, which are
bilinear products of the vector components of the complex
electric field amplitude. They are real, and contain all the
information contained in that amplitude except the abso-
lute phase of the field, which is usually not of interest;
once the Stokes parameters are specified the polarization
state of the beam can be immediately and easily visual-
ized.

Stokes parameters have been used in studying the ef-
fects of stress fields on the propagation of light in a linear
anisotropic medium, ' and in examining the dynamics of
polarization lasers. ' And, indeed, Sala' and Gregori
and Wabnitz" have used them already in studying the

propagation of a plane wave through a nonlinear medium
in the presence of dc field-induced birefringence. We con-
siderably generalize and extend the Stokes-parameter for-
malism in this work by utilizing the SO(3) covariance of
the Stokes parameters: They are components of a real,
three-dimensional vector, and rotations in Stokes-vector
space are homomorphic to SU(2) group transformations
on the complex vector electric field amplitude. This al-
lows us to relate the symmetries of the nonlinear medium
directly to the symmetries of the equation of motion of
the Stokes vector.

We do not consider the interesting effects of dc field-
induced birefringence in this paper, but rather treat the
more basic problem of a single beam, or pulse, propaga-
ting through a nonlinear medium. Previous work on this
fundamental problem, which has been restricted to beam
propagation, can be easily summarized: The propagation
through an isotropic, parity-invariant medium has been
considered, " as well as the propagation through a
parity-invariant medium which has rotational symmetry
C4 about the axis of propagation. " In each case two in-
variants have been discovered, one of which corresponds
to the intensity of the beam, and one of which has not
been physically interpreted. Analytic solutions in terms
of well-known functions have been given.

The use of the Stokes-vector formalism allows us to
considerably extend this work. We consider parity-
invariant and non-parity-invariant media, with the propa-
gation axis characterized by no rotational symmetry or by
rotational symmetry C„, for any integer n (including
n = ac, or isotropy). We present a complete classification
of the polarization equations of motion for all these cases,
and prove that in general there are two invariants. We
also discover the physical significance of the second in-
variant, which has not been realized even in the two in-
stances where the existence of the invariant has been pre-
viously known. With the discovery of the general ex-
istence of two invariants, the solution of the polarization
dynamics of a single beam, or pulse, in any anisotropic
nonlinear medium can always be reduced to quadrature.
But, by establishing more extensive analogies of polariza-
tion dynamics with rigid-body motion than have been
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developed to date, ' '" we can do much more: If there is
any rotational symmetry C„about the propagation axis
with n & 2 we are able to construct an analytic solution in
terms of well-known functions, whether the medium is
parity invariant or not.

The plan of this paper is as follows. In Sec. II we brief-
ly review the traditional approach of deriving equations of
motion for the slowly varying electric field amplitudes.
This defines our notation, and allows for comparison with
the earlier work. ' We do, however, generalize the usual
treatment of a stationary plane wave to consider the prop-
agation of a pulse. Although we neglect both loss and
dispersion in the linear and self-induced anisotropies-
assuming as usual that the time response of the suscepti-
bility is so fast that the time-varying terms of Debye s
equations' can be neglected —this is still an interesting
extension. Since the intensity is a function of position in
the pulse, and since the self-induced anisotropies are pro-
portional to the intensity, the polarization evolves dif-
ferently in different parts of the pulse, resulting from the
full tensor form of self-phase-modulation. In Sec. III we
introduce the Stokes parameters, derive the equation of
motion for the Stokes vector, derive and physically inter-
pret the invariants of the motion, and establish the

correspondence between the coefficients in the equation of
motion and the optical properties of the medium. In Sec.
IV we establish analogies between the polarization dynam-
ics in a nonlinear medium and rigid-body motion, which
are useful both in visualizing the polarization dynamics
and in constructing solutions of the equations. In Sec. V
we consider the simplifications of the equation of motion
that result if we make use of any crystal symmetries that
may be present. Throughout, even in cases more compli-
cated than those considered by earlier workers, '

our equations take on a simpler form than in earlier for-
mulations. We conclude with a short discussion in Sec.
VI, deferring a detailed discussion of the new cases of
physical interest presented here, and of the problem of
two interacting beams, to upcoming communications.

II. THE FIELD AMPLITUDE EQUATIONS

To set the notation and make clear our assumptions, we
begin by outlining the derivation of the electric field equa-
tions in the slowly-varying-amplitude approximation.
The macroscopic polarization P(r, t) is given in terms of
the macroscopic electric field E(r, t) by' '

P;(r, t)= f dt'Xj(t t')E (rj, t'—)+f f f dt'dt" dt"'X'JkI (t t', t t"—, t t'")Ej(r—, t—')Ek(r, t")Et(r, t'"), (2.1)

where the subscripts denote Cartesian components and are
to be summed over if repeated. The Fourier transforms of
the susceptibilities,

Xj(co)= f dt Xj(t)e' ',
XIjtIt(CO, CO, CO )

= f f f dt dt" dt "X,",„,(t, t",t" )

i (,co't +co"t' +co "t'")

(2.2)

which respectively characterize the linear and nonlinear
response of the medium, satisfy

X;j(CO) =X,-~( —CO),
(2.3)

simply because the fields E(r, t) and P(r, t) are real. We
further assume a lossless medium, and therefore also
have' '

X;,(CO) =X,*; (co),

XIjkt ( COCO» —CO») =X (j»tkCO» COCO»)
(2.4)

Xj(CO) =X(CO)5j+gj(CO), (2.5)

where X(co) is one-third the trace of X;j(co) and is, by the

It is then convenient to write the linear susceptibility
X,j (co) as the sum of an isotropic and anisotropic part,

first of Eqs. (2.4), real. The traceless matrix g,j(co) (which
is Hermitian by the same equation), describes the linear
anisotropy of the medium. That anisotropy can include
both birefringence and optical activity, the latter of which
has not been considered in treatments of the single beam
problem. ' '" We assume that the linear anisotropy, as
well as the nonlinearities, are small in magnitude. That is,

I
X'j'kt E'

I
« I (2.6)

E(r, t) =e(z)e ' ' +c.c. , (2.7)

where z is chosen as the propagation direction. We give a
more general discussion here, to consider pulse propaga-
tion; we write, instead of Eq. (2.7),

E(r, t) =e(z, t)e ' ' +c.c. , (2.8)

where e(z, t) is now supposed to vary significantly over
distances much ~reater than ko ', and over times much
greater than ~o, and we ignore any transverse spatial
dependence of the beam. Putting Eqs. (2.1) and (2.8) in
Maxwell's equations, we neglect any dispersion in the

where E is a typical electric field amplitude.
In considering the propagation of light through the

medium, earlier workers' ' " have assumed that the
electric field is a plane wave (or plane waves) with an am-

plitude which may be slowly varying in space, but is con-
stant in time,
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nonlinearities and anisotropies, setting

lij (~)=Rij(~0) = jij

(3) (3) (3)
~ijkl(~~~~ ~) +ijkl(~0~~0~ ~0) =+ijk!

(2.9)

However, we include to first-order dispersion in the (in
general larger) isotropic part of the susceptibility, setting
[cf. Eq. (2.5)]

constant in time, varying along the direction in which the
stationary beam is propagating. Of course, those earlier
workers considered only the fairly simple form Eqs. (2.15)
take for parity invariant media which are isotropic, '

or for which propagation occurs in a very high symmetry
direction. "" We consider the most general form (2.15)
here.

Be; 1 Be;+-
Bz v Bt

2~lkp
( g jej + 3X,jkiejekei* )

Ep

X;,(~)=[X(~o)+(~—~o)X'(~0)]&;,+g;, (~o),
where 7'(co) =dX(co)/dc'. We find

(2.10)

(2.11)

III. THE STOKES-VECTOR EQUATIONS

e e&

For a transverse wave the amplitude e appearing in
Eqs. (2.15) can be written as a complex vector of dimen-
sion two,

where the indices run over (x,y); it is easy to verify that,
under the assumptions (2.6), e, is negligible and we hence-
forth neglect it. As usual the dielectric constant Ep is

ep ——1+4~X( cop), (2.12)

the carrier wave number and frequency are related by
k pc =copEp, and22= 2

d COp

dkp
(2.13)

g= ko(z Ut), —
~=kpvt .

(2.14)

Here g is a dimensionless spatial coordinate in a reference
frame following the pulse at its group velocity v; ~ is the
dimensionless time variable in this pulse reference frame.
Equations (2.11) then become

e;= (q;jej+3&i~j~kI ejeke! ) (i j k 1 =x,y), (2.15)
Ep

where the overdot denotes a partia1 derivative with respect
to the dimensionless time variable ~. Since at an initial
time v=0 we have ej =ej(g) varying through the pulse,
Eq. (2.15) shows that, within our approximations, ej will
evolve "locally" at each point within the pulse; the 7' '

contribution thus describes the tensor form of self-phase-
modulation. Note that in making the approximation
(2.10) we neglect group-velocity dispersion, which in a
pulse-compression experiment would also be an important
effect. It is to the determination of the electromagnetic
field specified by Eqs. (2.15) that the rest of this paper is
devoted. We may recover the equations of earlier work-
ers, ' ' "who considered the simpler problem of a sta-
tionary plane wave (2.7): Repeating the analysis for that
case we find Eq. (2.11) without the time derivative, and
we again find Eqs. (2.15), but with the overdot now indi-
cating differentiation with respect to kpz and the ej, being

is the group velocity at the carrier frequency. In deriving
Eq. (2.11) we have neglected any dc or harmonic field
generation by the pulse, and have used the fact that 7,'z~~,

Eq. (2.9), is symmetric under exchange of j and k ("intrin-
sic permutation symmetry"' ' ) and, by virtue of Eq.
(2.4), under exchange of i and 1. Finally, we make a
change of independent variables to the following dimen-
sionless coordinates:

ey e2
(3.1)

In this space the basis vectors, which correspond to polar-
ization eigenstates, transform into one another by SU(2)
rotations. Thus in a formal sense the polarization dynam-
ics can be thought of as an effective spin- —,

' system. How-
ever, working directly with Eqs. (2.15) for e; has certain
disadvantages: The e; themselves are complex, as are the
g,j and XIjk!. And those latter quantities satisfy certain
constraints [Eqs. (2.3) and Eqs. (2.4) in a lossless medium]
even before any material symmetries are taken into ac-
count. We ' and others ' ' " find it more useful to
work with bilinear combinations of the complex electric
field. These quantities are real, the equations they satisfy
involve only real quantities for a material of arbitrary
symmetry, and they completely specify the electric field
except for its absolute phase, which is usually not of in-
terest. The bilinear combinations are elements of the
direct product of the above mentioned effective spin- —,

'

system with itself, and such a direct product transforms
irreducibly as a spin-1 and a spin-0 representation,

—g —=1+01 1

2 2 (3.2)

$0 =ej (0'0)jkek =e&e&.
s; =ej*(o;)jkek, i =1,2, 3 .

(3.3)

Here o.
p is the unit 2&2 matrix, and the o.; are the Pauli

spin matrices. The sum over j and k in Eq. (3.3), and cor-
responding sums over repeated indices which appear in
this section, range only over 1 and 2. The parameters sp
and s; are all easily seen to be real, and a little algebra re-
veals the identity

2
Sp =S'S, (3.4)

where we have introduced three unit vectors in "Stokes-
vector space" to allow us to introduce a Stokes vector s;
the transformation of the Pauli spin matrices under SU(2)

SU(2) transformations of the spin-1 representation are
homomorphic to SO(3) rotations of a vector: the Stokes
vector. The spin-0 representation is invariant under SU(2)
transformations and thus under the SO(3) rotations; we
see below that it corresponds simply to the magnitude of
the Stokes vector.

We define the Stokes parameters by one of the stan-
dard conventions,
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~ ~

e j (~i )jkek +ej (Oi )jkek

=2 Re[ej."(o;)jkek], (3.5)

where in the second of Eqs. (3.5) we have used the Hermi-
ticity of the Pauli spin matrices. Substituting Eq. (2.15)
into Eq. (3.5) and making use of the Pauli spin matrix
identities,

(Oi )lm (~i )np + ~lm ~np (iln'8mp r

~i~j =op~ij +&&ijk~k

as well as the symmetry relations (2.4) we find

(3.6)

Sp
I

I

——SI

FICr. 1. The Poincare sphere, showing the correspondence be-
tween polarization and the directions of the Stokes vector.

guarantees that such transformations indeed correspond
to rotations of s. From Eq. (3.4) we see that there are
three independent Stokes parameters for a coherent beam:
they correspond to the three physical variables necessary
to define the polarization and intensity of a coherent
beam. From the first of Eqs. (3.3) we see that so is pro-
portional to the intensity of the beam.

The correspondence between the Stokes vector s and
the polarization is easiest seen using the Poincare sphere,
a surface in Stokes-vector space (see Fig. 1). It is centered
at the origin and each point on it, which specifies a direc-
tion s, identifies a polarization state. From Eq. (3.3) it is
easy to verify that all vectors s lying in the (1,3) plane
represent linearly polarized light; rotating through an an-
gle 8 in the (1,3) plane corresponds to rotating the plane
of polarization by 0/2 in real space. The directions 2 and
—2 correspond to left- and right-handed circular polari-
zations, respectively. Remaining directions on the upper
and lower hemispheres correspond to left- and right-
handed elliptical polarizations; moreover, opposing direc-
tions of s (+s) correspond to orthogonal polarizations.

We can now deduce an equation of motion for the
Stokes vector. From the definition (3.3) we obtain

Si = hajj kSj (Uk +Soiik + iWklSl )

where the material coefficients are defined as

(3.7)

Uk
2'

(~k )ji 9ij'
Cp

uk= 37T (3 )(~k )ji+ij ll
Cp

(3.8)

Wk1
377 (3)(~k )ji +ijmn (~l )mn
Ep

and e;~k is the Levi-Civita symbol, the totally antisym-
metric third-rank SO(3) tensor. Using the Hermiticity of
the Pauli spin matrices, the symmetry relations (2.4), and
the intrinsic permutation symmetry of the third-order sus-
ceptibility one can show that the coefficients (3.8) are all
real and that wkI is symmetric,

wkI wlk (3.9)

The transformation of the Pauli spin matrices under
SU(2) guarantee that, under the homomorphic SO(3) rota-
tions in Stokes-vector space, the vk and uk transform like
the Cartesian components of vectors, and wk& like the
Cartesian components of a second-rank tensor. Thus we
are justified in writing Eqs. (3.7) in vector notation,

s=sX(v+sou+w s) (3.10)

Recall that, for a pulse, the dot indicates the (dimension-
less) time derivative at a given position in the reference
frame moving with the pulse; for a stationary wave it in-
dicates the (dimensionless) spatial derivative in the direc-
tion of propagation of the beam. The real Eqs. (3.10)
completely describe the polarization dynamics of a single
pulse or beam in a nonlinear medium of arbitrary symme-
try, under the assumptions given in Sec. II, and have not
been written down before. We consider their solution, for
arbitrary material symmetry about the propagation axis,
in Sec. V; we first identify the physical significance of the
material tensors (3.8).

The first term on the right-hand side of Eq. (3.10)
represents linear anisotropy, since it leads to a precession
of the Stokes vector about the direction v (see Fig. 1) at a
rate independent of the intensity [see also the first of Eqs.
(3.8)]. The second term, which is proportional to the in-
tensity, represents induced anisotropies and the third-term
higher-order, nonlinear symmetry effects. Now, our par-
ticular choice of definition of the Stokes vector (3.3) cor-
responds to writing the electric field in an (x,y) linear po-
larization basis. Such a choice is arbitrary and does not
have any physical significance, but once it is made we can
identify the physical effects associated with the com-
ponents of v, u, and w by recalling that the directions 1

and 3 in Stokes-vector space correspond to linear polariza-
tion, and the direction 2 to circular polarization:
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v
&
~birefringence,

v2 ~optical activity,

v 3 ~birefringence;

u
&
~self-induced birefringence,

u 2 ~self-induced optical activity, (3.11)

1

so~ 2 sk wklsl +$0U s+ v s . (3.12)

These invariants are constant in time ~, but are in general
a function of g as determined by the initial pulse at r=0.
In particular for so, which is simply proportional to the
intensity, we have

9 3~self-induced birefringence

w ] ] w J 3 w 33~linear-linear polarization interaction

w $2 w23 +linear-circular polarization interaction

wz2 ~circular-circular polarization interaction .

Note that wkl, being a second-rank symmetric tensor, con-
sists of a spin-2 and a spin-0 component. The spin-0 com-
ponent, proportional to the trace wkk, does not contribute
to the polarization dynamics (3.10); thus there are really
only five independent components of physical signifi-
cance.

Next, we turn to the invariants of the motion. Our dis-
cussion will deal with a pulse of radiation, but can be easi-
ly simplified to treat the stationary wave case. From Eq.
(3.10) it is easy to verify that two invariants of the motion
are

d 8' = —P.dE, (3.14)

where P must be specified as a function of E to calculate
the total work. To do this, we imagine we have

EJ(r, t) =EJ(r, t)+c.c. ,

PJ(r, t)=PJ(r, t)+cc. (3.15)

where the EJ and PJ. contain only positive-frequency
parts. Here EJ(r, t) and P&(r, t) are equal to our actual
fields at times close to t, but are adiabatically brought up
to those values from zero at t = —oo. For slowly varying
amplitudes, the time-averaged work is then'

d& = —2Re[P J'(r, t)dEJ(r, t)] (3.16)

and, since at constant temperature the integral of this can
be identified as the (time average of) a free-energy densi-
ty, ' ' we have

present a new result: Such a second invariant generally
exists in a lossless medium, subject only to the approxima-
tions leading to Eqs. (2.15), regardless of the symmetry.
This second invariant (3.12) is determined not only by the
initial intensity but by the initial polarization, which of
course can also vary through the pulse at ~=0. And even
in the simple cases where its existence has been noted, ' "
its physical significance has not been established. This we
now proceed to do, for the most general lossless medium.
We recall from thermodynamics that the work per unit
volume done to polarize a medium by subjecting it to an
increasing electric field from external sources is given by'

sp($, 'r) =sp($, 0) (3.13) E(r, t)
(F)= —2Re f P ~'(r, t)dEJ(r, t)

and the intensity propagates at the group velocity with the
initial shape of the pulse.

The existence of a second invariant has been noted for
propagation along certain high symmetry directions in a
parity-invariant medium. ' ' " But in establishing the
second of Eqs. (3.12) as an invariant from Eqs. (3.10), we

BEJ.(r, t)= —2Re Pz rt dt. (3.17)

We can now specify P;(r, t) in terms of Ez(r, t) by using
Eqs. (2.8) and (2.10) in Eq. (2.1). We find, neglecting any
harmonic generation,

BE;(r,t)
P;(r, t)=XJ(cop)EJ(r, t) copX'(tpp)E;(r, t—)+i X'(co )+Q3X' kt( JuncoppQ tpp)E&(r, t)Ek(r, t)Et*(r, t) .

at
(3.18)

( F ) = —[X(top) —~QX'(Cop)]SQ—
Ep 2

wkks p

&p
( & SkWktSt +Spu'S+v'S) .

8m
(3.19)

Putting Eqs. (3.18) into Eq. (3.17), performing the in-
tegrals and using Eq. (2.8), we insert Kronecker deltas in
the resulting contractions and use the Pauli spin matrix
identities (3.6) to obtain

This free-energy density is a function only of the two in-
variants (3.12), and hence at each g is constant in the time

Alternately, we can identify the second invariant (3.12)
as a simple function of the intensity and the free-energy
density. For convenience we refer to it as the "free-energy
invariant. "

We close this section by noting that an alternate scheme
for calculating the polarization work in thermodynamics
is to exclude the energy of interaction with the external
field and calculate the net work necessary to polarize in
zero field. ' Instead of Eq. (3.14) one finds dW=E. dP,
and the resulting expression for fields of the form (3.18) is
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P(r, t)
2Re E~ r, t dP~ r, t

= [g(anglo) +CO+ (COO))SO

Ep 3 2+ ( ~ skwk)$(+ Twgso+3sou's+v's) (3.20)

dL dL
dt dtspace J body

+co+L, (4.5)

[where, of course, the derivative in Eq. (4.2) is a space
derivative], we find '

Perhaps not surprisingly, this expression is not just a
function of the invariants, and hence is not constant in the
time r. We see in Sec. V that Eq. (3.10) typically has
periodic solutions, so the expression in Eq. (3.20) oscillates
periodically in z.

IV. RIGID-BODY ANALOGIES

M=I L. (4.1)

If this body is placed in a magnetic field B the torque on
it is M)& B, so the equation of motion is

dL =I L~B,
dt

(4.2)

the Bloch equation familiar from nuclear magnetic reso-
nance' and quantum optics.

Next, we consider a rigid-body rotating in free space.
Writing the angular momentum in an inertial frame as

It has been pointed out by Sala' and Gregori and Wab-
nitz" that the equations of motion for the Stokes parame-
ters are similar in form to the equations that appear in the
theory of rigid-body motion; this is not surprising, since
the Stokes parameters are related to the angular momen-
tum of the electromagnetic field. ' The equation of
motion (3.10) we have derived here for the Stokes vector is
more general than those considered by other workers, ' "
but it is still possible to find analogies with rigid-body
motion. To do this, we recall three problems in classical
mechanics. The first two problems are well known, but
we present them here for reference, and to set the notation
for the third problem. These analogies are interesting be-
cause they demonstrate previously unappreciated formal
similarities between quite different physical problems.
But they also have important practical consequences: On
the basis of earlier work in rigid-body motion, we are able
in Sec. V to establish analytic solutions in terms of well-
known functions for almost all of the problems involving
the polarization dynamics of a single pulse or beam.

We first consider a symmetric rigid body' with a
gyromagnetic ratio I relating the magnetic dipole mo-
ment M of the body to its angular momentum L,

L). =I]J.co) (4.6)

are time independent. Thus the equation of motion for
the body,

dL
dt space

=0 (4.7)

leads, using Eqs. (4.5) and (4.6), to

dL = —(& ?.) X I. .
dt bd

(4.8)

If the body axes are chosen so the moment of inertia ten-
sor is diagonal, we recover Euler's equations of motion for
a rigid body,

L ) —— L2L3(I2 —I3 ),
L ~= L3LI (I3 ' I—

)
'), —

L 3
—— L I L 2 (I )

'—I p
' ), —

(4.9)

where I; are the principal moments of inertia, and we
have written the equations in terms of L,' instead of the
more usual form for u,'.

Finally, we consider the mechanical system shown in
Fig. 2. Rigid body 1 is hollow and in general unsym-
metric, having unequal principal moments of inertia. It
includes, as in the figure, a rigidly fixed rod upon which is
mounted rigid body 2, a homogeneous sphere (or at least
with one principal axis along the rod). There are sup-
posed to be no net torques on the combined system. We
imagine the second body is very rapidly rotating about the
rod, so that is is not a bad approximation to assume that
essentially all of its angular momentum is in the direction

where co is the angular velocity of the body in the inertial
frame. The angular momentum is related to the angular
velocity by the moment of inertia tensor whose com-
ponents I;~ in the body frame,

L=L;e;=L e,', (4.3) eoov i

where the sum in Eq. (4.3) ranges from 1 to 3, and the
unit vectors e; specify the inertial frame, while the e,' are
"attached" to the body. Defining as usual the "space"
and "body" derivatives of the angular momentum,

dL
dt space

dL;
ei

dt
(4.4)

dL dL

bod dt
body

FICx. 2. Rigid-body analogy for the Stokes-vector equation of
motion: the "airplane-and-rotor" problem.
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dL2 =0,
b~

(4.10)

where the subscript
mon approximation
dynamics of a rotor

body refers to body 1. This is a com-
made, for example, in considering the
in an airplane. Now

dL2 dL2

dt space dt ~dy
+co] X L2 ——N2, (4.11)

where co~ is the angular velocity of body 1, and N2 is the
torque exerted on body 2 by body 1. The corresponding
equation for body 1 is

dLi dL]
d space dt ~y

XL& ——N (4. 12)

where N&
———Nq since there is no net torque on the sys-

tem. Using this with Eqs. (4.10)—(4.12) we find

dL] = —~(XL ~dt body

(4.13)

where L=L&+Lz is the total angular momentum of the
system. Writing

of the rod, and constant when referred onto a reference
frame attached to body 1. That is,

w= 0 I2 ' 0 (4.20)

0 0 I3

However, there is no guarantee that the diagonal elements
will be positive. Nonetheless, because the polarization
dynamics (3.10) are insensitive to the trace of w, we can
always add a large enough constant to all the I; ' to make
the diagonal elements of Eq. (4.20) positive, and preserve
the analogy with rigid-body motion. Note that while it is
the moment of inertia tensor elements that are analogous
to the coefficients of polarization interaction Eq. (4.18), it
is the angular momentum of the rotor (through the mo-
ment of inertia tensor) that plays the role of the (linear
and self-induced) anisotropy [Eqs. (4.16) and (4.17)].

Of course, if some of the material tensors u, v, w vanish
or take a simple form, simpler analogies result, as have
been noted by other authors. ' '" The absence of linear
and self-induced anisotropies [b=0 in Eq. (4.17)] is
equivalent to removing the rotor [Lz——0 in Eq. (4.16)].
Then the Stokes-vector equation (4.19) reduces to

the airplane, under the usual approximation (4.10) made
in that problem. Of course, since w is a symmetric tensor
we can always find a reference frame in Stokes-vector
space in which it is diagonal,

I)' 0

coi ——I i
.Li ——I )

.L—I ]
.Lp,

and using Eq. (4.10) again we can write (4.13) as

(4.14) s= —Q(s)Xs

= —(I ' s)Xs, (4.21)

dL =bXL —Q(L) XL,
dt b~

where

b=I i
'

L2, Q(L)=I i
' L .

(4.15)

(4.16)

and the analogy is with the torque-free motion of a rigid
body [the airplane —see Eq. (4.8), and Eq. (4.15) with
b=0]. Finally, in the absence of nonlinearities —and even
in some special cases where they are present [see Eq.
(5.11)]—the dynamics (4.19) reduces to a simple Bloch
equation (4.2) with a constant magnetic field.

This is a closed equation for the total angular momentum
of the system, referred to axes attached to body 1, under
the approximation (4.10); it is really just a restatement of
the "airplane-and-rotor" result (4.13). However, note that
the vector b is constant since we have assumed (4.10) and,

with respect to axes attached to body 1, I~ is constant.
Returning now to the equations (3.10) for the Stokes

vector, we introduce

b—:—(v+uso), Q(s)—:I ' s,
where we define

—1
Ipj —=wpj

(4.17)

(4.18)

s=bXs —Q(s) Xs, (4.19)

and, referring back to Eq. (4.15), we see that the dynamics
of the Stokes vector in a nonlinear medium is, in general,
equivalent to the dynamics of the total angular momen-
tum of an airplane and rotor, referred to axes attached to

The b of equation (4.17) is a constant vector, since v and

u are constant (as are w and thus I), and so is a constant
of the motion. Using Eqs. (4.17), Eq. (3.10) may be writ-
ten as

V. SYMMETRIES AND SOLUTIONS

We now turn in detail to the solutions of Eqs. (3.10) for
different types of materials. Previously, the polarization
dynamics of a single beam has been studied only for pari-
ty invariant isotropic media, " and for parity-invariant
media with a C4 rotation symmetry about the propaga-
tion axis. There, the approach was to apply the material
symmetries present by deriving constraints on the form
that the response tensors 7' ' and g take. Here, we find it
easier to impose any symmetry constraints directly on the
material tensors u, v, and w directly, by considering the
resulting effect of symmetry operations in real space on
tensors in Stokes-vector space. This allows us to establish
a complete classification of the forms of u, v, and w that
are allowed for all rotation symmetries C„about the prop-
agation axis, for both parity-invariant and non-parity-
invariant media (Table I). Proceeding through the dif-
ferent cases, we rely heavily on the rigid-body analogies of
Sec. IV to help us find solutions. We are able to identify
analytic solutions in terms of well-known functions for all
cases where there is some rotation axis C„, n ~ 2, whether
the material is parity invariant or not. This considerably
extends what is known about the polarization dynamics of
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LU11 W12 LU13 W11 —W12 W13

W 12 W22 W23 ~ —W12 W22 —LU23

LU 13 LU23 W 33 W13 —LU 23 LU 33

So, for a parity-invariant medium, the most general form

a single pulse or beam propagating through nonlinear
media. We need not discuss any of the analytic solutions
in detail once they are identified, since they are in fact
familiar from the study of rigid-body dynamics.

Before beginning we mention that, as in Sec. IV, it is
convenient to lump u and v together to write

b= —(v+uso) . (5.1)

We note that since so is arbitrary and a scalar in Stokes-
vector space, symmetry constraints derived for b apply
equally well to v (describing linear anisotropies) and u
(describing self-induced anisotropies) separately.

%'e first consider a parity-invariant medium. Recall
that the 2 component of the Stokes vector corresponds to
circular polarization, while the 1 and 3 components to
linear polarization. Thus, under parity inversion the 2
components go to minus themselves, while the 1 and 3
components are invariant,

(b ),b2, b3 )~(b ), bq, b3—
(5.2)

of the material tensors are

W11 0 W13

b=(b(0b3), w= 0 w2q 0

W13 0 W33

(5.3)

That is [see Eqs. (3.11)), neither optical activity (linear or
self-induced) nor linear-circular polarization interaction
are allowed. We will return to this quite genera1 case
later, but first consider propagation a1ong a symmetry
axis. In real space the medium will then have some C„,
n )2 rotation symmetry in the plane transverse to the
propagation direction. A rotation of P degrees about the
propagation direction in real space corresponds to a rota-
tion of 2P degrees about the axis 2 in Stokes space. Thus,
a C2„(C2„+&) symmetry in the transverse plane in real
space corresponds to a C„(C2„+ & ) rotation symmetry
about the 2 axis in Stokes space.

A real space symmetry C2, therefore, corresponds to
the identity operation in Stokes space, and there are no
further constraints beyond the form (5.3). The real-space
symmetry C4 will be considered in a moment; we first
discuss real-space symmetry C3 and C„, n )5, which
yield Stokes space symmetries C„, n )3, about the 2 axis.
For these symmetries, which include complete isotropy, it

TABLE I. All of the w tensors can be diagonalized by a rotation of the Stokes coordinate system
without affecting the form of b.

Propagation-axis symmetries
in real space

Cp Nonparity invariant

W 1 1 W12 W &3

W 12 W22 W23

W] 3 W23 W33

Parity invariant (bi, O, b3) Wp2

W)3

W33

Nonparity invariant (0, b2, 0)
W)(

W22

W)3

W33

Parity invariant {0,0,0) Wp2

W33

C3, C„,n ) 5 Nonparity invariant (0, b2, 0)

W 1 1

W22

W 1 1

Parity invariant {0,0,0)

W 1 1

0 W22

0 0 W))
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is easy to verify that the tensors (5.3) must reduce to the
form

I1' 0

b=(0,0,0), w= 0 I~ ' 0 (5.4)

0 0 I

W11 0 W13

b=(0,0,0), w= 0 wzz 0

, w13 0 w33

(5.5)

The tensor w can be completely diagonalized by a simple
rotation about the 2 axis; such a rotation corresponds, in
real space, to rotating the x and y axes (transverse coordi-
nates) about the z axis (propagation direction). That is, by
merely redefining our linear polarizations we can diago-
nalize w and obtain material tensors in the form

I1' 0

b=(0,0,0), w= 0 Iz ' (5.6)

No linear or nonlinear anisotropies are allowed, nor
linear-circular polarization interaction, but circular-

where we are using the terminology of Sec. IV for the di-
agonal elements of w. The result can immediately be seen
for b, since for any n & 1 a rotation of 2~/n about the 2
axis of a nonvanishing vector of the form in (5.3) would
change the vector. For w, the matrices describing such a
rotation must be applied to the second-rank tensor in
(5.3); when the expressions are written out it is clear that
for n&1 or 2 the form in (5.3) can be invariant only if
w 1 3 —0 and w 1 1

——w 33 On physical grounds one might
not immediately expect that real-space symmetries C3 and
C„, n ) 5, should all exhibit the same polarization dynam-
ics: Surely a Cz real-space symmetry axis (which leads to
Cg in Stokes space) is distinguishable from, say, a C8
real-space symmetry axis (which leads to a C4 in Stokes
space). But such distinctions would only appear through
a fifth-order susceptibility, and yet higher distinctions
would appear through higher-order nonlinearities. At our
level of considering only a 7' ' nonlinearity, all Stokes
space symmetries about the 2 axis of the form C„, n ) 3
(including isotropy) lead to the same form (5.4). No an-
isotropies (linear or self-induced) are allowed, but
circular-circular polarization interaction, and linear-
linear polarization interaction described by one indepen-
dent coefficient, are allowed [cf. Eqs. (3.11)]. Substituting
Eqs. (5.4) into the equation of motion (3.10) gives Euler's
equations of motion for a torque-free symmetric rigid
body (two moments of inertia equal) which, as is well
known, can be trivially integrated in terms of tri-
gonometric functions.

We now consider the special case of propagation along
a C4 symmetry axis in a parity-invariant medium. In
Stokes-vector space this appears as a C2 rotation symme-

try about the 2 axis; the vector b must still vanish, but the
second-rank tensor w can take its full form (5.3) (see dis-
cussion after that equation). Thus we have

circular polarization interaction can be present, as well as
two independent coefficients describing linear-linear po-
larization interaction. Thus, in contrast to C3 and C„,
n ) 5 symmetries in real space for which I] I&——, the "mo-
rnents of inertia" I1, I2, and I3 are, in general, unequal.
Substitution of Eqs. (5.6) into the equations of motion
(3.10) give Euler's equations of motion for a torque-free
unsymmetric rigid body, which can be integrated in terms
of elliptic functions. The qualitatively new result that
arises, over the problem of the symmetric body, is that ro-
tation is unstable about the "middle axis, " corresponding
to the principal axis with the intermediate moment of in-
ertia. It would be interesting to observe the optical analog
of this effect.

Returning to the general Eqs. (5.3), which are the ex-
pressions for the material tensors that characterize an ar-
bitrary propagation direction in a parity-invariant rnedi-
um, we see that we can rotate our Stokes coordinate sys-
tem about the 2 axis orresponding to redefining our
directions of linear polarization —to diagonalize w and ob-
tain material tensors in the form

0 0

b=(b], O, b&), w= O I, ' 0

0 I3'
(5.7)

where, in general, I1, I2, and I3 are unequal. The result
is the same as for propagation along a C4 real-space sym-
metry axis, except that linear and self-induced
birefringence, each characterized by two independent
components [cf. Eq. (5.1)] are allowed. Substitution of
Eq. (5.7) into the equations of motion (3.10) gives

b»+(I&—1 —1

$p b3$] b] 3$——+(I] I3 )$]$3
—1 —1

—1 —1$3=b]$2+(I2 —I] )$]$2

(5.8)

To solve (5.8) one uses the two invariants (3.12) to write
two of the components of the Stokes vector as a function
of the third. Then, in principle, one of the equations (5.8)
can be integrated for the independent component.

We now discuss the yet more general problem of the
polarization dynamics of light propagating through a
non-parity-invariant medium. This problem is considered
here for the first time. The argument of Eqs. (5.2) and
(5.3) cannot be made, and for propagation along an axis
not characterized by any particular symmetry we have
material tensors of the greatest generality,

W11 W12 W13

b=(b], b2, b3), W= W]2 W22 ]]]23

W 13 W23 W33

(5.9)

Before considering these forms, we look at the simplifica-
tions that result if the direction of propagation is charac-
terized by a symmetry axis. For a real-space symmetry
axis C2 "orresponding to the identity operation in
Stokes-vector space—there is no further simplification.
For a real-space symmetry axis of C3 or C„, n )5, we
have a Stokes space symmetry of C„, n ) 3 about the 2
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axis, and the approach outlined after Eq. (5.4) leads to the
forms

0 0

b=(O, b2, 0), w= 0 I2 ' 0

0 0 I]'
(5.10)

s=cQs, (5.11)

where

This is the same as for a parity-invariant medium with
the same propagation axis symmetry, except that linear
and self-induced optical activity are allowed. Substituting
Eq. (5.10) into the equations of motion (3.10) gives a
Bloch equation

solved. ' '" Hence that analysis also applies to Eqs. (5.16).
Finally, we consider propagation along an arbitrary

direction in a non-parity-invariant medium. In this case
the material tensors take their full form (5.9), although we
can still diagonalize w by a rotation in Stokes-vector
space, yielding expressions of the form

o o

b=(b&, b2, b3), w=

0

I2 0

O I,—'

(5.17)

Note that here, of course, the rotation will not necessarily
be about the 2 axis. Used in the equations (3.10), Eqs.
(5.17) lead to the most complicated form the Stokes pa-
rameter equations take,

c=(O, b2+(I~ ' —I2 ')s2, 0) (5.12)

is a constant vector. The Stokes vector then precesses
about the 2 axis with an angular frequency of

s] =b2$3 b3$2+(I3 I2 )$2s3
—1 —1

s2 b3s~ ——b~s3+—(I } I3 )s&$3
—1 —1

s3 —b ]$2 —
b2$ & +(I2 —I ) )$]$2

—1 —1

(5.18)

~

c
~

=
~
b2+(I 1 I2 )s2 —

~

(5.13)

w)) 0 w&3

b=(0 b2 0), w= 0 w22 0

W)3 0 W33

(5.14)

again differing from a parity-invariant medium with the
same propagation-axis symmetry by the presence of linear
and self-induced optical activity [cf. Eq. (5.5)]. As in
that case, by a rotation of the Stokes coordinate system
about the 2 axis the w in Eq. (5.14) can be diagonalized
and we have material tensors in the form

0 0

b=(O, b2, 0), w= 0 I2 ' 0 (5.15)

0 0 I3'
where in general I], I2, and I3 are not equal. Substitut-
ing Eqs. (5.15) into Eq. (3.10) gives the following equa-
tions of motion:

s~ ——b2s3+(I3 I2 )s2s3
—1 —1

s2 ——(I
& I3 )$]$3—

$3 — b2s) +(I2 ' I—)
' )s)$2—

(5.16)

These equations are formally equivalent (under a permu-
tation of 1, 2, and 3) to those equations describing a dc-
field-induced birefringence, whi. ch have been studied and

In real space this precession corresponds to the rotation of
the semimajor axis of the polarization ellipse, similar to
but more general than the effect first predicted and ob-
served for isotropic parity-invariant media by Maker,
Terhune, and Savage' (In the case of 1, b2 ——0). Two
steady-state solutions of Eq. (5.11) are left- and right-
handed circular polarizations.

For the special case of propagation along a C4 real-
space symmetry axis in a nonparity-invariant medium, we
find that the material tensors (5.9) are constrained to take
the form

Nonetheless, there are still two invariants of the motion
(3.12), and using them to eliminate two of the variables
leaves in principle the task of integrating only one equa-
tion of motion for the remaining component.

This completes the classification of the polarization
dynamics of a beam, or pulse, propagating through a non-
linear medium. The results for different propagation-axis
symmetries, for parity-invariant and non-parity-invariant
media, are summarized in Table I. We emphasize that for
cases where any propagation-axis symmetry C„, n &2 is
present, we have identified an analytic solution in terms of
well-known functions, for both parity-invariant and non-
parity-invariant media. Even if such a symmetry is not
present, the two general invariants of Eq. (3.10) can be
used to reduce the problem of polarization dynamics [Eqs.
(5.8) or (5.18)] to one of quadrature.

VI. DISCUSSION

The usefulness of the Stokes-vector formalism for
studying nonlinear polarization dynamics has been noted
before, " but for the first time we have here exploited
the full SO(3) covariance of the Stokes parameters to
present a classification of the solutions that result for
pulse propagation in parity-invariant and non-parity-
invariant media, with arbitrary propagation-axis rotation
symmetries. Thus, unlike earlier workers who have dealt
only with parity-invariant isotropic media, and propaga-
tion along an axis with rotational symmetry C4 in a
parity-invariant media, our equations, in general, describe
a host of physical effects (such as linear and self-induced
optical activity) not previously considered in the single
pulse or beam propagation problem.

In the most general case, the problem is formally
equivalent to the airplane-and-rotor problem of rigid-body
dynamics. We have proved the general existence of a
second invariant, which reduces the solution of the polari-
zation dynamics to quadrature, and have discovered the
physical significance of that invariant. Further, in all but
the most complicated cases we have identified analytic
solutions of the polarization dynamics in terms of well-
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known functions.
Many extensions of this work are possible. The in-

clusion of group-velocity dispersion would make the pulse
calculation presented here more applicable to the ul-
trashort pulses that can now be generated. With the bene-
fit of hindsight, one can see that the Stokes-vector equa-
tion of motion (3.10) could have been written down im-
mediately, upon the assumptions of SO(3) covariance and
constant energy flux so. In such a manner, higher-order
nonlinearities can easily be included. The generalization
to the interaction of two counterpropagating beams is a
problem we turn to in a future communication; we also
plan to consider in detail the effect of dc-field-induced
birefringence on the polarization dynamics of a pulse.
This latter phenomenon is, of course, of interest with

respect to possible applications in optical devices. ' Al-
though these topics have been discussed before in special
cases, using either the electric field amplitude formalism
or Stokes parameters' '" the full SO(3) covariance of the
Stokes vector has not been applied. On the basis of this
work, its use can be expected to considerably simplify and
clarify those problems, highlighting the points of physical
significance, as well as allowing the treatment of more
general symmetries.
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