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Fine-structure intervals for the lowest P terms in the Cu, Zn, Ga,
and Br isoelectronic sequences for Z (92
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Theoretical and semiempirical predictions of fine-structure intervals for the lowest P terms in the
Cu, Zn, Cia, and Br sequences are presented for all ions with Z (92. Through the use of screening
parameter reductions of both the existing data base and the ab initio multiconfiguration Dirac-Fock
computations reported herein, a new empirical decomposition has been discovered that permits mea-
surements for the Cu sequence to be combined with theoretical computations to make precise predic-
tions for the Zn, Ga, and Br sequences. These predictions are of higher precision than could be ob-
tained solely by ab initio methods, and extend to much higher Z than semiempirical extrapolations
alone would permit. These results provide insights into the interaction of the active and core elec-
trons, and test a method that is applicable to many other systems.

I. INTRODUCTION

Forbidden transitions between low-lying fine-structure
levels in highly ionized atoms provide a useful diagnostic
tool for the analysis of high-temperature astrophysical
and laboratory plasmas. M1 and E2 transitions between
these levels become relatively stronger with increasing nu-
clear charge, and provide a source of intense radiative
emission lines in an isolated and conveniently detectable
wavelength region. These transitions are also useful for
radiative absorption studies if the lower level is heavily
populated due to its stability or metastability. Thus the
ns np P ground terms in the B, Al, and Ga sequences,
the ns np P ground terms in the F, Cl, and Br se-
quences, and the nsnp P excited terms (with metastable
J=0 levels) in the Be, Mg, and Zn sequences are impor-
tant systems for consideration.

Spectroscopic identification of impurity lines requires a
very accurate knowledge of the transition wavelengths.
The requirements (often to within parts in 10 or better)
can exceed the precision attainable with available ab initio
theoretical methods, and the use of semiempirical
methods involving predictive interpolations and extrapola-
tions of the existing data base are often necessary. Screen-
ing parametrizations' can yield the requisite accuracies,
but they require the existence of a substantial data base
within the specific isoelectronic sequence under considera-
tion. An exposition is presented here of a new method
that utilizes information in a data-rich isoelectronic se-
quence, together with ab initio calculations of a secondary
quantity, to make predictions of fine structures in data-
poor isoelectronic sequences.

Recently many new experimental measurements have
become available and comprehensive sets of theoretical
calculations have been performed for transitions in the se-
quences described above with n=2 and 3, which have
been comprehensively summarized in Ref. 2. Linearized
screening parametrizations have been used to study the
homologous systems with n =4 to moderately high stages
of ionization, but there were indications that the lineariza-

tion could not be extended beyond 30 stages of ioniza-
tion. Recent new measurements ' now permit these
studies of the n=4 sequences to be extended to a new
high-charge regime, and precision observations for the Cu
isoelectronic sequence are now available through 55 stages
of ionization.

Studies of systematic trends in the computations and in
the empirical data base have revealed an independence and
separability of components of the effective screening that
are associated with the closed-shell and open-shell por-
tions of the core. A semiempirical procedure then permits
experimental results for the Cu sequence to be combined
with theoretical results to make reliable predictions for
the Zn, Ga, and Br sequences for Z(92. These predic-
tions are expected to be much more accurate than ab initio
computations, and can be extended to higher Z values
than standard semiempirical extrapolations.

II. SYSTEMS SELECTED FOR STUDY

The fine-structure intervals considered herein can be
designated by their nominal LS designations as follows:
Cu sequence,

4p ('P i /2-'P3/2 )

Zn sequence,

4s4p( Pp P2);-
Ga sequence,

4s 4p( P&/2 P3/2);-
Br sequence,

4s 4p ( P3/2- Pl/2) .

For both the Ga and Br sequences the lower level corre-
sponds to the ground state, and for the Zn sequence the
lower level is metastable since its only energetically al-
lowed decay is absolutely forbidden by the J=O ~J=O
selection rule. Sequences such as these that contain a
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closed-shell inner core and one, two, three, or seven out-
of-shell electrons are particularly well suited to sem-
iempirical specification. Here the lowest configuration
possessing nonzero fine structure contains a single spec-
tral term, and the separations between the levels of max-
imum and minimum J are prescribed (in the single-
configuration intermediate-coupling picture) by 3g/2,
where g is the spin-orbit energy. This is not the case for
the four, five, and six out-of-shell electron configurations,
and separations within and between the various spectral
terms must be considered to extract g from the electro-
static energy contributions that also connect them.

Since each of the intervals given above corresponds to a
physically interpretable quantity g, they can usefully be
compared both along and among these sequences. More-
over, the isoelectronic data base for the Cu sequence is
presently the most extensive in existence, and the spin-
orbit interactions that occur within its closed-shell
nickel-like core differ from those in the Zn, Ga, and Br
sequences only by the presence of n =4 electrons.

III. EXPERIMENTAL DATA BASE

Data compilations that included detailed source refer-
ences for the desired intervals in these four sequences have
been published relatively recently, and only those pri-
mary source references that have appeared subsequent to
these compilations will be cited here. Primary source
references not directly cited here can be found in Ref. 3
for Cu-like Ge-Mo, in Ref. 4 for Zn-like ions, in Ref. 5

for Ga-like Ga-Kr, and in Ref. 6 for Br-like ions. For the
Zn sequence, not all of the source references cited in Ref.
4 -are included in Table I. Here the measurements for
Z =40—42 are questionable since they lie substantially off
isoelectronic and isonuclear trends, and are currently the
object of a reinvestigation. ' The primary source refer-
ences are extended for the Cu sequence by Refs. 8—10,
for the Zn sequence by Refs. 11—13, and for the Ga se-

quence by Ref. 15. The observed fine-structure intervals
are listed among the semiempirical predictions in the
columns headed SE in Table I, and can be identified by
the presence of a footnote to the primary or secondary
source reference.

IV. DIRAC-FOCK COMPUTATIONS

Single-and multiple-configuration Dirac-Fock (MCDF)
computations were performed for the lowest P states in
the Cu, Zn, Ga, and Br isoelectronic sequences. The cal-
culations were carried out by network using the National
Magnetic Fusion Computer Center CRAY X-MP E com-
puter, with supportive calculations using the NAS 6650
and VAX 765 computers at the University of Toledo.
The code used was an improved version' of the program
MCDF developed by Grant and co-workers. ' Computa-
tions were made using a number of different options in
the code and for various configuration inclusions, and
were selected on the basis of agreement with experimental
observations in the region of moderate to high Z. Pertur-
bative corrections were included to account for the finite
size of the nucleus and the Breit interaction, as well as
vacuum polarization, electron self-energy, and other quan-

turn electrodynamic effects. The results, selected as
described below, are presented in Table I in the columns
labeled DF.

Although the Cu (Ref. 18) and Zn (Ref. 19) sequences
have been studied previously by MCDF methods for
selected values of Z, these calculations were repeated here
so that the results could be compared for all values of Z
using the same identical code. For the Cu and Zn se-
quences, the results quoted in Table I are single-
configuration 4p and 4s4p calculations. In the case of the
Ga sequence the single-configuration 4s 4p calculations
agreed well with experiment at low Z, but inclusion of
4p and 4s4p seemed to improve the agreement at higher
Z (at the expense of lower-Z agreement). Thus for the Ga
sequence the results presented in Table I included these
three configurations and utilized the MCDF-EAL (extended
average level) option of the program. ' The role of the in-
clusion of configurations of both parities for the homolo-
gous B isoelectronic sequence is discussed in Ref. 20. For
the 8 sequence, Huang et al. ' observed that an MCDF
calculation of the fine structure can acquire a nonphysical
gross structure residue, if inconsistent choices of configu-
rations are used that lead to different nonrelativistic
correlation energies for the two fine-structure levels. It
has been asserted by Das et al. that this problem is an
artifact of the ivtcDF-oL (optimized level) approach, and
should not affect the MCDF-EAL calculations performed
here. For the Br sequence, the single-configuration 4s 4p
calculations also agreed well at low Z, but the inclusion of
the 4s4p configuration improved the agreement at higher
Z (again, at the expense of low-Z agreement) and the
two-configuration MCDF-EAL computation is reported in
Table I. The role of the inclusion of configurations of
both parities has been discussed for the homologous F
isoelectronic sequence in Ref. 22.

V. SCREENING PARA' ETER FORMULATION

1+ g C;a"(Z —S)"+
I

128 . (1)

Here R is the reduced-mass-corrected Rydberg constant,

In comprehensive studies of fine-structure splittings in
a wide variety of multiple-electron systems, ' it has been
found that the isoelectronic behavior of the spin-orbit en-

ergy g can usually be mapped into a linearly varying pa-
rameter through a data reduction using a screened hydro-
genic expression. The procedure introduces no free pa-
rameters, and merely converts the fine-structure splitting
into the effective central charge that would yield the same
splitting in a single-electron atom. Despite its simplicity,
the isoelectronic behavior of the resulting screening pa-
rameter is usually very regular and slowly varying, which
permits high-precision interpolative and extrapolative pre-
dictions and manifestly reveals misclassifications. The
procedure consists of converting the measured intervals
3g/2 into equivalent screening parameters through a Som-
merfeld expansion of the screened Dirac energy, given for
a 4p term by

3g/2 =Ra (Z —S )
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a is the fine-structure constant, Z is the nuclear charge,
and S denotes the empirical screening parameter that Eq.
(1) serves to define. To adequately describe the Dirac en-
ergy to very high Z, it is necessary to include a substantial
number of higher-order terms in the Sommerfeld expan-

. sion (the C; coefficients are tabulated to 18th order in aZ
in Ref. 23). It has been noted empirically that the
isoelectronic regularity of S is improved if detailed quan-
tum electrodynamic corrections (functionally formulated
in Ref. 24) are included in Eq. (1) (represented by the el-
lipsis), with the Z dependences also replaced by Z —S.

The empirical linearization of the data is accomplished
by plotting the screening parameter S versus the recipro-
cal screened charge 1/(Z —S). If a few ions near the neu-
tral end of the sequence (where mixing with excited core
configurations becomes significant) are excluded, this plot
is usually very nearly linear for over 20 stages of ioniza-
tion. ' In such cases, the system can be precisely
described by the two parameters a and b, obtained by
their weighted least-squares adjustment to the reduced
data in the fitting equation

S=a+b/(Z —S) .
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FIG. 1. Fine-structure separations for the Cu, Zn, Ga, and
Br sequences, reduced to a screening parameter plot of 5 vs
1/(Z —5) using Eq. (1). The circles denote experimental mea-
surements, the solid lines trace the Dirac-Fock calculations, and
the dashed lines connect the ions of Br (Z=35) and of Nd
(Z =60) across the sequences.

S=SO+AS . (3)

For the sequences considered here, So is associated with
the closed nickel-like core and is assumed to be the same
for all four sequences, and AS is associated with the pas-
sive n =4 electrons, is zero for the Cu sequence, and
differs among the Zn, Cxa, and Br sequences.

As will be shown below, this linearity seems to break
down abruptly at about 30 stages of ionization. Classical
models have been considered that suggest a relativistic
restructuring of the inner core occurs in the vicinity
Z=60, which could explain this behavior. As a test of
the conjecture that the break in slope is a result of effects
within the inner core, we have tested a model in which the
screening parameters for the various charge states of a
given atom are decomposed into two parts, corresponding
to the closed- and open-shell portions of the core:

values for the Cu sequence.
Although data extending to and beyond Z=60 exist

only for the Cu sequence, the theoretical calculations for
all four sequences are very similar in shape (although dis-
placed from each other) in the region Z&60. If the
downturn in S beyond Z=60 has its origin deep within
the inner core, then the Cu sequence, which has only
inner-core screening, should specify this behavior for all
four sequences considered here. To test this, the screening
parameter So for the Cu sequence was subtracted from
the corresponding quantity S for each of the other three

3.5

3.0

VI. RESULTS

The isoelectronic behavior of both the data base and the
Dirac-Fock calculations is displayed through a reduction
to S, plotted versus 1/(Z —S), in Fig. 1. Circles indicate
the measured data, solid lines denote the calculations, and
dashed lines trace the charge states of Br (Z =35) and Nd
(Z=60) through the various sequences. Several trends
can be noted. There is a definite tendency for the Dirac-
Fock calculations to overestimate the screening (underesti-
mate the splitting) for the Cu, Zn, and Cra sequences, and
this tendency decreases with increasing Z. For the Br se-
quence (which is an inverted structure arising from hole
rather than electron states), the Dirac-Fock calculations
underestimate the screening, and this also decreases with
increasing Z. In the region between Z=35 and Z=60
the experimental points form nearly straight lines on this
plot, although the Dirac-Fock calculations contain small
curvatures. For Z ~ 60, the theoretical values for 5 drop
sharply for all four sequences, as do the experimental

hS
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FIG. 2. Subtracted element-by-element differences between
the screening parameter in either the Zn, Ga, or Br sequence
and the corresponding quantity in the Cu sequence. The experi-
mental values are denoted by X, Zn sequence, O, Ga sequence;
and +, Br sequence. The solid lines trace the Dirac-Fock calcu-
lations, and the dashed lines connect ions of Br (Z =35) and Nd
(Z =60) across the sequences.



2094 LORENZO J. CURTIS 35

sequences to form ~ in Eq. (3), using both the experi-
rnental and the theoretical values. The results are present-
ed in Fig. 2, plotted versus the reciprocal screened charge
for the Cu sequence. Although these plots are not linear,
there are useful features. The drop off beyond Z=60 is
no longer present, indicating that no part of it arises from
the screening by n =4 electrons, and suggesting that a re-
liable extrapolation can be made to Z=92. Further, the
experimental and theoretical bS curves are very similar in
shape, and can be brought into almost exact agreement if
the Dirac-Fock differences are multiplied by the empirical
factors 1.25 for the Zn sequence, 1.03 for the Ga se-
quence, and 1.08 for the Br sequence.

The serniempirical interpolations and extrapolations
presented in the columns labeled SE in Table I were ob-
tained by exploitation of features displayed in Figs. 1 and
2. For Z & 56, the linearity of the plot in Fig. 1 was uti-
lized, and a linear fit to Eq. (2) was used to interpolate
and extrapolate. For 57 & Z & 92, two types of corrections
were necessary. First, So as obtained from the Cu data
was interpolated using a quadratic polynomial in the
quantity 1/(Z —So), and extrapolated similarly from
Z=83 to Z=92 using the theoretical value at Z=92.
The predicted values for LS' were computed from the
theoretical differences, corrected by the factors 1.25, 1.03,
and 1.08 as described above, and added to the values for
So. The values of S so obtained were used in Eq. (1) to

compute the appropriate fine structures for each sequence.
Except for cases where experimental values exist, these
serniempirical values are reported in Table I in the
columns labeled SE.

VII. CONCLUSIONS

The methods presented here permit reliable extrapola-
tions of fine-structure splittings in the Zn, Ga, and Br
isoelectronic sequences through more than 40 stages of
ionization. The accuracy of these predictions is subject to
experimental verification, but the trends in Figs. 1 and 2
suggest that this may approach the precision of the avail-
able measurements in the Cu sequence. The method
should be applicable to extrapolative predictions in other
similar sets of isoelectronic sequences, and the separability
of the closed- and open-shell screening effects revealed
here suggests possible improvements in the ab initio for-
rnulation.
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