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A path-integral solution to truly nonlinear Fokker-Planck equations is derived. Such equations
exhibit in the drift and diffusion coefficients a functional dependence on the distribution function.
This type of implicit time dependence is shown to introduce terms into the propagator function of
the exact same order in the time step 7, as does an explicit time dependence if the functional depen-
dence is sufficiently smooth. A standard discrete lattice formulation of the path integral is then
used to reproduce the appropriate, truly nonlinear Fokker-Planck equation. This discrete formula-
tion provides a basis for an efficient numerical algorithm and is applied with excellent results to
several example problems where exact solutions can be calculated.

I. INTRODUCTION

The dynamics of many nonequilibrium systems can
often1 2be described in terms of a Fokker-Planck equa-
tion, "
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where the ¢; (i =1,2,...,n) represent a set of state vari-
ables characterizing the system and P(g,t) is the probabil-
ity that the system is in a particular state at time ¢t. The
physical processes which determine the evolution of the
system are then contained entirely in the drift force K(q)
and the diffusion tensor Q%(q) together with a consistent
set of initial and boundary conditions. A great deal of at-
tention in the literature has been focused on Fokker-
Planck coefficients which are nonlinearly dependent on ¢
but independent of time.!”® However, in general, the
forces driving the evolution of the system may be better
described by time-dependent expressions. If the forces are
such that they are determined by circumstances external
to the system, this time dependence appears explicitly in
the Fokker-Planck coefficients. Examples of such sys-
tems include lasers in which the input power is varied,
fluid systems where the Rayleigh number can be changed,
and chemical systems where the reaction rates depend on
an externally controllable parameter such as temperature
or reagent concentration.’

On the other hand, in many systems the driving forces
depend on the state of the system itself. In a Fokker-
Planck description, the drift vector and diffusion tensor
then become functionals of the probability distribution,
causing Eq. (1) to become a nonlinear partial differential
equation. In this paper, we call these equations with a
nonlinear dependence on the distribution function, P(q,t?),
“truly nonlinear Fokker-Planck equations.” This contrasts
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with the more conventional usage in the literature of
“nonlinear Fokker-Planck equation,” which refers to a
nonlinear dependence of the drift and diffusion coeffi-
cients on the state variables ¢;. The solution to such an
equation, in contrast to that of a linear differential equa-
tion, does not allow for the choice of an arbitrary normal-
ization. In other words, if P(q,t) is a solution, an arbi-
trary constant times P is not. Hence, although
f P(q,t)dq is independent of time (assuming so-called
natural boundary conditions), it is not in general unity,
implying that P(g,?) cannot be interpreted as a probability
distribution in the strictest sense of the term. However, as
is more apparent after the development of Sec. II and ela-
borated on in the Appendix, the Markov property can be
satisfied by such truly nonlinear Fokker-Planck equations
if the functional dependence of the coefficients on P(g,t)
is evaluated only at the current time.

Several specific examples from the literature reveal two
common classes of functional dependence. Systems such
as nonequilibrium plasmas where collisions between like
particles are important,* or nucleation processes where the
density of nucleation sites determine the supply of nu-
cleating particles® exhibit a dependence on the weighted
averages of certain characteristic functions (such as the
moments). This type of an integral dependence is encoun-
tered in mean-field theories of many-body systems where
the driving forces acting on an individual member are
determined by the long-range interaction (in state space)
of the remaining population of similar members and
would typically become important in regimes that could
not be considered as dilute. Another class of functional
dependence arises in systems which interact among them-
selves in a local manner (again in state space). An intui-
tive but simple example of this type would be the dif-
fusion of a temperature profile through a medium pos-
sessing a temperature-dependent diffusion coefficient.
The interaction of a photon gas with an electron gas via
Compton scattering with the inclusion of induced phe-
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nomena is another interesting but as yet unsolved exam-
ple.>” Also, a variety of prey-predator systems involving
coupled nonlinear diffusion equations have been con-
sidered in the literature.®

Path integrals have been shown by many authors’~!° to
provide formal solutions to Fokker-Planck equations with
time-independent as well as explicitly time-dependent
coefficients.!!7 The authors have previously developed a
numerical technique'® based on the discrete equivalent,
the path sum, and have extended it to include the effect of
external boundary conditions.’” In this paper, we will
show that the path sum can also provide solutions to
Fokker-Planck equations with functionally dependent
coefficients. This includes, but is not restricted to the two
previously mentioned classes of nonlinearities. In Sec. II,
we propose a propagator function based on the prepoint
discretization and prove that in the limit as the time step
T goes to zero, the path sum is a correct solution in the
one-dimensional case. We do this by two different, albeit
not independent arguments. The first recognizes that the
functional dependence of the Fokker-Planck coefficients
introduces terms into the propagator of the exact same or-
der in 7 as does an explicit time dependence. These terms
are of order O (7?) and higher and therefore vanish in the
path integral limit. The second argument uses this propa-
gator function to reproduce the appropriate functionally
dependent Fokker-Planck equation by a well-established
discrete lattice formulation, demonstrating that the path
sum is equivalent to the truly nonlinear Fokker-Planck
equation in the limit 7—0.

In Sec. III, we use a generalization of our previously
developed numerical path sum algorithm to solve several
specific one-dimensional examples as further evidence to
the validity of our arguments. In the Appendix, an ap-
propriate notation for the conditional probability is intro-
duced in order to facilitate a brief discussion of the Mar-
kov property of such truly nonlinear systems.

II. PATH INTEGRAL SOLUTION

In order to keep notations to a minimum and stream-
line the development of the path integral, we will restrict
the discussion to one-dimensional stochastic processes
under natural boundary conditions for the remainder of
the paper. The Fokker-Planck equation then becomes

3 3
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where the functional dependence of K and Q on the distri-
bution function at time ¢ is indicated by [ P].

The construction of a path integral solution to the
Fokker-Planck equation (2) can proceed in several alterna-
tive ways. The traditional and most straightforward
method approximates the continuous process by a discrete
set of infinitesimally spaced lattice points in space and
time. Although this does not lead to a uniquely covariant
form, the various solutions obtained have all been shown
to be equally valid solutions to Fokker-Planck equations
with time-independent coefficients. Given certain as-

sumptions regarding the nature of the functional and/or
time dependence of the drift and diffusion coefficients, we
will show the same to again be true. The second stage of
the discrete lattice formulation of the path integral is the
determination of a Green’s function solution to Eq. (2)
valid to order O(7°/2), where T is a short interval time.
Often called the short-time propagator, G(q,qq,ty,7) in
this context, this function is interpreted as the transition
probability from a state g, at time ¢, to another state g at
time fp+7 and hence must be normalized to unity. The
simplest choice is obtained by assuming a Gaussian ap-
proximation to this transition probability. Then we may
write
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where (g ) is the mean value and ¢ is the variance which
define such a Gaussian function. As has been previously
shown by many authors, in order for Eq. (3) to be a solu-
tion of Eq. (2) to order O(7*/2) for a general choice of
time-independent Fokker-Planck coefficients, this mean
value must be written as

(q)=qo+K(qo)T+ T (4a)
and this variance as®~17
a?=Q(go)T+ - . (4b)

It is important to note that the Fokker-Planck coefficients
are evaluated at the prepoint g,. Although we do not
consider them here, other equivalent non-Gaussian forms,
valid to the same order in 7 can also be developed, leading
to evaluation points involving the midpoint, postpoint, or
linear combinations of points.!! Terms of order higher
than 7 in Egs. (4) are easily shown to be unnecessary.
Consider adding to Eq. (4a) the term A7%, where A is an
arbitrary constant. Then the prepoint propagator becomes

G (¢,90,10,7)
~ 1 1/2
T | 27Q(go)T
[q —go—TK (gq,tg) — AT*]?
Xexp | — 9 —4o qo>to 1 5)
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G(q,qO,to,T)
172 2
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X exp [ 4o qo05l0 ] . )
2Q(qo)
An expansion of the second exponential yields
A A
exp j [q—qo—TK~—2—
TA A
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1+ Q q —{qo 7K 2 + (7)
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Recalling'® that | g —go | ~7'/%, we see that under the re-
quirement that 4 =0 (77 %) with a <0, no additional con-
tributions of order less than O (7°/2) are made to G.

We may now generalize these arguments to processes
with time and/or functionally dependent coefficients by
writing as a short time propagator:
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where t'=t,+n7 with 0 <7 <1 and the functional depen-
dence of K and Q on the distribution function P(qy,t’) is
implied. Since ¢’ is a time intermediate between the initial
and final times we may expand

9P (q,,t0)
+ f SK q, 0

K(qo,t’)=K(qo,to)+7] 91 »

)

where 8K /8P is the functional derivative. A similar ex-
pansion may be written for Q(qq,t’). If

3K 8K 9P(q,,t0)

_ -1
ato+ 5P arg dg,=0(#") (10)

holds where >0, and a similar condition applies to the
time dependence of Q, then, as we have just shown, the
time derivatives contribute terms to the propagator of Eq.
(8) only of order O(7*’?) and higher. This observation
then suggests that functionally dependent Fokker-Planck
coefficients present a case not unlike that of explicitly
time-dependent coefficients. Indeed, for the explicitly
time-dependent case, Eq. (9) requires changes in the coef-
ficients to be on a time scale longer than the path integral

aP(q,to) .

7—0

{% qu fd(IoR(QO)G(q,‘IoJo,T)P(%,to)J—li_lg

+lim [ 2 f qu [f dq (q qO) G(q’q()’tO’ )]P(q09t0)
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time step. Since 7 is to be taken to zero in the path-
integral limit, such a restriction precludes only truly ran-
dom variables as coefficients. On the other hand, the time
scale for changes in functionally dependent coefficients is
determined by OP /3¢, the time scale for changes to the
system itself which, of course, must be longer than 7 for a
path integral description to be valid. Such time-scale is-
sues arise again in the numerical implementation of the
path integral when one must choose a small but nonzero
time step.

Up to this point, we have only shown that functionally
dependent coefficients contribute higher-order terms in
the propagator of Eq. (8) which vanish as 7—0. To prove
the validity of the path integral solution for such cases,
we must also show that in the limit that 70, the ap-
propriate Fokker-Planck equation can be reproduced from
the short-time propagator. The starting point is the
discrete path sum for a single iteration

P(gto+7)= [ G(4,90,20,7)P(g0:10)dqo - (1

Subtracting P(q,ty) from Eq. (11), multiplying by an ana-
lytic but otherwise arbitrary function R (q), and integrat-
ing over all g results in

[ daR(@)[P(g,10+7)—Plg,10)]
= [ dq [ dgoR(9)G(g,q0,10,7)P(go,t0)
— [ dgR(@P(g,1,) . (12)

We may then expand the arbitrary function about g, such
that

k) )* "R (qq)
R(g)=R(go)+ 3, g - qo :]O + -0 (13)
n=1 aqO

Next, divide Eq. (12) by 7, substitute the expansion (13)
and take the limit 7— 0 resulting in

L [ dgR(g)Plg,10)

9"R (qq)

(14)
9g;

The first two terms cancel in the limit if G is properly normalized. By applying integration by parts repeatedly, the

differentiation in the third term may be shifted resulting in

dP(qg,t
[ dg R(9 =2 (q°

—hm l > quo

n=1

where
(—1)" 1
n!

A,(qo,7)= = qu(q —q0)"G(q,q0,t0,T) (16)

and assuming natural boundary conditions on P(q,t).
Utilizing the propagator of Eq. (8), the first few integrals
are to order O(

qO) [A (q0$ )P(QOJO)]] ’ (15)

[

A(qo,7)=—K(qq,t") ,

A5(90,7)=7Q(go,t")+ 57K (go,t") ,

A3(g0,7) = —5[37Q(g0,t)K (g0, )+ 7K *(q0,1)] ,

A3(qo,7) =57 [37Q (go,t') +67°Q (go,1")K Hgot")
+7K3(go,t")],

(17)
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and all other A4, are of order O(7*) or higher. Since
t'=ty+mn7, we may expand K(gg,t') and Q(qq,t’) as in
Eq. (9). If the time and functional dependences satisfy
Eq. (10) then

—K(qo,to), n=1
+0(go,ty), n=2 (18)
0, n>3.

lir%An(qO,T)=

Since the integration limits are the same on both sides of
Eq. (15), upon interchange of g and g, the Fokker-Planck
equation (2) is reproduced from Eq. (11). For the finite
time relaxation, the path integral solution is given by

. N
Pgn=lim [ [ -+ [ G(g140t,7P(q0,t0)dg; ,

7—0
(19)
where the product N7=t —t, is fixed. Since the errors
introduced by assuming the propagator Eq. (8) are of or-
der 7 for each iteration and, importantly, the product
N+ goes to zero, the long-time solution to the Fokker-
Planck equation is reproduced in this limit.

Although the notation in Eq. (19) suppresses it, the
short-time propagator G(g;,1,9;,%;,7) is functionally
dependent on P(q,t;). Thus Eq. (19) is not the discrete
version of a functional integral in the conventional sense
since each integral over g; must be evaluated in the order
of increasing i to keep all quantities known. Rather, Eq.
(19) is related to a conventional functional integral in the
same way as a nonlinear Volterra integral equation is re-
lated to the conventional Riemannian integral. However,
in a numerical scheme, such issues are not of concern as
long as the correct ordering is preserved.

III. NUMERICAL EXAMPLES

A previously developed numerical technique based on
the path integral provides further evidence as to the valid-
ity of the ideas presented in Sec. II. The general algo-
rithm is based on the path sum, Eq. (19), and a numerical
simulation of the path integral limit, i.e., a small time step
7, and a large number of iterations, N. Most of the details
of the numerical method for time-independent coefficients
remain unchanged when applied to problems involving
time-dependent coefficients in one dimension. However,
there are two notable differences. First, since the nodal
point spacing Ag; was previously required to be equal to
[Q(g;)r]'/?, it must now be time dependent. The second
and more important point is that because of this fact and
also because the propagator function is now time depen-
dent, the transition matrix must be recalculated after
every iteration. This adds significantly to the required
computing time but otherwise is not an impediment.
More details of the numerical technique are available else-
where.!81°

A. Ornstein-Uhlenbeck process
with explicitly time-dependent coefficients

Van Kampen has given the solution in one dimension
of the Fokker-Planck equation with the arbitrarily time-
dependent coefficients

K(g,t)=qA (1) (20)
and

Q(q,t)=B(1) (1)
as a Gaussian function of the form of Eq. (5) but with the
mean value given as?%?2!

(g)=qoe 5" (22)
and the covariance as

t ,

oA t)=e =250 fOB(tl)e2S(t)dtl , (23)

where
t ’ ’
St=— [ At . (24)

As a particular example, which can be solved analyti-
cally for purposes of comparison, consider

A(t)=at
and
B(t)=bt +c , (25)

where a, b, and c are constant. Then the mean and co-
variance become

<q ) =gqge —at2/2
and
Uzzgvﬂ/ae‘"zerf(\/;t)——zbg(l—e‘”z) . (26)

Figure 1 shows this solution (solid circles) compared with
the numerical path sum solution (solid line). The parame-
ters a, b, and ¢ were chosen such that the Fokker-Planck
coefficients varied on a time scale faster than the distribu-
tion function. Agreement is quite good although the nu-
merical solution is slightly lower near the peak value and
consequently slightly broader in the “wings.” This type
and amount of error is typical of this procedure.!®

B. Ornstein-Uhlenbeck process
with functionally dependent coefficients

Analytic solutions to Fokker-Planck equations whose
coefficients depend on the probability distribution itself
are generally difficult to find in the time-dependent case.
However, in many instances, one may reduce the steady-
state equation to a solvable first-order nonlinear differen-
tial equation. As an example, consider the following gen-
eralized Ornstein-Uhlenbeck process:

K(q,t)=—[a —bP(q,t)]q ,
Q(q,t)=Q ’

where a, b, and Q are constants. The stationary solution
is given by
d | Q dP(q)

L1809 i a—bP =0.
dg |2 dg +[a —bP(q)lgP(q) | =0 (28)

(27)

The expression in the large parentheses is simply the
net probability current at the point g, and is obviously
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FIG. 1. Comparison of the exact solution and the numerical
path sum solution using a trapezoidal representation of the
probability function for the Fokker-Planck equation with
K(q,t)=aqt and Q(q,t)=bt +c at time t=2.0 with a=0.05,
b=1.0, c=0.02. The time step  was chosen at 0.05. The ini-
tial condition is a delta function represented by the vertical ar-
row. The exact solution is illustrated by the closed circles for
comparison.

constant. However, for natural boundaries, the current is
zero there, and hence must be zero everywhere in the inte-
rior, resulting in the nonlinear first-order ordinary dif-
ferential equation

Q dp _
2 dg +(a —bP)qP =0 . (29)

This is of the simplest type of Riccati equations, with
the solution given as

1

§+Ce""2/Q

P(g)= (30)

where C is positive constant determined by the normaliza-
tion condition

f_wa(q)dq =N, . 31)

Note that in the limit as b—0, Eq. (30) reduces to a sta-
tionary Gaussian solution. By choosing @ =b and C=1
we may calculate this integral finding

No=V'Q/a f

dx VQ/a(1—V2)I($)E(T) ,

where § is the Riemann-zeta function and T is the gamma
function. Evaluating these functions yields

No=1.15162V07a .

In Fig. 2, we show the numerical path-integral solution
to Eq. (27) obtained by choosing this normalization and
the values a =b =1 and Q=2. The initial condition was
chosen to be a § function at ¢=2.0. The calculated
steady-state solution is seen to be in close agreement with
the analytic steady-state solution, Eq. (30), which is
represented by the solid circles. In addition, interesting
transient behavior is also revealed. The peak and mean

@«
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FIG. 2. Comparison of the exact steady-state solution and
the numerical path sum solution of the process defined by
K(q,t)=—[a —bP(q,t)]q and Q(q,t)=2 with a =b =1 at vari-
ous times. The time step 7 was chosen as 0.02. The exact solu-
tion is illustrated by the solid circles for comparison.

values of the distribution function are initially displaced
towards the right before relaxing to the left to form the
symmetric steady-state distribution.

This transient is explained by realizing that wherever
P(q,t)>a /b the drift force is repulsive. Initially, this is
indeed the case as the 8 function relaxes to a narrow and
tall distribution. However, as time progresses, diffusion
flattens the distribution and reverses this condition.
Hence, the nonlinearity of Eq. (27) produced this qualita-
tively different feature of reversing the direction of the
average drift.

C. Ornstein-Uhlenbeck process with coefficients dependent
on the integral | P(q,t)dg

Consider as an example of a process where P(q,t) ap-
pears in an integral dependence the following generalized
Ornstein-Uhlenbeck process with

K(gn=—ag+b [ P(g’0dg’
and
Q(q)=2D, (32)

where a, b, c, and D are constants. Then the steady-state
solution under natural boundary conditions is determined
by

P(q)[—aq+bf P(q')dq’ ] D——-—O (33)

This integro-differential equation may be differentiated to
yield the nonlinear second-order ordinary differential
equation

dr 1
dq2 P(q)

dP E 2, 9
D[P(q)] + DP(q). (34)

Given a specified value of P(g) at a particular value of
g, this equation may be numerically integrated by stan-
dard Runge-Kutta techniques. In Fig. 3, we show this
steady-state solution (again as solid circles) for the values
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FIG. 3. Comparison of the numerical path sum solution at
various times and a direct numerical integration of the steady-
state equation for the process given by K(g,t)=—aq
+b fo P(q’,1)dg’ and Q=2 with a=1 and b=0.5. The time
step was chosen as 0.02. The exact solution is again illustrated
by the solid circles.

a=1, b=0.5, D=1, P(0)=1. The normalization of this
distribution was then calculated and used in the numerical
path integral algorithm to solve the time-dependent equa-
tion assuming an initial § function at g=1.0. This solu-
tion, represented by the solid curves of Fig. 3, agrees well
in the long-time limit with the numerical solution of Eq.
(34). The functional dependence of the drift coefficient of
Eq. (31) shows how arbitrary boundary conditions do not
always lead to well posed problems. For instance, the
solution to Eq. (34) with P(0)=1 would diverge as
g—*w for b >a. For b=a, the solution is P(g)=1
everywhere. Only for b <a does the solution satisfy the
natural boundary condition P(+ o )=0. Hence only this
choice can be consistent with the zero current requirement
implicitly assumed in Eq. (33). The other possibilities ob-
viously lead to contradiction.

IV. DISCUSSION

We have presented a new methodology of integrating
Fokker-Planck equations with functionally dependent
coefficients. The derivation and final form are reminis-
cent of a traditional discrete lattice formulation of the
path integral solution to conventional Fokker-Planck
equations. The proof presented relied on the argument
that a sufficiently smooth functional dependence of the
Fokker-Planck coefficients on the distribution function as
defined by Eq. (10) introduced terms of a similar nature to
those of an explicit time dependence when constructing
approximate solutions valid to order O (7?). Then follow-
ing traditional arguments, the appropriate truly nonlinear
Fokker-Planck equation may be reproduced.

The fact that the formal integration of such a large
class of truly nonlinear Fokker-Planck equations is so
strikingly similar to that of the linear version is a remark-
able one. In general, nonlinear equations are not covered
by the powerful existence and uniqueness theorems so
often applied to linear equations.’>?3 In addition, many
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the basic properties associated with conventional linear
Fokker-Planck equations are not as easily connected to
the truly nonlinear Fokker-Planck equations of this dis-
cussion. As previously mentioned, the distribution func-
tion cannot always be described as a probability density
since the normalization f P(q,t)dq is not always arbi-
trary. This can sometimes lead to ill posed problems. For
example, in certain problems,®’ a unique stationary state
exists where the normalization is a fixed quantity. Since
the Fokker-Planck operator in the absence of external
boundary conditions or volume sources is conservative,
the initial conditions cannot be arbitrary but must be sub-
ject to a normalization consistent with the stationary
state. Boundary conditions must also be considered with
care as Sec. III C illustrated.

An important question arises with regard to the Mar-
kov property of stochastic processes described by truly
nonlinear Fokker-Planck equation. We find that the Mar-
kov property is not altered by the appearance of the distri-
bution function in the Fokker-Planck coefficients. As dis-
cussed in the Appendix, this follows from the observation
that these nonlinearities do not affect the knowledge about
the system in question prior to the initial conditions.

The generalization of Eq. (19) to a functional integral
form for such truly nonlinear Fokker-Planck equations is
straightforward. Although the nonlinearities make such
an expression even less amenable to further analytical
reduction, the conceptual value of the path integral is
greatly enhanced. From a numerical standpoint, however,
Eq. (19) still provides the basis for an efficient algorithm
which we have shown to accurately reproduce several
known solutions.
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APPENDIX: THE MARKOYV PROPERTY
FOR FUNCTIONALLY DEPENDENT
FOKKER-PLANCK EQUATIONS

By requiring that the Fokker-Planck coefficients de-
pend on the distribution function only at the current time
t, one would intuitively expect the Markov property to be
valid for systems described by such nonlinear equations.
However, because the distribution function is not neces-
sarily a probability density distribution, a precise
mathematical definition of the Markov property is not as
straightforward as for the linear case. Consider, for ex-
ample, a distribution function W(g,t) which is not nor-
malized to unity (which could be the solution to such a
truly nonlinear Fokker-Planck equation). Then one can
denote the probability of finding a hypothetical “particle”
in the state g at the time ¢ given that the system as a
whole is described by W as
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P(q,t,[W])=M (A1)

f Wiq,t) ’

where we have denoted a functional dependence on this
distribution as [ W]. In a certain sense, this is a type of
conditional probability relating a particular state to the
status of all the other states. Although clearly in Eq. (A1)
this functional dependence is only on the normalization,
the concept is useful when defining the more conventional
conditional probability. This is then the probability of a
particle being in the state g, at time ¢, given that it was

J

in the state g,, at the earlier time ¢,, and that the entire
system was described at that time by W,;. Symbolically,
we may write this as P(gy,t;|q1,t,[W;]). However,
since W is not a random variable, a unique choice of W,
implies a unique W), the state of the system at time #,.
Hence one might equally as  well write
P(qy,t2,I W3] q1,t1,[ W,]) without restricting this condi-
tional probability in any way. This suggests two levels of
conditioning: the condition on the particle in question
and the condition on the system as a whole. For a longer
sequence of times (#, > -+ >t * -+ >t;) we can general-
ize the notation to

P(qnstn;Gn—1tn—15- - 3k + 1tk +1 | Deotis Gr — 15tk —15- - 391t LWH]D)

which means the probability of a particle following the particular path denoted by the sequence to the left of the slash
mark given that it has already followed the path denoted by the sequence to the right of the slash mark and that the en-
tire system was described by W, at the initial time ¢;. As before, since W is not a random variable, we may rewrite the

past sequence in this expression resulting in

P(qn’tn;Qn—-lrtn-—l;' . ';qk+1,tk+l lqk,tk:[Wk];qk—-l’tk—b[Wk—l];' . ‘;qhtl’[Wl]) ’

without changing the meaning of this conditional proba-
bility. The reader will note that we could similarly
rewrite the future sequence but that is not necessary for
our present purpose. Instead we may now define the Mar-
kov property as follows: the probability of a particle fol-
lowing the future path shall be determined solely by the
most recent conditions.? This includes both the condition
on the particle in question as well as the condition on the
system as a whole. This conditional probability then takes
the form

P(qnstniqn—15tn—15- - 9k + 1k 41 | gstic, (WD)

We have arrived at this result by assuming that a
unique choice of W, uniquely determines Wj;. One
might ask if the converse is true, namely does a unique

knowledge of W, uniquely determine W,. If so, the Mar-
kov property would be violated as the distant past would
also directly influence the future sequence. However,
such an inconsistency does not arise when one considers
that the Fokker-Planck operator is of parabolic character.
As is well known, parabolic differential equations are
asymmetric when subject to a time reversal. For non-
negative diffusion coefficients, causality conditions prohi-
bit solutions for negative time increments. Hence al-
though W, uniquely determines W,, a precise knowledge
of W) alone reveals nothing about W, regardless of the
nonlinearity of the Fokker-Planck operator. Therefore an
expression like the one above contains no hidden informa-
tion at times prior to #; and is entirely consistent with the
Markov property.
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