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Absolute K-shell ionization cross sections have been measured for thin targets of Al, Ti, and Cu

for protons in the energy range 0.3—2.0 MeV and for thin targets of Ti, V, Cr, Fe, Ni, Cu, and Ag
for oxygen ions in the energy range 1.36—6.4 Mev. The experimental results are compared to the

perturbed-stationary-state (PSS) approximation with energy-loss (E), Coulomb (C), and relativistic

(R) corrections, i.e., the ECPSSR approximation (Brandt and Lapicki), to the semiclassical approxi-

mation (Laegsgaard, Andersen, and Lund), and to a theory for direct Coulomb ionization of the 1so
molecular orbital [Montenegro and Slgaud (MS)]. The proton results agree within 3% with empiri-

cal reference cross sections. Also, the ECPSSR provides best overall agreement for protons. For
oxygen lons, ECPSSR and MS predict experimental results satisfactorily for scaled velocities g& 0.4.
For lower scaled velocities, the experimental cross sections become considerably higher than theoret-

ical predictions for Coulomb ionization. This deviation increases with increasing Zl /Zz, it cannot

be explained by electron transfer to the projectile or by ionization due to target recoil atoms.

I. INTRODUCTION

K-shell ionization by both light and heavy ions has been
studied extensively in recent years. Various theoretical
approaches with limited regions of validity have been used
to predict total ionization cross sections. Madison and
Merzbacher' classified the region of validity of ionization
theories by the ratio of projectile and target charge
(Zi/Z2) and by the ratio of projectile and target K-
electron velocity (Ui/Uzx). The region of validity of
molecular-orbital theory is characterized by Zi/Z2 —1

and Ui/Uix «1. Theories for dirmt Coulomb ionization
and for electron transfer are valid for Zi/Z2 «1 and

U, /U2tt&1. The region of validity for direct Coulomb
ionization has been extended to both less asymmetric and
slower collisions by taking increased binding, Coulomb
defiection, relativistic motion of target electrons, polariza-
tion of target atom by incident ion, and energy loss during
collision into account. The aim of this work is to perform
systematic studies of K-shell ionization for slow
(0.07&ui/U2x &0.18) collisions, going from asymmetric
(Zi/Z2 ——0.17) to less asymmetric (Zi/Z2-0. 36) col-
lisions, using oxygen ions. Although other authors (see
Ref. 2) have measured cross sections in this range, our
measurements go down to lower projectile energies. To
check our procedure, we also measured cross sections for
protons, where reliable data already exist (see Ref. 2).

II. EXPERIMENT

Al(p, y) Si resonance. The energy width of the ion
beam was 1.8 keV full width at half maximum (FWHM).
The ion beam was collimated by means of a stainless-steel
aperture 1.5 mm in diameter mounted 8 cm from the tar-
get. The target currents were typically 10—150 particle
nA.

We prepared our targets by vacuum evaporation of
films of Al, Ti, V, Cr, Fe, Ni, Cu, and Ag onto polished
slices of vitreous carbon. Table 1 shows the target thick-
ness and the corresponding energy loss of oxygen ions
from which this thickness was deduced. The angle be-
twcm target surface vector and incoming ion beam was
30'. To prevent carbon contamination of our targets, we
inserted a liquid nitrogen cold trap in our scattering
chamber and maintained the pressure below 3.10 ~ Pa.

The x-rays were measured using a Si(Li) detector at an
angle of 150' with respect to the incoming ion beam. The
energy resolution for the Mn Ka line was 160 keV
FWHM. The solid angle was defined by means of a
stainless-steel aperture. We inserted absorber foils be-
tween target and detector in order to attenuate the I. x-
rays and to prevent backscattered energetic iona from

TABLE I. Target thickness (d) and energy loss (AE) of oxy-
gen ions within the target for bombarding energies of 6 and 1.6
MeV, respectively. d is given in pg/cm and hE is given in
keV.

We used a 5 SDH Tandem accelerator manufactured by
National Electrostatic Corporation to produce both pro-
tons of 0.3—2.0 MeV and oxygen ions of 1.3—6.4 MeV
which had charge states of 1+—3+. The energy of the in-
coming particles was determined by means of an analyz-
ing magnet which we calibrated with an accuracy of 0.2%
in energy using the '9F(p, ay)' 0 resonances and the

zzTl
Z3~

z4Cr

z6Fe
zsNi

z9CU

47Ag

211
254
401
398
362
390
246

38
43
63
72
67
79
54

202
222
316
309
251
257

39
48
69
90
75
87
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reaching the detector. The foil absorption factors for the
K x-rays of our targets were measured using 400-keV pro-
tons. The intrinsic detector efficiency was calculated
from the detector window, the dead layer, and the detec-
tor thickness, as stated by the manufacturer, using the x-
ray absorption cross sections froin Veigele. i

A surface barrier detector was mounted at an angle of
156' with respect to the incoming beam for measuring the
number of elastically backscattered ions and the energy
loss of ions within our targets, respectively. The solid an-
gle of the surface barrier detector was defined by means of
a stainless-steel aperture. Since the energy-calibration
curve of the surface barrier detector is rather nonlinear
due to the energy-dependent energy loss of the ions in the
detector window, we carefully determined this curve.

%e measured simultaneously the x-ray spectra and the
spectra of elastically scattered particles, using two
analog-to-digital converters (ADC's). The counting rates
were kept below 10 cps so that the pile-up-correction was
smaller than 4%%uo. Dead-time corrections were done elec-
tronically using the ADC busy signals. To evaluate the
peak locations, the x-ray spectra were fitted using Gauss-
isn peak shapes and a linear background. The uncertain-
ties of the peak energies thus determined were +3 and
+10 eV for the Ka lines and the KP lines, respectively.
The peak areas, however, were determined by simply sum-
ming all channels within a suitably chosen region in the
x-ray spectra. Subsequently this number was multiplied
by a background factor determined at high particle ener-

gy, since we found that the percentage of background was
a fixed value for each element independent of ion energy.
Using this technique we avoided, in cases of poor statis-
tics, the additional large-peak-area errors introduced by
individual background subtraction. The number of back-
scattered ions and the energy loss of iona within the target
were determined using a fitting program, which assumes
a linear background due to plural scattering. Table II
shows the estimated errors.

III. DETERMINATION OF EXPERIMENTAL
X-RAY CROSS SECTIONS

If we bombard a target of thickness T having N atoms
per unit volume with n ions of energy Eo we will measure
an experimental yield Y",„~,(Eo, T) according to Eq. (1),

gZ
Y",„p,(EO, T)=e nN

4m

T
X f o",„p,[E(t)]exp( pat)dt . —

Here o-",„~, is the true x-ray production cross section which
we want to extract from our yield measurements. e" is the
intrinsic detector efficiency and Q" is the solid angle. The
exponential corrects for target self-absorption; here p is
the x-ray absorption coefficient and the factor a depends
on the angles between target normal, detector, and beam.

TABLE II. Sources of uncertainties in the measured x-ray
cross sections.

x-rays:

Particles:

(a) Individual systematical errors

Solid angle
Intrinsic efficiency
Foil absorption
Solid angle
Backscatter angle
Bombarding energy

6%
4—10%
1%
1%
0.5%
0.2%

(c) Nonsystematical errors

x-ray yield
Particle yield
Pileup and deadtime
Correction
Energy loss within the target'

0.3—12 %
0.3—3 %

0.1—0.5 %
0.5—5 %

'The energy errors were converted to x-ray cross-section errors
using theoretical cross sections for ionization {Ref. 9) and
scattering {Ref.6).

E(t) is the ion energy at depth t.
To correct for projectile energy loss within the target,

we assume that we know a theoretical x-ray production
cross section o",h„„which differs from the true o.",„~, only
by a constant (unknown) factor k. Then we have

o;".,t(Eo) = Y"-p«EO T)

X oth-. (EO)/Yth-. (Eo T» (2)

where Y",h„,(EO, T) is calculated replacing cr,"„p, by o",h,
in Eq. (1). To determine the product nN in Eq. (1) we
measured also the yield of backscattered particles
Y,„~,(Eo, T) as described above. Then we have

nN= Y,„p,(E TO) ~p
r dcrP[E(t)]

d
0 gQ,

(3)

where der /d 0 is the particle backscattering cross se:tion
which is given exactly by theory and 0 is the solid angle
of the particle detector. Combining Eqs. (1), (2), and (3)
we have

0 Y,"„p,(E0,T)
0"e"Y,„p,(EO, T)

o",„„,(Eo)4m f [dtr [E(t)]/d&)dt

f o theor[« t )]exp( —V«)«

Introducing the stopping power S (E)= dE/dt, our-
evaluation prescription in the form actually used is

(b) Total systematical errors

Al Ti V Cr Fe Ni Cu Ag
10% 10% 13.5% 9.5% 9.5% 9.5% 9.5% 12%

Fo
IIpY", (E T) cr",q, (EO)4~f [[do (E)/dQ]/S(E) IdE

f [o" (E)/S(E)]exp —pa f dE'/S(E') dE
I
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TABLE III. Experimental x-ray production cross sections for oxygen ions on various targets given in barns. The integers in square

brackets indicate powers of' 10. Experimental errors are given in percent below the values. Errors are 10' except where stated. Cal-

culated enhancement factors due to electron capture into the E' shell of the projectile (see text) are given in curly brackets except

where they are less than 1.02. The charge state of incoming oxygen ions was 1+ for E ~2 MeV and 3+ for E ~4 MeV.

E (MeU)

6.40

6.00

5.60

5.30

3.70

3.30

3.15

2.90
2.70
2.60

2.40

2.30

2.20

1.90

1.80

1.70

1.50

1.47

1.41[+ 1]
(1.13 j

1.24[+ 1]
(1.11}

1.06[+ 1]
(1.11 j

7.31
(1.10}
6.10

(1.08 j
5.51

( 1.08 j
3.91

(1.07 j
2.95

(1.06}
1.78

(1.05 j
1.25

( 1.04 }
1.07

(1.03 j
7.90[—1]

(1.02}
6.70[—1]

(1.02 j
5.86[—1]

(1.02}
4.74[—1]
3.62[—1]

2.43[—1]

2.24[—1]

1.41[—1]
(1 1%)

9.27[—2]
(11%}

5.48[—2]
(11%)

2.85[—2]
(11%)

1.74[—2]
(12%)

7.76
(1.09}
(14%)

2.53[—1]
(15'Fo)

1.39[—1]
(15%)

5.16[—2]
(17%)

2.59[—2]
(18%)

1.31[—2]
(18%)

5.56

( 1.08 j

2.97

( 1.06}

1.01
(1.03 j

6.09[—1]
(1.02 }

3.25[—1]

2.04[—1]

1.15[—1]

4.49[—2]
(1 1'Fo)

2.36[—2]
(11'Fo)

1.06[—2]
(12%)

6.21[—3]
(15%)

pgFe

3.30
(1.05 j

1.73
(1.o3}

5.89[—1]
(1.o2}

3.42[—1]

1.58[—1]

9.32[—2]

4.99[—2]

1.61[—2]
(12%)

7.75[—3]
{14'Fo)

3.50[—3]
(15%)

1.88[—3]
(15%)

1.86
(1.03 j

1.02
(1.02}

3.17[—1]
(1.02 }

1.70[—1]

8.01[—2]

4.34[—2]

2.14[—2]
(11'Fo)

5.92[—3]
(13'Fo)

2.79[—3]
(15%)

1.08[—3]
(16%)

g9CQ

1.81
(1.03 j

1.37
(1.03 j

9.40[—1]

7.63[—1]
(1.02}

5.60[—1]

4.33[—1]
(1.o2}

2.35[—1]

1.58[—1]

1.17[—1]

8.95[—2]

6.77[—2]

4.28[—2]
2.86[—2]

1.78[—2]
(11%)

7.07[—3]
{EE'Fo)

6.01[—3]
(14%)

7.04[—4]
(15%)

4qAg

1.64[—2]
(13%)

7.01[—3]
{17%)
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TABLE III. (Continued).

E (MeV) 24Cr Fe

1.40

1.36

1.36[—2]
(13%)

1.26[—2]
(13%)

7.67[—3]
(20%)

TABLE IV. Experimental x-ray production cross sections for
protons on various targets in units of barns. The integers in
square brackets indicate powers of 10. Errors are given in per-
cent below the values.

2.0

1.0

0.3

6.05[+ 2]
(10%)

3.00[ + 2]
(10%)

6.85[+ I]
(10%)

4.94[+ I]
(10%)

p9CU

4.26[+ I]
(9.5%)
6.96

(9.5%)

where E, is the ion energy at the last atomic layer of the
target. The scattering cross section do /dQ was correct-
ed for atomic-screening effects following the prescription
of Andersen et a/. The error of this cross section is be-
lieved to be smaller than 1%. The proton stopping
power was calculated following the procedure given by
Andersen and Ziegler; for oxygen ions, it was multiplied
by the square of the effective charge which is given by
Brandt and Kitagawa. The absolute value of the stop-
ping power does not contribute to errors in our evaluation
since the stopping power serves only as weighting func-
tion and therefore only its relative accuracy within the in-
tegration limits is relevant. When we deduced the target
thicknesses (Table I) from the energy loss of ions within
the targets, as determined from the backscattering spectra,
the apparent dependence of the target thickness on Eo
provided an estimate of the relative accuracy of the stop-
ping power. We thus found that the stopping power con-
tributes less than 0.5% to the error of cr",»,

The theoretical x-ray production cross section
[cr",h„,(E)] in Eq. (5) was calculated using Kropf's pro-
gram which calculates the perturbed-stationary-state ap-
proximation with energy-loss, Coulomb, and relativistic
corrections (ECPSSR) ionization cross sections according
to Brandt and Lapicki (crEcpssR, direct ionization only).
The fluorescence yields cu were taken from Krause. ' This
theoretical x-ray production cross section, however, did
not fulfill the assumption cr",»,(E)=ko",i,„,(E) with k be-
ing a constant independent of ion energy. Therefore an
iterative procedure was necessary: From a first evaluation
of our measurements we determined a correction function
C(E) for each target element by fitting a polynomial
to the ratios o",»,(Eo)/cocrEcpssR(EO). In the second step
we replaced cT',h«&, (E) in Eq. (5) by o",h«, (E)
=cuC(E)cTEcpssR(E). A third step would have given no

further improvement, hence our final results for oxygen
ions (obtained in the second step) are given in Table III.
We want to point out that our final result for cr",„„,is in-
dependent of the chosen theoretical x-ray production cross
section for the first step. The x-ray production cross sec-
tions given in Table III include all possible ionization
mechanisms. Detailed discussions of individual contribu-
tions are given below. When we evaluated our proton
cross sections, we found that k was independent of ener-

gy; hence no iteration was necessary. The proton results
are given in Table IV.

IV. DISCUSSION

A. K-shell ionization by protons

We used the fluorescence yields of Krause' to convert
our x-ray production cross sections to ionization cross sec-
tions. These were then compared to the empirical refer-
ence cross section O.z given by Paul and to the theoretical
cross sections given by the following.

(a) Brandt and Lapicki, 9 who calculate plane-wave
Born-approximation cross sections corrected for binding,
polarization, energy loss during collision, Coulomb, and
relativistic effects (cTEcpssR, direct ionization only),

(b) Laegsgaard, Andersen, and Lund, " who calculate
semiclassical approximation cross sections corrected for
binding, Coulomb, and relativistic effects (oscAacR) and

(c) Montenegro and Sigaud (MS), ' who apply adiabatic
perturbation theory to the ionization of I set molecular or-
bital by direct Coulomb interaction in asymmetric ion-
atom collisions and extend the theory to less adiabatic col-
lisions by imposing an asymptotic matching with the
semiclassical approximation (oMs). In order to make
comparisons to theory more convenient we show in Table
V our experimental ionization cross sections (cr,»,) nor-
malized to the reference cross sections (Sit ——o',», /cTR),
the ECPSSR cross sections (Sx=o,„~,/o FcpssR), the
SCABCR cross sections" (Ss a,», /crs—c—ABcR), and the
cross sections by Montenegro and Sigaud'
(SM cr,», /oMs)——, respectively. Proton energy is given in
MeV and (=2ui/(6)u2x) where u& is the lab projectile
velocity, u2tc is the hydrogenic velocity of the target K-
shell electron, and 8=Itc /(Z2 —0.3) 8 with Ix being the
experimental ionization energy and 8 the Rydberg energy.
As one can see from the values for SR our experimental
cross sections are in excellent agreement with values given
in the literature. The ECPSSR predictions (direct ioni-
zation only) are accurate in the g range considered. The
MS predictions' are slightly worse. The SCABCR
theory" is much too low for large g, since its binding
correction' is only good for g ~0.25.
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TABLE V. Experimental ionization cross sections for protons on various targets {Z2) normalized to
reference cross sections (Sq), ECPSSR cross sections (Sq), SCABCR cross sections (Ss), and 1so-MO-
Coulomb-ionization cross sections (S~}(see text). Proton energy is given in MeV.

2.0
1.0
1.0
1.0
0.6
0.3

Z2

29
29
22
13
13
13

0.78
0.55
0.75
1.40
1.09
0.77

1.01
0.99
0.98
0.97
0.99
1.02

Sg

0.98
0.96
0.95
0.99
0.98
0.99

0.99
0.86
0.96
1.53
1.34
1.08

1.00
0.92
0.94
1.10
1.07
0.96

8. EC-shell ionization by oxygen ions

l. Coulomb ionization

TABLE VI. Relative change of fluorescence yields and corre-
sponding experimental energy shifts in eV for Kn and KIl lines
at the maximum and the minimum ion energy, respectively.

(a) —coo }/mo

23~

26Fe

2swi

29cu

0.06-0.01
0.05-0.01
0.04-0.01
0.04-0.01
0.04-0.01
0.03-0.01

20-3
22-4
24-9

30-13
39-9
29-8

83-42
90-38
93-37
99-45

115-43
97-45

K-shell ionization by all but the lightest ions is accom-
panied by simultaneous outer-shell ionization "4'5 which
will increase the K-shell fiuorescence yield. To estimate
the magnitude of this effect we calculated the changes in
fiuorescence yields (5') due to one additional L-shell va-
cancy following the proposition of Larkins' which is
based on statistical scaling of x-ray and electron transition
rates which are available from McGuire. ' Assuming a
linear dependence of fluorescence yield on the number of
L-shell vacancies the corrected fluorescence yield becomes
co=cog(1+n5co) where cog is taken from Krause' and n is
the number of L-shell vacancies. Using theoretical energy
shifts of the E~ and E~ lines' the number of L-shell va-
cancies can be calculated from the measured energy shifts.
For convenience we used the theoretical E and E& x-ray
energy shifts as a function of the number of 2p vacancies
as given by Tams et al 'The va. riation of co thus ob-
tained is small; the limiting values of co and the corre-
sponding experimental energy shifts hE for the K~ and
j'p lines are given in Table VI.

Figures 1—3 show our experimental ionization cross
sections (obtained using the corrected values of ai) normal-
ized to theoretical predictions for Coulomb ionization, as
a function of the logarithm of scaled velocity g. It is evi-
dent that in the lower g range experimental cross sections
deviate strongly from all predictions for Coulomb ioniza-
tion. In this g range the amount of deviation increases
systematically with increasing Z, /Z2. Only for g & 0.4
the ECPSSR predictions (direct ionization only) and the
MS predictions' are in rather good agreement with mea-
surements. For the low projectile energies applied in this

work measurements are not available in literature except
one data point for 6-MeV oxygen ions on Ni given by
Basbas et al. which is in excellent agreement with our
results. This data point is also shown in Figs. 1—3.
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FIG. 1. Experimental ionization cross sections o,„p, normal-
ized to ECPSSR cross sections (Ref. 9}(o.Ecpss~).

2. Electron capture

The dependence of x-ray production cross sections on
the charge state of the bombarding ions has been the sub-

ject of many investigations. ' In cases where projec-
tiles carried one or two EC-shell holes, a significant cross-
section enhancement was observed, but only small effects
were found for projectiles with filled E-shell but different
L-shell vacancy configurations. In this work the charge

qo of incoming oxygen ions was always qg & 3+. But be-
cause of the low ion energies applied in this work we did
not use vanishingly thin targets (see Table I) and hence we
may have had charge states q&q0 within our targets
which might have enhanced the measured x-ray yield by
It to Eel-ect-ron transfer. For 12-MeV oxygen ions on Ti
and Cu, Knaf et al. 2 found target-thickness effects less
than 20% when varying the thickness from 0.5 to 200
pg/cm . Considering that our highest oxygen energy is
6.4 MeV we feel that the x-ray production cross sections
given in Table III do not differ by more than + 10% from
the x-ray production cross section for vanishingly thin
targets.

Nevertheless, we want now to estimate more quantita-
tively the possible electron-transfer contribution to our
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FIG. 2. Experimental ionization cross sections a,„~, normal-
ized to the predictions of Montenegro and Sigaud (Ref. 12)
«Ms)

FIG. 4. Mean charge q of oxygen ions behind solids (Ref.
28). The solid line represents calculations according to Brandt
and Kitagaman (Ref. 8).

measured cross sections. %e assume that the total ioniza-
tion is due to direct ionization (described by ECPSSR )

and to electron capture of target E electrons (K) into
unoccupied electron states (S') of the moving ion
described by the capture cross section (crKs ) of Lapicki
and McDaniel. ~ The effective ionization cross section
0 ff of ions having a charge distribution of width d and
mean charge q becomes

+ef8q~d) lrEcPssR+wK'(q~d)rrKK'+wL'(Sd)oKL'

+wM'(q, d)2o'K~,

Z, —1/2
+0.5J f(Q, q, d)dQ . (7)

where ws (q,d) is the percentage of ions having an empty
shell S' and the factor 2 takes care of contributions from
higher shells S'pM' (see Ref. 25). For vanishingly thin
targets, we have, of course, d =0 and q =qp. If the dis-
tribution of ion charge Q within the target is given by a
smooth normalized function f ( Q, q, d) we have

wK (q, d) =J, g(Q, q, d)dQ

The fraction of ions having only one E hole is here
weighted with a factor 0.5 since oKK holds for fully
stripped ions. Similarly, one can calculate the fractions
wL (q, d) and w~(q, d) Du. e to finite target thickness
measured ionization cross sections are obviously enhanced
by a factor F=o,ff(q d)l(r ff(qp, 0)

For the practical calculations based on Eq. (7) we used
Gaussian distributions although it is known that realis-
tic charge-state distributions show high charge-state tails.
Also the number of projectile E vacancies is believed to
be higher within the target, because of abundant excita-
tion, than experimental charge distributions would sug-
gest. We approximated the influence of both effects by
using d =0.54(Zl )'~ which is twice the value for the dis-
tribution width given by Betz. Using experimental
equilibrium charge-state distributions of oxygen ions
behind solid targets we determined values for the effec-
tive charge q for the energy range of interest which are
given in Fig. 4 together with values calculated according
to Ref. 8 (solid line). From a least-squares fit of a polyno-
mial to those experimental values, we obtained the q
values actually used in calculating wK from Eq. (7). For
the quantities wL (q, d) and wM (q, d) we simply chose uni-
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FIG. 3. Experimental ionization cross sections u,„p, normal-
ized to SCABCR cross sections (Ref. 11) (crscAgcR).
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log (f)

FIG. 5. Calculated enhancement factor F due to E-to-
E'—sheH electron capture for our targets.
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ty. To prove the usefulness of our calculated enhance-
ment factors we compared our results to experimental
target-thickness effects in K—x-ray production for 52
MeV Si on Cu given by Mcoaniel et al. and found
reasonable agreement. The enhancement factors F due to
E-to-E' —sheH electron capture thus calculated are given
in both Fig. 5 as a function of the logarithm of scaled
velocity g and in Table III. It is evident that electron cap-
ture contributes significantly only at the highest g values.
Taking the results given in Table III and Fig. 5 into ac-
count the agreement between experiment and theory
would be even better for g&0.4 than indicated in Figs. 1

and 2. For totally stripped oxygen ions electron capture
into shells higher than E' contributes less than 10% of
the K-to-E' electron capture, and was therefore neglected.

3. M0 ionization

For Z, /Z2&0. 3 and u, /u2tt«1 electron promotion
between quasimolecular orbitals can contribute signifi-
cantly to E-shell ionization. Since the number of
2@m„vacancies that are carried into the collision is not
known, explicit calculations of ionization by the coupling
of the inner 2po and 2pn„orbitals are not possible. But a
statistical treatment of the electron promotion from inner
shells into the continuum has also been proposed
which makes the calculation of the sum of E-shell ioniza-
tion cross sections of projectile and target atom straight-
forward. To determine the diffusion constant used in this
model we took the formula of Brandt. i To deduce the
individual K-shell ionization cross sections of both col-
lision partners one can either use a vacancy-sharing for-
mula of Meyerhoff et al. or a semiempirical formula
given by Stolterfoht et al. Both give the same result
within 30%. We used the semiempirical formula. For
the lowest bombarding energies the target MO E-shell
ionization cross sections, thus calculated, were lower than
the experimental results by 3 orders of magnitude. But
for those data points the vacancy-sharing ratio for the tar-
get K shell was of the order of 10 which is unrealisti-
cally low. It is known that for ui/~Z2 —Zi

~

&0.3 the
calculated sharing ratios drop off much too rapidly with
decreasing velocity. Thus at those low bombarding ener-
gies MO cross sections can obviously not be calculated in
this simple manner.

where N is the number of target atoms per unit volume,
tr"[E2(t)] is the x-ray production cross section of the
recoil atoms, p is the absorption coefficient, ai ——1/cosP
and a=cosql/cosp with p being the angle between the
target and the Si(Li) detector. Using the stopping powers
Si(E) and S2(E), Eq. (8) becomes

1,0
ytt(E2 0,Ei )=N exp —pai

'
dE/Si(E)

E2,o E~,o
X f exp —pa f ' dE'/S2(E')

1

x 0"(E2)dE2/S2(E2) . (9)

The lower integration limit E2 i can be obtained from

dE S, E= 'cos%' E/5 E . 10
1, 1 2, 1

Using the differential energy-transfer cross section
do[E20(Ei)] we can now define the x-ray production
cross section of recoil atoms ox (Ei ) which is given by

E~
tsp«i)= f, ytt«2, 0 Ei)«[E2,0(Ei)]

where E2 is the maximum energy transfer for ions with
energy Ei. Taking now Eqs. (1) and (3) into account, the
contribution of recoil atoms to the measured x-ray yield is

E 0 expt loi llx I (E E )

4m'0 &),o dtr (Ei)

course, be slowed down according to their stopping power
Si(E), and will have energy Ei at some depth t, and Ei i

at depth T. The ions mill also produce recoil atoms of en-

ergy E2 0 which are scattered with a lab angle
cosq'=[Ez 0(Mi+M2) /4EiMiM2]' and which will
have the energy E2 ] according to their stopping power
S2(E) when they leave the target. The contribution of one
recoil target atom which is scattered at depth t] to the
emitted x-ray yield is therefore given by

hatt(E20 Ei ti ) N exp( 9+lti )

E2 t exp —pat t cos%',
fl

4. Contributions from recoiied target atoms

~i,o trit(Ei )

S, (Ei)
(12)

During the s1owing-down process the oxygen ions pro-
duce recoil target atoms which, in turn, may ionize other
target atoms. In a head-on collision a 1.6-MeV oxygen
ion, e.g., would produce a 1.2-MeV Ti atom which would
contribute very effectively to the emitted Ti x-ray yield
since its MO-ionization cross section is considerably
higher than the ionization cross section of 1.6-MeV oxy-
gen ions on Ti. On the other hand, maximum energy
transfer is rather improbable, so one cannot easily esti-
mate the contribution of recoils. We therefore want to
calculate the contribution of recoil atoms to the measured
x-ray yield. If we bombard a target (Zz, Mz) of thickness
T with ions (Zi,Mi) of energy Ei o these ions will„of

For the practical calculations we used, in Eq. (9), the
statistical MO-ionization cross section of Mittelman and
Wilets. The vacancy-sharing ratio was, of course, unity.
In order to save computer time we calculated the function
S(w) (see Ref. 33) using log[S(w)] =f(logw) where

f (logw) is a polynomial of fourth order having the coeffi-
cients A o

———0.581 17, A ]
——0.853 08, A 2

———1.2347,
A3 ———0.55735, and A4 ——0.60245. From a comparison
of MO cross sections thus calculated to experimental re-
sults for Ar on Ar and Ni on Ni we found agreement
within a factor of' 5. Furthermore, we neglected target
self-absorption and limited the lower integration limit
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E2 i to 50 keV. We used fluorescence yields of Krause. '

The stopping powers of the recoil atoms were calculated
as described above. In Eq. (11) we used the screened
energy-transfer cross section of Lindhard et al. and the
lower integration limit was fixed to 0.01 E2 . The calcu-
lated x-ray yield of recoiled atoms was in all cases lower
than 1% of the measured x-ray yield. Hence this effect
cannot be responsible for the high cross sections found at
low g'.

VI. SUMMARY AND CONCLUSION

Measurements of ionization cross sections of protons on
Al, Ti, and Cu and of oxygen ions on Ti, V, Cr, Fe, Ni,
Cu, and Ag, respectively, were compared to theoretical
predictions and to experimental results available in the
literature (see Ref. 2). For protons an excellent agree-
ment with both ECPSSR predictions (direct ionization
only) and reference cross sections2 was found. For oxygen
ions direct ionization was found to play a dominant role
in target lt vacancy production for values of scaled veloci-
ty g & 0.4 where ECPSSR theory and 1scr MO-
Coulomb-ionization predictions' are in good agreement
with experimental results. Because of finite target thick-
ness electron capture may contribute in this g range up to
10%%uo of the measured vacancy production. For values

gg0. 3, however, electron capture contributes practically
nothing, but the measured ionization cross sections were
substantially higher than the predictions of direct-
ionization theories and this deviation increases with in-
creasing Zi/Z2. Similar (but smaller) deviations of o,„~,
for oxygen projectiles from oEcpssR have been found by
Paul for smaller values of Zi/Z2 (i.e., heavier targets).
Knaf et al. ' obtained deviations of a magnitude simi-
lar to that shown in our Fig. 1 when measuring the cross
sections for 2—28-MeV fluorine ions on various targets
(although this cannot be seen so clearly from their
graphs). It could be that a better description of the bind-
ing correction is sufficient, or that electron promotions
within the molecular orbital model are necessary to
describe the experimental data properly. Contributions of
recoil target atoms to E-shell ionization were found to be
negligible.
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