
PHYSICAL REVIE%' A VOLUME 34, NUMBER 1 JULY 1986

Absorption-spectroscopy diagnosis of pusher conditions in laser-driven implosions
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Absorption spectroscopy has been used in this work to diagnose the conditions in the pusher of
laser-imploded targets. Absorption lines are produced when continuum radiation from the hot cen-
tral compressed gas passes out through the colder surrounding pusher. They can be used to deter-
mine both the temperature and the phd product of the pusher around peak compression. Fair
agreement is found between the experimental absorption spectra and simulations calculated by a hy-

drodynamic code. Applications of this work to the diagnosis of future, high-compression implosions
18 discussed.

I. INTRODUCTION

The use of emission spectroscopy for diagnosis of con-
ditions in the compressed gas core of laser-imploded tar-
gets has received considerable attention. ' Another impor-
tant problem is the characterization of the pusher shell
containing the fill gas. The temperature in the pusher is
often too low ( & 100 eV) for self-emission to be useful as
a diagnostic. This is because to probe such low tempera-
tures we would need to detect lines of low-Z species.
However, these low-energy lines will be heavily absorbed
by photoionization in a sufficiently dense or thick tamper,
thereby preventing such a measurement. As an alterna-
tive we have investigated the use of absorption spectros-
copy in pusher characterization. Experiments were per-
formed with CO2-laser-imploded targets which demon-
strate the utility of this technique for future laser fusion
experiments.

High temperatures (& 1 keV) are often obtained in the
central gas core of laser-imploded targets. Under these
conditions, the continuous x-ray emission from the core
passes out through the pusher and undergoes absorption
at wavelengths characteristic of atomic species in the
tamper Asch.ematic diagram illustrating this effect is
shown in Fig. 1. The resulting absorption lines can yield
information on the temperature ( T,), density (p), and the

p b.R product (density times thickness) of the tamper.
Particularly, strong absorption can be caused by reso-

nance line transitions of the type 1s-2p in ions which have
one or more vacancies in the n =2 shell; these are thus
inner-shell transitions. The optimal choice of tamper
species for this method is such that at the prevailing
tamper temperature, ionization will remove some of the
L-shell (n =2) electrons, as well as all electrons of higher
shells. For the present experiment, potassium and
chlorine bracketed the range of anticipated temperatures,
and therefore a KC1 absorption layer was embedded
within the tamper. Chlorine and potassium absorption
lines were indeed observed and used to determine the can-

ditions within the KC1 layer, and by inference, within the
rest of the tamper.

The method of using pusher (tamper) absorption lines
was previously reported by Yaakobi et al. i at the Labora-
tory for Laser Energetics (LLE) and by Hauer3 and colla-
borators at Los Alamos National Laboratory. Bradley,
Hares, and Kilkenny at Rutherford Appleton Laboratory
reported on similar observations in p1anar targets. We
discuss below the advantage of using absorption by
higher-Z ions and analyze the results in more detail than
has been previously done. The values of T, and p ~ de-
rived from the experiment are in fair agreement with
those predicted by the LASNEx laser-fusion code.

Absorption spectroscopy provides the same information
as the neutron-activation techniques (such as that using

Si), namely the p hR product of the target pusher. Ab-
sorption spectroscopy, can, however, provide more de-
tailed information on density and pR. In addition, it can
be used for temperature measurements. The method can
be further enhanced by time resolving the spectra. Furth-
ermore, the method can also be extended to the backlight-
ing mode, by using an external continuum source. In this
case, the parameters of the fuel can also be determined if
a high-Z dopant is used. More importantly, the method
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FIG. 1. Schematic representation of the measurement of
cold-pusher parameters through the observation of absorption
lines in a continuum emitted by the hot compressed core.
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FIG. 2. Typical target parameters used in this experiment.

can then be applied even if the core is too cold to strongly
emit x-ray contiauum radiation.

II. EXPERIMENT

A typical target used in the present experiment is illus-

trated in Fig. 2. It consisted of a 350 p,m diameter glass
shell of thickness varying between 0.8 and 1.5 p,m, coated
with a 0.5 p,m layer of KC1 and then a 40 pm layer of
(CH)„. The fill gas was 15 atm of DT and 0.2-atm argon
(a fraction of about 0.10 argon by mass or total number of
electrons). The potentially severe electron preheat is miti-
gated by choosing a very thick tamper, leading to a mod-
est preheat temperature. The tamper, after decompression
due to the preheat, recompresses to modest p and p M
values and it is then that very distinct absorption lines (of
Cl and K) appear in the spectrum. The argon doping
causes a relatively small perturbation on the target
behavior, but provides a signature for gas-core tempera-
ture diagnosis. In addition, it contributes to the continu-
um intensity in the range 2.5—3.5 keV, which is required
for observing Cl and K absorption lines. The targets used
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FIG. 3. Typical laser parameters used in this experiment.

in this study were imploded with the 8-beam Helios COz-
laser system at the Los Alamos National Laboratory. The
total laser energy was about 4.5 kJ in a pulse with a full
width at half maximum (FWHM) of about 650 ps. In
Fig. 3 the laser pulse shape is shown. Each of the eight
beams were focused about 300 p,m beyond the center of
the target, giving relatively uniform illumination across
the surface of the sphere.

With CO2 laser irradiation, essentially all of the ab-
sorbed laser energy goes into a hot-electron distribution.
The temperature of this distribution, as indicated by the
slope of the hard x-ray continuum, was about 120 keV.
The term "hot-electron temperature" in this paper refers
to the slope of the x-ray spectrum rather than to the elec-
tron source temperature which is considerably higher.
The implosion is thus driven by hot electrons.

The hot-electron drive has the characteristic of a high
degree of smoothing, and relatively uniform drive is pro-
duced even when there are inhomogeneities in the laser
beam profiles. The thick plastic shell limits the core
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preheat. The imploded gas core reaches electron tempera-
tures of about 700 eV, which excites a strong continuum
around 3 keV (as well as 3—4 keV argon lines), which is a
prerequisite for observing chlorine absorption lines. The
relative position of the embedded KC1 layer within the
target is such that by the time of peak compression, most
or all of the (CH) layer (but none of the KCl layer) has
been ablated.

Figure 4 shows an example of the spectra emitted by
these imploded targets. The spectra were recorded on
film in both spatially integratei and spatially resolved
mode (using a slit to obtain the spatial resolution}. The
spectrum was dispersed using a convex pentaerythritol
(PET) diffracting crystal. The spatially-resolving slit was
too wide to show detailed structure of the core, but per-
formed the important function of confirming that the
continuum giving rise to the absorption lines was emitted
in a compressed core, i.e.„nearpeak compression.

Figure 5 shows a microdensitometer trace of the spa-
tially resolved portion of the spectrum in Fig. 4. There
are two recombination continua: one (below about 5 A}
due to recombination of Si+' ions, the other (below about
3.2 A) due to recombination of Ar+' ions. The slope of
either of these continua corresponds to a temperature of
about 700 eV. The argon hne-intensity ratio I( ls-
2p)/I (1s -1s3p) can also be used to estimate the core tem-
perature and it yields -600 eV; this ratio is chosen to
avoid the large opacity of the ls -1s 2p line. The contrast
between strong-Ar emission lines and strong-Cl absorp-
tion lines vividly demonstrates a hot compressed core sur-
rounded by a cooler shell. The tamper temperature de-
duced below is in fact much lower than this core tempera-
ture. The potassium lines appear less distinct than the
chlorine lines, mainly because they are produced by a
weaker continuum, and are, therefore, not analyzed in de-
tail here. However, the absorption fractions on these lines
and, therefore, the deduced p ~ value are comparable to
those of the chlorine lines.

Further information can be obtained from the spatially
resolved portion of the spectrum. This trace eliminates
some spurious radiation that is present in the spatially in-
tegrated spectrum and gives a more accurate judgment of

the level of absorption. The background level lies just
below the deepest absorption lines of Cl and K. This
means that at the frequencies of peak absorption, the radi-
ation emitted by the core goes through an optical depth
that is significantly larger than 1.

III. ANALYSIS

Figure 6 shows in more detail the chlorine absorption
structure. The identification of these line complexes was
made by comparison with Hartree-Fock atomic structure
calculations. Table I summarizes the results of these cal-
culations. As an example, the line marked 8 in Fig. 6
corresponds to transitions of the type ls-2p in boronlike
chlorine (Cl+' ), i.e., ls 2s 2p-ls 2s 2p; we likewise refer
to other lines as the Be or the C feature, etc. For each
configuration there can be several atomic states. For ex-
ample, the He and Be features contain only one transition
(ignoring a second, spin-forbidden transition) whereas the
B feature includes 14 transitions of which six are strong
(i.e., for which gf is larger than 0.1); the C feature con-
tains 35 transitions of which 12 are strong. The broaden-
ing of the B,C, and especially the N, O features is to a
large extent due to the splitting between the lines compris-
ing each manifold (which are blended because of addition-
al broadening). For example, the measured width of the B
feature is about 14 eV, that of the Be feature 17 eV. The
widths due to line splitting of say, the B and N features
are 6 and 12 eV, respectively. The Be feature has no such
broadening. The wavelength ranges covered by lines be-
longing to a single charge state are shown in Fig. 7. Only
the strong lines (for which gf & 0.1) were included in this
representation.

The remaining broadening mechanisms affecting these
features are instrumental (about 3 eV) and Stark broaden-
ing. Additionally, the results below indicate that the opti-
cal depth at the peak of the Stark profile for these lines is
much greater than 1 (the FWHM of the central portion of
the Stark profile of these lines is estimated to be less than
1 eV for an electron density of order 10 cm 3). Under
these conditions the core radiation at the peak of the pro-
file is depleted. The absorption line then broadens to a
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FIG. 5. Microdensitometer trace of the spatially resolved
spectrum of Fig. 4.

FIG. 6. Detailed tracing of the chlorine absorption lines of
Fig. 4. The feature marked 8 corresponds to the transition 1s-
2p in boronlike chlorine (Cl+' ), etc.
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TABLE I. Transitions of the type Is-2p in Cl ious. Only the strong transitions are included, for which gf &0.1. The total num-

ber of tmn!editions of this type is indicated for each ion.

Excited

gf

Cl XVI {He-like), 1s2-1s 2p (2 transitions)
(lg )lg 1 ('s)'p 4.4425 0.7890

1

2
1

2

ClXV (I.i-like), 1s22s-1s 2s 2p {6 transitions)
(lg )2g (lg )2p

(ig )2g {S)2p
4.4830

4.4808

0.4213

0.9582

Cl XIV (Be-like), 1s'2s2-1s 2s22p g transitions)
('s)'s 1 (2S)'p 4.51S8

0.7316
—1.4632

0.7316
—1A632

0.7316

0.7316

3
2

2
3
2
1

2
3
2
3
2

ClXIII
(lg )2p

(1g )2p

(lg )2p

(lg )2p

('S)2P

(lg )2p

(B-like), 1s22s22p-1s 2s22p2
S
2
3
2
1

2
1

2
3
2
1

2

(14 transitions)
(1D )2D

)2D

(3p )2p

(3p)2P

(P) P
('s)'s

4.5638

4.5608

4.5607

4.5570

4.5569

4.5434

0.7108

0.5442

0.1857

0.5228

1.2748

0.2136

—3.1942
15.1642
3.8803

-4A307
—5.3024

3.8803
—3.1942
—4A307
—5.3024
—3.1942
-3.1942

3.8803

Cl XII (C-like),
(3p)3p
(lg )lg
(1D)1D
('P)'P
(3p )3p
{1D)1D
(3p )3p
{3p)3p
(3p )3p
(3p )3p
(3p )3p
(l~)1D

s 22s 22p2-ls 2s 22p 3 (35 transitions)
(2D )3D
(2p )

1p
(2p)3P
(2D )3D

{D)D
(2D )1D

(4g )3g
(4S)3S
(4S)3S
(2p )3p
(2p )3p
(2p )

1p

4.6056
4.6050
4.6046
4.6039
4.6025
4.5986
4.5985
4.5964
4.5950
4.5925
4.5918
4.5858

0.7901
0.4576
0.1317
0.5083
0.2512
1.5712
0.5664
0.5728
0.1775
0.5281
0.3400
0.5781
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FIG. 7. Schematic representation of the wavelength interval
over which the strong lines of chlorine ions extend. Strong line
is defined here as having gf p O. 1, g is the lower-level statistical
weight and f the absorption oscillator strength. The ion marked
8 is boronlike, or Cl xIII (Cl+'2), etc.

width such that the optical depth on the wings (e.g., the
half-intensity points) is of order 1. This point is further
discussed below. The line widths then depend on p and

p E'ER, and, because of the unavailability of Stark profile
calculations for these lines, they are not used here as diag-
nostic signatures. When these become available, however,
further analysis of the profiles could give very useful in-
formation on these imploded plasma parameters.

The tamper temperature at the time of strong continu-

um emission from the core can be inferred from the inten-
sity ratios of the absorption features. At higher tamper
temperatures than here, features like He or Li would dom-
inate the absorption spectrum; at lower tamper tempera-
tures it would be features like N and O. The fact that the
absorption features have a sharply peaked distribution of
intensity is an indication that they are formed over a
period of time when the tamper temperature does not vary
appreciably.

In order to estimate the tamper temperature from Fig. 6
we calculate the non-LTE steady-state distribution of
chlorine charge states in a model which includes radiative,
dielectronic and three-body recombination, as well as ioni-
zation (collisional-radiative equilibrium model). The re-
sults (Fig. 8) show that this distribution depends primarily
on the temperature and only slightly on the density in the
range (1—10)X10 cm . For this density range the de-
duced temperature by comparison to Fig. 6 is in the range
200—230 eV. The width of the experimental and calculat-
ed distributions are comparable, indicating a temperature
which does not vary appreciably over the time when the
absorption features are formed. The determination of the
tamper temperature in this case is, therefore, not degraded
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Conf.

TABLE I. (Continued).

Excited

7.5989

7.5989

7.2399

7.5989

7.2399
—10.9511
—10.9511
—10.9511
—0.2677

0
0

—0.2677

7.5989

3
2
3
2
1

2
3
2
1

2
3
2
3
2
3
2
3
2
5
2
5
2
3
2
3
2

Cl XI (N-hke),
(2p )2p

(p) p
(2p )2p

(2P) P
(2P)2P

('S)'S
(4S)4S

{4S)4S

(2D) D
(2D )2D

('D) D
(2D )2D

(2p )2p

1s22s22p 3-1s2s 22@4
5
2
3
2
3
T

1

2
1

2
5
2
3
2
1

2
3
2
5
2
3
2
1

2
1

2

(35 transitions)
('D)'D
(3p )2p

{3p)2p

(3p )2p

(3p )2p

(3p )4p

(3p )4p

(3p )4p

{'D)'D
('D)'D

{P)2P

(3p )2p

(1S)2S

4.6482

4.6439

4.6433

4.6423

4.6416

4.6394

4.6371

4.6359

4.6353

4.6350

4.6307

4.6286

4.6282

0.3776

0.3689

0.2160
0.1381

0.2769

0.6615

0.4435

0.2221

0.8252

0.9247

1.0498

0.4598

0.3621

14.139
—2.897
—2.473
—4.185
—2.897
—2.897
—4.185

3.587

Cl X {Q-like),
('S)'S
(3p )3p
(3p )3p
{3p)3p
(3P)3P
('p)'p
{p)p
('D)'D

1s22s22p4-1s 2s22p5

1

2
1

2
1

0
1

1

(14 transitions)
('S)'P
('S)3P
('S)3P
( S)3P
(2S )3p
(2S )3p
(2S)3P
('S)'P

4.6867
4,6751
4.6735
4.6728
4.6727
4.6712
4.6704
4.6681

0.2119
0.2655
0.2125
0.7874
0.1574
0.2126
0.2724
1.0506

as a result of not resolving the spectriun in time. Time
resolution could, however, be useful in determining when
the absorption occurs and studying the onset of absorp-
tion as a function of varying implosion conditions.

The determination of the tamper p ~ from the absorp-
tion lines is based on the cross section for photo absorp-
tion on a spectral line of profile P(v), normalized to total
area of unity

o„=(neiltnc)fttp(v) =op(v),

where f is the absorption oscillator strength.
The attenuated intensity I(v) through a layer of thick-

ness ddt and density p is related to the incident intensity
Ip (assumed independent of frequency) through

I(v) =Ioexp( o~~ ~ )=I—oexp( o~p M/M~—),

ne =1&&1O scm n ——1 810 cm
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FIG. 8. Atomic model calculations of chlorine charge-state distribution at two densities. Smooth lines connect the calculated
discrete points. Comparison of such curves to the spectrum of Fig. 6 is used to estimate the tamper temperature.
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where a is the fraction of all ions of ionization state p,
whose density is Nz, which are in the ground state. For
the case of absorption lines a is inevitably very nearly

equal to 1, because the temperature where they are formed
is much smaller than the excitation energy of these lines.
For some of these chlorine ions the ground configuration
consists of several closely spaced states and their total
population densities are added; this means that the f value
in Eq. (1}has to be averaged over the lower-state levels as
well as summed over the upper-state levels. As examples,
the Be ion has one ground state ('So), the B ions two

( Pigz P3/2), and the C ion five ('Di, 'So, P2, Pi, Po).
The p hR can then be derived from the equation

pent=(M;lapa) f In(IO/1„)dv . (3)

The integral is effectively over the line profile because
the integrand vanishes far froin line center. In the ap-
proximation that the film density in Fig. 5 is exactly pro-
portional to ln(I), this integral is simply the area enclosed
within the absorption line. For each absorption line this
equation yields the partial p b,R value related to the corre-
sponding ion. The total p E'ER of the KCI layer is given by

p ER(KC1)=p 4R(K)+p ~(Cl)
=2. lp~(C1) =2.1+p ER(Clq),

Jp

where the summation is over the absorption line manifold
such as that shown in Fig. 6.

It is important to note that only the integral over the
line profile is required for the determination of p E'ER, so
that the line profile need not be known. Also, the decon-
volution required to separate the contribution of the part-
ly overlapping absorption lines is not critical. For exam-
ple, if the f values of these absorption lines were the same,
we would only need to integrate the entire absorption
manifold of Fig. 6, without any deconvolution.

Applying the procedure described here to the absorp-
tion lines of Fig. 6, following conversion from film densi-

ty to intensity, overlapping Hnes deconvolution and in-
tegration, we derive a value of p~ =5.1X10 g/cm
for the KC1 layer. The main sources of error in deriving
the p hR value come from the determination of the area
enclosed within the absorption lines, and from uncertain-
ties in film calibration curves. These errors are estimated
to be +20%. An additional error in time-integrated spec-
tra can be caused by core emission of continuum, prior to
the time when the absorption lines are formed. This can
occur when the core starts to compress and heat up, but
the shell still moves inwards and is too cold to absorb on
1s-2p transitions, because there are no vacancies in the
n =2 electronic shell. This error should in general be
small because of the logarithmic dependence of the de-
rived p hR value on the measured intensity [Eq. (3)]; it al-
ways results in underestimating the correct p ~ value. If
at least one of the absorption lines approaches the back-
ground level (as is the case for both the Cl and K groups
in Fig. 5), then this effect is unimportant.

We used the I.ASNEX laser-fusion code in a one-
dimensional mode to simulate these experiments. The
simulations were very similar to those described in Ref. 8,

1.0

l

O.O1 ~

0.0 0.4 0.8 1.2 1.6 2.0

Time (ni)

FIG. 9. LASNEX-calculated temperature history for the ex-
periment of Fig. 4, averaged over each of the four target layers.
Time scale (here and in Figs. 10 and 11) is the same as in Fig. 3.

which gives further details on the hydrodynamic and
spectral modeling tools employed here. The target and
laser conditions used in the examples in Ref. 8 are, howev-

er, somewhat different than in the present experiment.
Typical simulation results of the temporal behavior of tar-
get parameters are sho~n in Figs. 9—11. The time scale
in these figures is the same as in Fig. 3; the latter shows
that the laser pulse rises fast to its peak at 0.3 ns and falls
to half its maximum value at 0.8 ns. In Fig. 9 we show
the time history of the electron temperature, averaged
separately over each target layer. At the time of peak
core temperature, which should be about the time of peak
core emission of continuum, the temperature in the KC1
layer is 250 eV, in good agreement with the range
200—230 eV determined from the experiment. It should
be pointed out that the predicted preheat temperature is
only about 80 eV. The rise in tamper temperature at
about 1.1 ns is due to heat fiowing outwards from the hot
fill gas as well as due to the recompression of the expand-
ed tamper. In Fig. 10 the predicted variation of mass den-
sity as a function of time is shown. As is evident from
Fig. 10, the compression occurs much after the peak of
the laser pulse. Direct hot-electron pumping of excited
states is thus not a factor in the present analysis. The
hot-electron temperature used in the simulation was
chosen to be consistent with hard x-ray bremsstrahlung
measurements. Modest variations in this value did not re-
sult in significant charges in the implosion characteristics.

Figure 11 shows the time history of the pb,R of both
the glass and KCl layers. We assume that line formation
occurs near the time of peak emission. This interval
should be roughly between peak temperature and peak
density. This assumption is corroborated by information
from simulations described below. At the time of peak
emission, the p ddt of the KC1 layer is about 10 g/cm,
which is about twice the experimentally derived value.
The sources of this difference between theory and experi-
ment include (a) inaccuracy in the measurement of the
background and continuum levels; (b} error due to time in-
tegration effects; and (c) error in the simulation itself,
such as the hot-electron-transport methods.

Future measurements of such spectra will be made with
time resolution which should give more accurate results.
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FIG. 10. LASNEX-calculated density history„averaged over

each of the four target layers.

We can infer from this by using the computational results
of Fig. 11 that the total p M of the tamper at the time of
peak emission was about 3.2X10 g/cm . An important
conclusion from Figs. 9—11 is that for the present method
to be most useful the peak in core emission should occur
at about the same time as the peak in the tamper p LR.

Another indication of the accuracy of the simulation is
obtained from the compressed gas-core conditions. The
argon-line profiles give an average compressed core elec-
tron density of about 3X10 cm, in agreement with
simulation. In addition, the spatially-resolved spectra and
x-ray pinhole photographs are consistent with the spatial
distribution of x-ray emission predicted by the simulation.

In order to directly simulate the absorption spectra,
multigroup opacity tables were generated using the
OPLIB opacity library (explained in Ref. 9}. The atomic
structure and cross-section calculations used in OPLIB
generated the absorption data corresponding to all of the
inner-shell transitions observed in the absorption spectra.
The resulting opacity tables were then used on line, as
part of the LASNsx simulation. The use of the OPLIB
opacity calculations requires the assumption of LTE con-
ditions. For the high-density, low-temperature conditions
that prevail in the tamper this is a fair approximation. It

should be emphasized that the assumption of LTE is not
critical when calculating absorption lines. Whereas emis-

sion lines depend on the population of excited levels

which can vary greatly between LTE and non-LTE model

predictions, absorption lines depend on ground-state pop-
ulations which are essentially equal to the total density of
the pertinent ion species. The LTE assumption in the ab-

sorption region does have an effect in determining the
partition of the ion populations among the various ion

species. Deviations from LTE would only shift the calcu-
lated distribution among the absorption lines, but will

hardly affect the total absorption enclosed within the ab-

sorption lines (small changes in the latter will occur be-
cause the f values for the various absorption lines are not
identical}. We show in Fig. 12 an example of the
absorption-coefficient data calculated by OPLIB for a
particular set of temperature and density. In addition to
the transitions of the type ls-2p, the absorption data also
include ls-3p transitions which are, however, too weak to
appear distinctly in the experimental spectra. The opacity
is given by the product of the absorption coefficient and

the p~ value for the corresponding atomic specie. By
multiplying the p~ values for individual chlorine ions

as obtained here, by the absorption coefficient from Fig.
12, we obtain peak opacity values of order 1. This may
seem to be at odds with the claim made earlier that the

opacity on the peak of the strong chlorine absorption lines

is much higher than 1. However, the absorption-
coefficient values in Fig. 12 depend on the energy resolu-
tion chosen in calculating them. If the energy intervals
are coarse, this is equivalent to assuming large line widths,
which will result in lower opacity. The choice of energy
resolution will not materially change the area under the
absorption features or their intensity ratios. For the
present calculation we chose energy intervals which are
about equal to the measured line width. In this way we
account directly for the instrumental broadening (rather
than first calculating narrow absorption profile and then
account for their additional opacity and instrumental
broadening).

In Fig. 13 we show the results of the spectral simula-
tion corresponding to the specific implosion that pro-
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FIG. 11. LASNEX-calculated p ~ history for the two

tamper layers. The vertical line shows the time around which

the absorption lines are mostly formed.

Photon Knergy {keV)

FIG. 12. Sample KCl data from the OPLIB opacity tables for
a set of temperature and density values. Such data were used in
LASNEX runs to obtain the simulated spectrum of Fig. 13.
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FIG. 13. LASNEX-calculated, time-integrated x-ray spectrum
emitted from the target, simulating the experiment of Fig. 4.

duced the spectrum in Fig. 4. OPLIB opacities were used
only for the KC1 layer. Argon emission was calculated
with the average ion non-LTE opacity routine in
LASNEX. ' Fine spectral resolution was used in the re-
gions around the chlorine and potassium features and
coarse resolution elsewhere. The feature around 3.8 keV
is due to the non-LTE calculation of argon emission. The
depth of the absorption features in the simulation is simi-
lar to that observed in the experimental spectrum. The
distribution of charge states in the simulation is somewhat
different than in the experiment. This is due partly to the
slightly higher tempertaure in the simulation (250 eV as
compared with 200—230 eV). The higher temperature in
the simulation is also accompanied by a higher core tem-
perature than in the experiment and thus a smaller contin-
uum slope. Figure 8 provides an indication of significant
change in the distribution of absorption line intensities
when the temperature changes from, say, 200 to 250 eV.
Additionally, the LTE assumption in OPLIB increases the
ionization to higher charge states than predicted by a
non-LTE model for the same temperature. It should be
emphasized that the derivation of pusher temperature
proceeds by comparing the measured spectrum to the
non-LTE curves of Fig. 8, without reference to a hydro-
dynamic code. The LASNEx results are shown in order to
demonstrate the ability to replicate the very existence of
absorption lines in the spectrum. This satisfying result
shows an overall correct code description of target
behavior. Furthermore, whereas the LTE assumption in
OPLIB causes a shift to higher ionization in the distribu-
tion of absorption lines, the total absorption in the group
of Cl or K lines should essentially still be correctly
predicted; this is indeed approximately the case (compar-
ison of Figs. 13 and 5).

Although time resolution was not available in the
present experiment, the simulation gives an indication of
the information that would be available from time-
resolved data. Figure 14 shows the simulated chlorine ab-
sorption features, time integrated up to several time in-
stances during the implosion. This gives a good indica-
tion of the dynamic range that would be necessary in a
time-resolving instrument (such as a streak camera) in or-
der to observe the absorption data at times far from peak
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FIG. 14. LASNEX-calculated spectrum of chlorine absorption
lines, integrated up to the time marked for each figure.

p~. The results show that absorption lines are formed
mainly during a short time interval (1.4—1.5 ns) and
therefore time-integrated results in this case give a
snapshot of conditions during peak core continuum emis-
sion.

IV. CONCI.USIONS AND SUGGESTIONS
FOR FUTURE WORK

We have shown in this experiment and its analysis that
absorption spectroscopy can be used to provide important
diagnostic information on the conditions of the tamper in
laser-implosion experiments. Penetrating high-energy ra-
diation was thus used to diagnose lour-temperature im-
ploded material whose self-emission could not be ob-
served. For the p~ values reached in the pusher, the
self-emission at a temperature of about 200 eV would be
soft enough, so that only radiation from a thin outer layer
would escape the pusher. This is why diagnosis of the
pusher has to make use of absorption-line techniques.

A direct extension of the present work to future high-
performance target implosions (such as those expected
with short-wavelength lasers) might require that a very
thin absorbing signature layer be placed in a low-Z plastic
shell. This is because a high p LR compressed shell can
absorb strongly even photons of nonresonant frequency
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(by the photo-electric, or bound-free mechanism) so that
no absorption lines would appear in the spectrum. This
problem mi11 be especially severe in such targets because
the tamper temperature is expected to be lower, which wi11

necessitate choosing a lover-Z signature layer, or no elec-
trons of the n =2 shell will be ionized. Lower-Z ions
have transitions of longer wavelength where the absorp-
tion is even more severe. To counter such excessive ab-
sorption the targets should have a thin enough signature
layer, located deep enough in a low-Z tamper, so that it
does not undergo ablation or expansion before peak
compression of the core. The choice of chlorine for the
present experiment was appropriate because for higher Z
(even for potassium) the continuum intensity becomes
weaker and this limits the precision of the measurement;
on the other hand, for much lower Z, the glass shell ab-
sorption is severe even in the present experiment. A more
detailed determination of tamper parameters can be ob-
tained by embedding several signature layers within the
inner part of the tamper, with deeper layers having a
higher nuclear charge Z.

As an indication of the effects encountered in higher-
density (and lower preheat) compressions, we performed
some simulations using a lower hot-electron temperature
than was actually observed in these experiments. As an
example, we show in Fig. 15 the predicted chlorine ab-
sorption spectrum for a hot-electron temperature of about
40 keV, compared with the case of TH ——110 keV from
Fig. 13. The lower TH reduces the preheat in both the gas
and pusher, causing a shift in the distribution of
absorption-line intensities towards lower charge states.
This in turn results in a denser implosion which is evi-
denced by slightly deeper Cl absorption lines.

Another important question is the use of an external ra-
diation source to perform absorption studies on both the
tamper as well as the core of the target. This would allow
for greater fiexibility in choosing the spectrum, the tim-
ing, and other characteristics of the probing radiation.
The difficulty here will be in arranging for a convenient
source and spectrograph configuration. This will have to
allow for sufficient spatial resolution to discriminate
against radiation from the backlighting source which by-
passes the compressed core, and thus contributes to a
spurious background. Additionally, because a typical
compressed core would subtend a very small angle at the
backlighting source, the range of wavelengths going
through the core would normally be very small (since
wavelengths and angles are related through the Bragg
condition). To overcome this, the distance between the
main and auxiliary targets should be kept to a minimum
and the diffracting crystal should be convexly bent to a
small radius of curvature.
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FIG. 15. Comparison of LASNEX-calculated, time-integrated
spectrum of chlorine absorption lines for two values of the hot-
electron temperature TH. (a) 120 keV, from Fig. 13; (b} 50 keV,
with all other parameters the same.
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