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In this paper we present new measurements of thermal transport in spherical geometry using
time-resolved x-ray spectroscopy. We determine the time dependence of the mass-ablation rate by
following the progress of the ablation surface through thin layers of material embedded at various
depths below the surface of the target. These measurements, made with 6 and 12 uv (351 nm)
beams from the OMEGA laser system of the Laboratory for Laser Energetics of the University of
Rochester, are compared to previous thermal transport data and to detailed hydrodynamic code
simulations. We find agreement with code results for the scaling of the mass-ablation rate with ab-
sorbed intensity, but measure larger absolute values than predicted. This finding is interpreted as
being the result of irradiation nonuniformities on target. The sharp decrease in the mass-ablation
rate after the peak of the laser pulse predicted in simulations is consistent with experimental obser-

vations.

I. INTRODUCTION

Thermal transport in spherical targets uniformly irradi-
ated with multiple, nanosecond-duration laser beams has
been a topic of much theoretical' and experimental in-
terest.~% An understanding of thermal transport process-
es in laser fusion plasmas is important in that they impact
directly on laser-induced ablation processes which drive
the implosion of direct-drive laser fusion targets. The
direct measurement of the transport of thermal energy
from the absorption region to the ablation surface is not
possible. However, the mass-ablation rate m (g/cm?’s)
which is dependent on the thermal transport can be mea-
sured through a variety of diagnostics, such as plasma
velocity and x-ray spectroscopic techniques. In effect, m
is a measure of the depth of material penetrated by the
heat front during the laser pulse.

There is a growing body of experimental measurements
of m, some of which appears to suggest that the transport
of thermal energy is inhibited. Computer simulations of
these experiments place an upper limit on the heat flux
g,” such that g =min(q,fqs,), where g is the classical
value, gy, is the free-streaming limit and f is referred to as
the flux limiter. Experiments in spherical geometry have
inferred various levels of flux inhibition. For A=1.05 um
laser irradiation?~> values range from as low as f=0.06
to fluxes in excess of the free-streaming limit. In Ref. 4,
a low-temperature foot on the heat front was postulated
which cannot be explained with a simple flux-limited in-
hibition model. At A=0.53 um, a flux limiter of f>0.1
has been inferred.? In experiments at A=0.35 um,
markedly different values of m and of its scaling with ab-
sorbed intensity I, were estimated depending on whether
they were inferred from charge-collector or time-
integrated x-ray spectroscopy measurements.’

This broad range of inferred flux limiters from ap-
parently similar experiments is difficult to reconcile. The
inconsistency could be due to differences in experimental
parameters such as laser pulse shape and irradiation
geometry and uniformity. Other factors such as the
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shorter scale lengths on smaller targets and the onset of
resonant absorption at higher intensities will also affect
thermal transport. Further, important consideration must
be given to the influence of time-dependent effects.

In this paper we discuss the time dependence of the
mass-ablation rate and its scaling with absorbed intensity.
In Sec. II we present simulations of the mass-ablation
rate, emphasizing its time dependence during the laser
pulse. This is followed in Sec. III with our experimental
results from time-resolved x-ray spectroscopy.

II. COMPUTER SIMULATIONS
OF THE MASS-ABLATION RATE

Simulations of the interaction of intense 351-nm laser
radiation with spherical targets were made with the one-
dimensional Lagrangian code LILAC.? In the simulations a
2.5 TW peak power, 600-ps [full width at half maximum
(FWHM)] Gaussian laser pulse was tangentially focused
on 404-um-diam targets, producing an average incident
intensity of Io=5x 10" W/cm?. The hydrocode simula-
tions include ray tracing using the azimuthally averaged
laser spatial profile, radiation transport with local thermo-
dynamic equilibrium (LTE) opacities and heat flux as the
harmonic mean of ¢ and fq¢. Simulations were run for
a variety of flux limiters ranging from f=0.02 to 0.4.
From these code calculations we can obtain the instan-
taneous mass-ablation rate during a single laser pulse as a
function of the instantaneous absorbed intensity as refer-
enced to the original target diameter. The case for a flux
limiter of f=0.1 is illustrated in Fig. 1 for a solid glass
sphere and a 6-um-thick glass shell target. The mass-
ablation rate was determined by following the progress of
the 500-eV isotherm as referenced to the original La-
grangian frame:

m =pAr /A1, (1)

where p is the material density, and Ar is the thickness of
material progressively heated to 500 eV in a time Ar. The
500-eV isotherm was chosen as a characteristic tempera-
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FIG. 1. LILAC simulation for the instantaneous mass-ablation
rate [from Eq. (1)] vs the instantaneous absorbed intensity dur-
ing a single laser pulse, I,=5x10" W/cm? f=0.1 on
404-um-diam glass targets; solid target ( ), 6-um wall shell
target (— — —). Arrows mark 100-ps time intervals starting at
200 ps code time and P denotes the peak of the laser pulse at
773 ps.

ture for Si line emission in the 2.0—2.5 keV range which
was used as a diagnostic in the experiments described
later. m(t) derived from the 300-eV or 1-keV isotherms is
essentially the same as for the 500-eV isotherm, with peak
values occurring marginally earlier and later in time,
respectively. This is characteristic of the steep classical
heat front in the overdense material.

The noteworthy features of the curves in Fig. 1 are (i)
that m does not have the same scaling with absorbed in-
tensity (I,) on the rising and falling edges of the laser
pulse and (ii) that the peak value of m is achieved prior to
the peak values of both the incident and absorbed intensi-
ties. These features are even more pronounced for the
case of an imploding glass shell target as compared to the
solid target. A similar dependence of m on I, was ob-
served in simulations with other flux limiters as well as
for targets of different diameters and different Z.

In a general sense, an empirical mathematical relation-
ship between m and I, is valuable for understanding
thermal transport, and would aid laser fusion target
design. However, our efforts to use the simulations to
generate scaling laws of the form m «<I}RY (as in Ref.
1), where R, is the radius of the 500-eV isotherm, have
been successful only for individual cases and then only for
imploding-shell targets. On solid glass spheres the excur-
sion of R, during the laser pulse may range up to 30% of
the initial target radius, but it cannot account for the ob-
served decrease in m. Larger excursions are observed for
higher intensity laser pulses (5% 10> W/cm?) and for
smaller (200 pm) diameter targets.

At A=351 mn the predominant absorption mechanism
is inverse bremsstrahlung in the subcritical region, and we
can define an energy deposition radius Ry as the weighted
average absorption radius. Typically Rp lies between the
critical and quarter-critical density radii, but inside the
peak  temperature (VIT'=0) surface. Defining
AR =R —R 4 as the separation between the energy depo-

sition and ablation surfaces, we find the scaling laws for
glass targets:

m o< IS RY*AR %% for £=0.02,

m o< I$SRYPAR %3 for £=0.04,
and

m < I°RY°AR —07 for f=0.4.

The scaling at f=0.1 is similar to that at f=0.4. The
magnitude of AR is partially dependent on the size and
constituents of the target. For moving-shell targets AR
increases monotonically throughout the laser pulse, but
for solid spheres AR is approximately constant after the
peak of the laser pulse. We also note that AR is propor-
tional to the density scale length L at Rp, and perhaps
Lj is a more meaningful parameter for the scaling laws,
as it affects energy deposition in the corona directly.
Another factor which contributes to decreasing m is the
fact that the fraction of the absorbed energy deposited
outside the VT'=0 surface increases during the laser
pulse.

As suggested in Ref. 1, laser energy absorption by in-
verse bremsstrahlung leads to reduced m and reduced ab-
lation pressure compared to an energy dump at critical
density. More of the laser energy is dissipated at subcriti-
cal densities, flowing more directly into blow-off kinetic
energy. With respect to the above scaling laws, inverse
bremsstrahlung implies a larger AR since Rp is greater
than the critical-density radius. From Ref. 1 we note that
the ablation pressure has a much weaker scaling with ra-
dius than m does, and our simulations do show that the
pressure at the 500-eV isotherm scales with 7, on both
the leading and trailing edges of the pulse for the solid
targets.

In light of the above simulations, care must be taken
when plotting m obtained from time-resolved x-ray spec-
troscopy versus absorbed intensity. Using a pulse-
averaged I, will result in an underestimate in the value of
m(I,). To avoid such problems the time-varying values
of m should be plotted versus the instantaneous value of
IA .

III. EXPERIMENTS

The primary diagnostic for our mass-ablation rate mea-
surements was time-resolved x-ray spectroscopy.”!® The
experiments were carried out using 6 and 12 uv
(A=351 nm) beams of the OMEGA laser system of the
Laboratory for Laser Energetics at the University of Ro-
chester at incident irradiances of Io=(1—4)
X 10'* W/cm?. The laser pulse had a Gaussian temporal
profile with a pulsewidth of 600—750 ps FWHM. Two
types of targets were used in these studies. One set con-
sisted of empty glass microballoons ( ~230 um diameter)
with a 1.0-um-thick wall. These shells were coated with
parylene (CH) (1.0—8.0 um thick) and then overcoated
with a 150-A layer of Au to provide an initial x-ray time
marker. The Au layer thickness was increased to 300 A
for the 12-beam target shots. The second set of targets
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were solid glass spheres (~200 um diameter) coated with
three layers: 1.5 um CH, 0.05 um Al, and 1.5 um CH.!

An elliptically curved pentaerythritol (PET) crystal
analyzer was used to disperse the x-ray spectrum (1.7—2.7
keV range) onto the slit of the x-ray streak camera. Spec-
tral and temporal resolutions were E /AE ~600 and 15 ps,
respectively. Representative perspective plots of the x-ray
intensity from streak records for 6- and 12-beam shots on
the imploding targets are presented in Fig. 2 showing the
Au M-band emission and the Si line emission. The time
of occurrence of the implosion can be deduced from the
peak in the x-ray continuum emission. This x-ray burst is
characteristic of the higher temperatures and densities
achieved during the stagnation of the glass shell and lasts
~150 ps. The mass-ablation rate through the CH layers
of known thickness was measured from the time delay be-
tween the start of the Au or Al line emission to the onset
of the Si emission from the glass substrate. In all of the
target shots where m could be measured, the CH layer ab-
lated during the rising edge of laser pulse. Thicker CH
layers (6—8 um) did not appear to burn through for in-
tensities < 3X 10" W/cm?.

In order to construct a meaningful plot of m versus I 4,
we require knowledge of the absorbed laser intensity dur-
ing the CH burnthrough time of interest. Since we could
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not measure directly the absorption fraction as a function
of time nor relate the x-ray emission to the incident laser
pulse, I,(z) was inferred from careful comparisons of the
streak data with the LILAC code simulations. We assumed
that, if the overall predicted absorption of the laser energy
agreed with the experimental measurement, then the code
could be relied upon to predict the instantaneous absorbed
laser intensity during the pulse. A flux limiter of f=0.04
was required to match the absorbed fractions. We also as-
sumed that the hydrodynamic implosion time predicted
by the code for the shell targets was correct. Then, by
matching the predicted and experimental implosion times
we are able to relate the x-ray emission on the streak
record to the incident laser pulse. The accuracy of equat-
ing the implosion times was checked by calculating the
predicted absorbed laser energy up to a time correspond-
ing to the onset of the Au emission as measured on the
streak record. The calculated absorbed laser energy was
in the range 3.0 to 5.5 J, Fig. 3, and corresponds to a time
window of ~80 ps. Conservatively, this implies a 100-ps
accuracy in our timing fiducial technique. By including a
+50-ps jitter in the streak record timing we obtain a tim-
ing fiducial with 150-ps accuracy for the solid sphere tar-
gets.

In Fig. 4 we present the scaling of the measured mass-
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FIG. 2. Perspective plots of the x-ray intensity as recorded by the streak camera. Correction for the spectrometer response func-
tion would increase the intensity on the long-wavelength side by 40%. (a) 150 A Auon 4 um CH on 1.0-um glass shell target. Diam-
eter is 229 pum at Ip=2.8X 10'* W/cm? with six-beam irradiation. (b) 300 A Au on 3 pm CH on 1.0-um glass shell target. Diameter

is 289 um at Iy=4.2X 10'* W/cm? with 12-beam irradiation.
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FIG. 3. Ablated mass vs absorbed energy during a single
laser pulse for six-beam irradiation of multilayer targets. Solid
lines are LILAC simulations for the mass outside the 500-eV iso-
therm. For the experimental data the total mass outside the
glass substrate is assumed to have been ablated. Data points at
~4 J absorbed energy are for the ablation of the outer Au layer
only.

ablation rate as a function of the average absorbed laser
intensity during the CH burnthrough interval; I, is de-
rived from the simulations as outlined above. We also in-
clude data for m for the outer CH layer on the solid tar-
gets where I 4 is derived using 3 J of absorbed energy for
time zero. The time-resolved six-beam data is in excellent
agreement with the time-integrated measurements at
I,=7.5%10" W/cm?, which was measured for a similar
target diameter (Ref. 6). The scaling of m with I, for
six-beam irradiation and I, < 10" W/cm? is in reason-
able agreement with code predictions although the magni-
tude of m is ~2 times higher than that predicted for
uninhibited transport (f=0.4). The scaling of m with I,
derived from the time-integrated x-ray spectroscopy of
Ref. 6 is much weaker than that reported here.

A possible cause for the discrepancy between the mea-
sured and calculated values of m could be the known vari-
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FIG. 4. Mass-ablation rate versus absorbed intensity at
A=0.351 um. Compilation from this study (— — —), time-
integrated measurements from Ref. 6, and LILAC simulations at
f=0.1 and 0.04 for the rising edge of the pulse.

ances in the intensity distribution across the surface of the
target.!>!> These have been estimated using a three-
dimensional superposition code which combines the
equivalent target plane intensity distribution of each beam
and computes a spherical-harmonic mode decomposition
of the intensity distribution on the target surface.'* An
initial assessment of the irradiation uniformity with six uv
(351-nm) beams of OMEGA indicates an overall rms
nonuniformity of ~50% in the lowest 30 / modes.!? Al-
ternatively this can be stated as a few percent of the laser
energy is absorbed at an intensity greater than three times
the average intensity.!> Further characterization of the ir-
radiation nonuniformities is obtained from x-ray pinhole
pictures of solid high-Z (Au) targets irradiated with six
beams, which show large-scale intensity variations across
the target surface.'® Time-resolved imaging of the x-ray
emission from these targets has also confirmed the ex-
istence of discrete hot spots.!® Given the amount of ener-
gy in the hot spots and the sensitivity of our diagnostic
(Au emission is detected at the 2% of the total absorbed
energy level from Fig. 3), the value of m obtained using
time-resolved spectroscopy should be characteristic of the
absorbed intensity in the hot spots. A shift of our experi-
mental points in Fig. 4 by a factor of 3 in I, results in
reasonable agreement with code predictions for f=0.1.
Under the assumption that the laser energy distribution
on target is the same for the approximately constant di-
ameter targets used in these studies, the measured scaling
of m with I, should be valid. Similarly the discrepancy
between the measured and calculated values of the
amount of mass ablated during the laser pulse in Fig. 3
can be attributed to the burnthrough of only small areas
of the CH coating corresponding to the hot spots in the ir-
radiation pattern.

With 12-beam irradiation the illumination uniformity
should be improved and the effects of hot spots on the
burnthrough should be commensurately less. Experimen-
tally we do observe a significant decrease in the magni-
tude of m(I,) (see Fig. 4). Further evidence for the de-
crease in m with the more uniform 12-beam irradiation
are the “burnthrough” curves presented in Fig. 5, as mea-
sured by the time-integrating channel of the x-ray spec-
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FIG. 5. “Burnthrough” curves for CH and Au/CH on glass
targets with 12-beam irradiation at 1,=4.0X 10" W/cm? for
the Si He, (x) and Si Hg (0) x-ray resonance lines.
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trometer.!° Here we plot the absolute energy in the Si+!?
152-152p and Si*!® 15-3p lines as a function of CH over-
coat thickness. The 300-A Au layer on two of the targets
was assumed to have an areal mass density equivalent to
0.5 um of CH, although the effective thickness of the Au
layer is greater than this due to radiation cooling in the
higher-Z material. The projected burnthrough thickness
of <5 um of CH is much less than the 9 um of CH inter-
polated at I=3X 10" W/cm? from the six-beam data
(Ref. 6). This difference cannot be accounted for strictly
by the difference in burnthrough depth between shells and
solids, nor by the presence of the thin Au layer on the out-
side of the targets used in these experiments. Although
we have not investigated a very large range of absorbed
intensities with 12-beam irradiation, it is our contention
that the scaling of m with I, would be the same as for
the time-resolved six-beam data.

Although we do not have any direct measurements of
the mass-ablation rate on the trailing edge of the laser
pulse, we do not observe any Si line emission on the streak
records for the six-beam shots on targets with 6- and 8-
pm-thick overcoats of CH. This is consistent with the
predicted decrease in m starting before the peak of the
laser pulse as illustrated in Fig. 1. Using the timing fidu-
cial method outlined above we estimate that the onset of
the Si line emission for a target with a 4-um CH overcoat
occurs ~ 50 ps before the peak of the laser pulse. If there
had been a symmetric scaling of m with I, on the leading
and trailing edges of the pulse, surely we would have ob-
served the Si line emission from the targets with the
thicker CH coatings. In addition, if we extrapolate the
experimental data in Fig. 3 to the mass of these CH
layers, the absorbed laser energy on these target shots was
sufficient to produce some Si line emission.

Consideration must also be given to the probability of
lateral thermal smoothing of the hot spots in the intensity
distribution on the target which appear to dominate the
burnthrough and m measurements with six-beam irradia-
tion. The amount of smoothing depends on the fractional
separation distance AR /R,, where R, is the target ra-
dius.""'® For the imploding targets used in this study, the
value of AR /R is ~0.2 at the peak of the laser pulse. A

value of ~0.3 is predicted at the peak of the laser pulse
for the 90-um-diam targets irradiated at 10'"* W/cm? in
Ref. 6. It is suggested that the lower scaling of m with
I, in Ref. 6 is the result of thermal smoothing. This
smoothing decreases the magnitude of m to a level more
characteristic of the average intensity on target.

IV. CONCLUSION

The measurement of the mass-ablation rate in spherical
geometry with short-wavelength lasers in influenced signi-
ficantly by time-dependent effects during the laser pulse.'
The transport of thermal energy and therefore m is affect-
ed by the increasing separation between the energy deposi-
tion and ablation surfaces. Irradiation nonuniformities
also have a significant effect on x-ray spectroscopic mea-
surements of the mass-ablation rate since the burnthrough
seems to be dominated by hot spots. Our experimental
measurements of m are in agreement with code predic-
tions for the scaling of m with I, on the rising edge of
the laser pulse as shown in Fig. 4; only indirect evidence is
presented for lower values of m on the trailing edge of the
laser pulse.
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