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Measurements of the double-differential cross sections (DDCS) as a function of the ejected ener-

gy, angle, and primary energy for electron-impact ionization of helium are reported at incident ener-

gies of 200, 500, 1000, and 2000 eV. The ejection angle is varied from 30 to 150' in steps of 15'.

The cross sections were obtained by use of a crossed-beam apparatus with an effusive gas source and

a pulsed electron beam. Scattered and ejected electrons were energy analyzed by time-of-Aight

analysis from 2 eV to the primary energy as a function of the ejection angle. The relative measure-

ments were normalized by matching the experimental elastic differential cross sections to absolute

measurements at selected angles. Comparisons of the DDCS with available literature values re-

vealed significant differences. At 2000 eV impact energy, first-Born-approximation calculations of
the DDCS were found to be in agreement with the present data for ejected energies between 2 and

40 eV. At large angles and lower incident energies the Born calculation results are lour than the

present DDCS. The DDCS were fitted with a Legendre-polynomial expansion as a function of ejec-

tion angle for fixed ejected and primary energies. The energy distributions of ejected electrons de-

rived from these fits are presented and used to calculate the total ionization cross section.

I. INTRODUCTION

Ionization cross sections are needed in the modeling of
radiation damage of materials and biological matter, in
the development of high-power switching devices, energy
deposition studies, and in plasma and radiation physics.
There are a variety of measured ionization cross sections.
While the primary ionization process is very dependent on
the nature of the ionizing radiation, the secondary ioniza-
tions and dissociative excitations are largely due to the
lower-energy ejected electrons produced in the primary
process. In this regard the electron-impact ionization
cross sections play an important role. The energy and an-
gular distributions of secondary electrons are obtained by
measuring the cross section, o, differential in ejected ener-

gy 8' and solid angle of detection Q, and as a function of
primary energy T, as d old$VdQ. This will be referred
to as the double-differential cross section (DDCS).

There have been extensive studies on the electron-
impact ionization of helium. Since helium is the simplest
atomic system with more than one electron for which ac-
curate theoretical calculations are possible, it is of special
interest for the calibration of experimental techniques.
The earliest measurements date back to the 1930s and
were reported in two studies, one by Mohr and Nicoll2
and a later one by Goodrich. Only in the past 20 years
have new measurements been reported on these DDCS.
Extensive experimental results for the DDCS for He, N2,
and 02 at impact energies from 50 to 2000 eV in the an-
gular range of 30'—150' were reported by Opal, Beaty,
and Peterson. In their study the ejected energy was in-
vestigated from 4 to 200 eV. Oda et a/. reported mea-
surements made at a primary energy of 500 eV in the an-
gular range 10'—130. Their lowest ejected energy was 24
eV. Rudd and DuBois have measured the absolute
DDCS at primary energies of 100 and 200 eV in the angu-

lar range 10'—130' using a static gas ce11. Their DDCS
for low ejected energy exhibited a peak in their angular
distribution below 30'. Shyn and Sharp' have reported the
DDCS using a beam-beam experiment for impact energies
of 50, 100, 200, and 300 eV in the angular range 6'—156'.
These authors have also noticed the above-mentioned for-
ward peak. Very recently Erhardt et al. s have measured
the DDCS in the angular range of 18'—150' for ejection
energies of 2, 4, 10, 20, and 40 eV. Their primary energies
ranged from 100 to 600 eV. These authors have used the
same apparatus as the one with which they made (e,2e)
measurements. These measurements do not show forward
peaking.

Theoretical calculations of these quantities are surpris-
ingly few. Bell and Kingston have calculated the DDCS
in the Born approximation using a truncated partial-wave
expansion of a Coulomb wave for the ejected electron.
These authors used an explicitly correlated wave function
for the He ground state. Less sophisticated calculations
em~cloying the impulse approximation have been report-
ed. Significant advances in the data analysis to bring
out the systematics in these quantities have been reported
by Kim. " Recently Kim has published recommended
DDCS based on the then available experimental data. '

In this paper we present experimental measurements of
the DDCS for ionization of helium by 200—2000-eV elec-
trons in the angular range 30'—150' using a crossed-beam
apparatus. This is the first experimental measurement of
the DDCS using time-of-flight (TOP) velocity analysis of
the ejected electrons. All the previous experimental deter-
minations used electrostatic electron energy analyzers.
The present data were normalized by matching the elastic
scattering intensity to absolute measurements and theory.
Comparisons of our data with the available literature data
are presented. The energy and angular distributions are of
higher estimated accuracy than most previously published
results.
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II. EXPERIMENTAL

A schematic diagram of the apparatus used in the
present experiment is shown in Fig. I. The apparatus
consisted of a pulsed electron-beam source, an effusive gas
source, and a rotatable detector to change the scattering
angle. We have used commercially available electron
guns' for producing the electron (e) beam. In most of
the experiments tungsten filaments were used. The gun
had an Einzel lens for focusing and two orthogonal pairs
of deflector plates. dc electron-beam currents of 0.5 to 2.0
pA were obtained for beam energies of 400 to 2000 eV.
The deflector plates were used to direct the beam through
the scattering center and on to a prepositioned beam trap.
We employed a zoom lens to decelerate, when necessary,
the beam energy to half its original value. In this way we
were able to get high beam currents with the gun 45 cm
from the scattering center. This lens was also used to re-
focus the electron beam. As shown in Fig. 1, the beam
passed through two skimmers with apertures of 1 mm di-
ameter. There were an additional pair of deflector plates
between the two skimmers for double pulsing the electron
beam and to guide the e beam through the second skim-
mer. These experiments did not use the double-pulsing
provision. After applying the required potentials on the
plates to align the electron beam, the beam was pushed
aside by biasing a deflector plate. To the other plate, a
negative going pulse of 10 to 15 V with a rise time of 1 ns
and a pulse width of 40 ns was applied. The pulse was de-
layed and applied to one of the other pair of deflato
plates. This procedure made the beam trace a rectangle.
The aperture was centered on one of the sides of this rec-
tangle. An electrically isolated ring, with applied positive

voltage, was placed around the conical skimmer to
prevent any secondary electrons from entering the scatter-
ing region. The other unused skimmer was also biased in
the same fashion for the same purpose. The measured dc
electron-beam diameter [full width at half maximum
(FWHM)] was found to be less than 1 mm and had a cal-
culated maximum divergence of 0.25' neglecting space-
charge effects. This divergence accounted for a 0.4-mm
beam width at the scattering center.

The collision chamber was 17.5 cm in diameter and 30
cm high. Two ports, diametrically opposite, on the col-
lision chamber were used to admit the e beam, and to
mount a flight tube provided with a movable Faraday trap
and collimating apertures to probe scattered electrons at
small angles. (This port will be referred to as the primary
arm. ) The electron-beam direction makes an angle P of
20.2' with respect to the horizontal plane. Equivalently,
the e-beam direction makes an angle of 69.8' with the col-
lision chamber axis. At the end of the primary arm a
detector, consisting of two microchannel plates (MCP),
was placed and could be moved by +3' on either side of
the Faraday trap. This detector however, was not used in
this experiment.

The gas inlet tube was 0.5 cm in inner diameter and
was attached from the chamber lid. The tube axis was
perpendicular to the e-beam direction and was provided
with x, y, and z motions. The end of this tube was ter-
minated in a platinum hypodermic needle of 0.2SO mm
inner diameter and of 0.5 cm length. The aspect ratio of
this nozzle was found to give a tenfold increase in the gas
density in the scattering region over the background pres-
sure. An additional gas inlet tube of 0.5 cm inner diame-
ter was placed 6 cm away from the scattering center. Tar-

GA$
SOURCE

RKG~OII
Btfggy
CHAgggs~ (.KNS

4~ENYggg
1

Mt:P
0KTKCTQR

. ~WI
Ni~ I 20.2

MCP
DETECTOR

CFTD

MC PHA

PURSER
AOJ.
OKI.Ay

STOP
TAC

START
CFTQ

FIG. 1. Schematic view of the pulsed electron-beam tine-of-flight apparatus. The second drift tube moves in a horizontal plane
about the scattering center and the electron-beam direction is 69.8 with respect to its rotation axis. CFTD stands for constant frac-
tion timing discriminator. sTOP and sTART are the stop and start inputs to the TAC. MC PHA is a multichannel pulse height
analyzer and AMP stands for amplifier.
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get gas could be admitted into this tube for background
scattering measurements.

On one side of the collision chamber a 2-cm-wide slot
was cut halfway around it to probe secondary electrons in
the horizontal plane. The slot was covered by a concen-
tric cylinder and this cylinder could be rotated by a gear
mechanism. There mere two 0-ring seals between the ro-
tatable and chamber cylinders, one above and one below
the slot. The rotatable cylinder carried a tube of 3.8 cm
inner diameter and 22.9 cm in length for electrons to drift
through. An electron detector consisting of two MCP's
arranged in a chevron configuration was placed at the end
of the drift tube. A 95% transparent graphite-coated
copper grid was positioned 6 mm in front of the detector.
Electrons entering the flight tube were accelerated by 253
V between this grid and the MCP front surface. There
was a single defining aperture in a cone at the entrance
end of the drift tube. This aperture was 2 mm in diameter
and was 8 cm from the scattering center. The active area
of the detector was 18 mm in diameter and was 43.8 cm
away from the scattering center. The solid angle subtend-
ed by this detector was calculated to be 3.8 msr and its an-
gular resolution was about 2'.

A gear fixed to the rotating cylinder was mechanically
driven. A mechanical counter recorded the angle a be-
tween the secondary arm and the projection of the e-beam
direction in the horizontal plane whenever the gear was
rotated. The scattering angle 8 is given by

e=cos (cQQxcosP),

where P is 20.2' as defined earlier. A ten-turn potentiom-
eter (100 kQ} was coupled to the gear on the rotating
cylinder, giving another check on the angular measure-
ment. Ten volts were applied across the potentiometer
and the potential at the sliding terminal was measured
with an analog-to-digital converter. The secondary arm
position was set to 90' and calibrated. The relative angu-
lar displacements of the arm from this position were
determined from the potentiometer measurement and the
counter reading. The potentiometer was calibrated on a
divider head. The concordance between the resistance
measurement and the mechanical counter reading was
better than 0.1'. This system gave the scattering angle to
an estimated accuracy of better than 0.3'.

The main chamber was evacuated by an oil-diffusion
pump of 15 cm diameter. The diffusion pump was
separated from the chamber by a Freon-cooled baffle to
minimize the oil vapor reaching the chamber. The effec-
tive pump speed of the assembly was 500 1/s. A Welch
mechanical pump (speed 50 1/s) was used to back the dif-
fusion pump. A 5 cm oil-diffusion pump assembly was
used to differentially pump the gun region and had an ef-
fective speed of 25 1/s. The ultimate pressures obtained
were 4 pTorr in the chamber region and 1 pTorr in the
gun region.

The whole apparatus was constructed of aluminum and
brass except for the pumping systems. All parts of the
apparatus in the electron path were made of aluminum
and were coated with colloidal graphite (Aerodag} to min-
imize the production of secondary electrons arising from
the collisions of electrons with the metal surfaces, and to

make a conducting equipotential surface.
The apparatus was surrounded by a pair of tilted

Helmholtz coils to compensate for the Earth's magnetic
field. The whole apparatus was enclosed in a wooden box
lined with a highly permeable magnetic shield made of @-
metal sheet of thickness 0.45 mm. The magnetic field in-
side the shield was less than 2 mG and was uniform
within 1 mG. The drift tube was covered with an addi-
tional p-metal shield to further reduce the magnetic field
along it. All shields were degaussed before each measure-
ment by passing a variable alternating current through
coils surrounding them.

Ultrahigh-purity grade helium (99.999%) obtained
from Matheson Inc. was used in these experiments. Heli-
um gas was admitted to the nozzle through an adjustable
leak valve such that the background pressure in the
chamber rose from 4 to 160 pTorr. The flow rate of heli-
um through the nozzle was calculated to be 2.5&(10's
atoms/s. We have measured the gas beam profile by
monitoring the scattered electron intensity at 90' scatter-
ing angle as the nozzle was scanned in a direction perpen-
dicular to the e beam. From this a FWHM of the gas
beam was found to be 1 mm. The size of the interaction
region was measured by moving the nozzle along the e-

beam direction. It was found to be 7 mm in agreement
with that calculated by geometric considerations. This as-
sured us that there should not be any angular-dependent
path-length correction as long as the background scatter-
ing was subtracted from the original scattering intensity.

A block diagram of the electronics used is also given in
Fig. 1. The anode pulse from the MCP detector was am-
plified (Ortec 574 or Phillips Scientific 6954) and discrim-
inated (Ortec 934 or Tennelec 454) and was used to start
the time to amplitude converter (TAC) (Canberra 1443A).
The pulse applied to the deflector plates was delayed and
used to stop the TAC. Again a timing discriminator was
used to condition the pulse. The TAC output was applied
to a multichannel analyzer (MCA) for pulse height
analysis and storage. The MCA stored the event corre-
sponding to a smaller flight time in higher channels and
vica versa. The procedure of collecting an inverted time
spectrum, in cases where the start pulse rate is much
greater than the true conversion rate, was used to decrease
the dead time of the acquisition system. The dead time
was less than 3% at start pulse rates of less than 1 kHz.

III. DATA COLLECTION

Experiments were carried out at a constant angle after
obtaining an electron be un at a chosen primary energy T.
The TOF spectrum S(t), at a chosen scattering angle 8,
was collected for a period of ti sec and the gas flow was
diverted to the auxiliary nozzle and the background TOF
spectrum Ss(t) was recorded for a period of t2 sec. The
spectrum Sb(t) was assumed to be due to scattering by the
background gas and nozzle. In all experiments the nozzle
scattering was found to be less than 10% of the back-
ground scattering. Typically, the nozzle tip was 1.5 mm
above the scattering center. The beam current in the
skimmer and the Faraday trap mere continuously moni-
tored. The spectra S and S~ mere scaled to 1 sec acquisi-
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tion time and Ss was subtracted from S to obtain I
which was related to the DDCS as

I~ = ( W, 8) dd b,Q nololr1( W)e( W), (2)
d cr dW

where dW/dt is the time derivative of the ejected energy
W corresponding to a flight time r, b,t is the time channel
width of the MCA, EQ is the solid angle of detection, no
is the target gas number density, Io is the incident elec-
tron current (in units of electrons per second), / is the path
length of the e beam through the target gas viewed by the
detector, i)( W) is the detector efficiency for electrons of
energy W, and e( W) is the attenuation factor to account
for the decrease in the detected scattered current, due to
scattering by the rest gas.

In Fig. 2 a typical TOF spectrum is shown. Note the
peak before the elastic line due to photons resulting from
fluorescent decay of excited helium atoms or ions. An
analysis of the photon yield in this experiment at 500 eV
impact energy is presented in Appendix A. The zero time
channel is to the right of this peak. The distance between
the scattering center and the grid before the detector was
measured to be 43.8 mm. The flight time of electrons of a
given energy to travel this distance and an additional dis-
tance of 6 mm from grid to detector in a constant ac-
celerating electric field was calculated using relativistic
formulas. The flight time for the elastically scattered
electrons was equated to the calculated value for the
known energy of the elastic line to establish the time scale.
The calculated time for the photons to arrive at the detec-
tor (1.5 ns) was compared to that determined by the time
scale as a check. There was always good agreement be-
tween these two values. The MCA channel width was set
to 1.6 ns/channel and the channel width was calibrated
using an Ortec 462 time calibrator.

The flight times were converted to energies and the
counts were converted to relative DDCS by dividing them

ELECTRON ENERGY (ev)
3 4 6 8 IO 20 40

I I I I I 1 I

by dW/dt . (Since the energy goes as t the TOF spec-
trum has to be multiplied by t' to get the DDCS.) The
relative DDCS as a function of ejected or scattered energy
were determined from TOF spectra measured at each
scattering angle. The spectra at different scattering angles
were corrected for variations in the target density and e-
beam current. For each angle 8, a fractional differential
scattering cross section (FDCS) as a function of the
scattering angle was defined as

d cT
O'FDcs = W' 8 ~

d 0'—I dW (W 8), (3)

b„„=+[1—a I'2(8; )/Fi (8; )j (4)

where T is the primary electron energy and do«, /dQ is
the total (elastic plus inelastic) differential cross section.
This was measured directly using a single-channel
analyzer instead of the MCA at an angle of 90', then at
the angle under consideration, and finally at 90' again.
These three measurements took 10 min each to obtain
better than 2% statistical accuracy. The procedure was
repeated at each angle and the measurement sets for
which the two 90' results agreed within 5% were retained
for use. All the 90' spectra were then forced to match to
obtain the FDCS angular distribution. The FDCS values
derived from the long-duration individual experiments
carried out at different angles were then matched to this
FDCS distribution. This was essentially the same pro-
cedure we used in an earlier note. ' The error in establish-
ing the relative scale by this procedure is estimated to be
6%.

The elastic differential cross section (DCS) at each an-
gle was determined from the relative spectra. In deter-
mining the elastic intensity the counts in the five channels
centered about the peak were added. The inelastic scatter-
ing contributing to this peak intensity was subtracted as
described in Appendix B. The elastic DCS at selected an-
gles was matched to the experimental absolute elastic
DCS by minimizing

100

LH. NLll1BER

where I'&(8;) and I'2(8;) are the absolute and relative
elastic DCS and a is the scale factor. The uncertainty in
a due to the errors in the absolute elastic DCS will be re-
ferred to as normalization error and is given in Table I.
In this way all the points were weighted equally irrespec-
tive of their magnitude.

The relative efficiency as a function of electron energy
of the detector used in the present experiments has been
previously reported. ' The detector efficiency at each pri-
mary energy was normalized to unity. The DDCS for a
given ejected energy 8' was divided by the normalized ef-
ficiency for that energy.

Finally, a correction for the electron transmission
through the rest gas using Beer's lwv as

FIG. 2. A typical time-of-flight spectrum. This one was ob-
tained using 2000-eV electrons on He at a scattering angle of
120'. The lower horizontal scale is given in channel numbers
which are linearly related to time of fhght and the upper hor-
izontal scale shows the scattered electron energy in eV.

was made, where n is the number density of the back-
ground gas, l is the path length, and o(W) is the total
cross section (TCS) of He for electrons of energy W. The
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TABLE I. Percentage error estimates for the DOCS.

Electron
energy y(dt /d fV) y(e( fV) }

Magnetic
field

effect

Overall'*b

percentage
error

2

6

10
16
20
40
50

1.6
1.7
1.8
1.8
1.8
2.0
2.1

2.5
2.8

4.1

3.7
3.4
3.1
2.9
2.3
2.1

1.3
1.1

2.8
2.0
1.6
1.4
1.3
1.0
0.9
0.6
0.6

—10, +13
-10,+ 12
—10, +12
-10,+ 12
—10, +11
—10, +11
-10,+ 11
—10, + 10
—10, + 10

average Iiroduct of I and the gas density was found to be
2.2g 10' m . The TCS needed for 2—50-eV electrons
were taken from the published results of Kennerly and
Bonham'6 and for higher electron energies we employed
the data reported by Blaauw. ' However, for 1- and 2-
keV electrons, the TCS were determined by extrapolating
the curve fitted to the Bethe-Born formula using the data
of Ref. 17.

IV. ERROR ANALYSIS

Errors involved in a scattering experiment to measure
angular and energy distributions of scattered electrons can
be broken up into those affecting the angular distribution
and those affecting the energy distributions. Errors such
as the path-length correction' arising from the variation
of the intersection region of the detector view cone, and
variations of the gas and electron beams with the scatter-
ing angle, would contribute to the former class of error.
Variation of the detector efficiency with energy, the at-
tenuation of the scattered electron signal by the rest gas,
background counts arising from known or unknown ef-
fects in the spectrometer, the background subtraction pro-
cedure, and the spectrometer transmission function for
electrons of different energy contribute to the latter class.
These sources of error are common to experiments em-

ploying electrostatic energy analyzers and the time-of-
flight method. A detailed error analysis for a TOP spec-
trometer used to measure total cross sections for electron-
molecule scattering has been given by Kennerly and Bon-
ham, ' Jones and Bonham, ' and Jones. The current
TOP spectrometer is similar to the latter with the ac@ed
provision for angular resolution of scattered and ejected
electrons.

The desired DDCS is obtained from the background-
corrected count rate I in a TOP spectrum vrhich is pro-
portional to d cr/dt d Q. Equation (2) can be rewritten in
the form

'The other energy independent errors are y(b t), 0.5%; y(g( W) ),
2%%uo', relative scale error, 6k; normalization error, 6%', count
rate error, 3'.
All the errors are added quadratically except the magnetic field

effect which decreases the DOCS. This error was included

asymmetrically.

2

dWdQ ' ht bQ nciclrt(W)e(W)(dW/dt)
'(W, e)=

where all the parameters have the same meaning as be-
fore. Prom this equation some readily identifiable errors
can be listed as follows.

1. Statistical accuracy in the measured counts: The
standard deviation in the measured number of counts is
given by the square root of the number of counts. In the
present experiment a normalized (to 1 sec) spectrum ob-
tained after diverting the gas into a remotely located noz-
zle was subtracted from the one obtained when the gas
was flowing through the nozzle into the scattering center.
The subtracted count rate I was typically about 90% of
the unsubtracted count rate. For convenience we can
write the standard deviation in the counts as 1.1(I t, )'~t

where t i is the acquisition time.
2. Channel width variation: The TAC-MCA system

was analyzed for channel width variation using the
method given by Coleman et al. ' There was no variation
in the channel widths within the measurement accuracy of
+1%. Repeated channel width calibration employing a
time calibrator (Ortec 462) gave an average channel width
of +0.5% estimated accuracy.

3. Error in dt/d W: This error arises mainly due to the
error in the flight time t The r.elative error in this quan-
tity, y(dt/d W), is given by

y(dtldW)=[(35tlt) +(251/I) ]'~2,

where I is the flight length while I and 5t are the errors
in the flight distance and time, respectively. The flight
distance uncertainty is less than 1 mm. The uncertainty
in the flight time is due to the nonlinearities in the chan-
nel widths as well as the uncertainty in the absolute time
mark (in Ref. 19 this is referred to as an energy bench-
mark) for the TOP spectrum. This is established from the
position of the center of the elastic line which has a
known primary energy. A check on the time scale is pos-
sible from the location of the photon line. This check was
always made in all the spectra. An error in the absolute
time mark was estimated to be 0.8 ns or half a channel
width. Using these numbers a formula for y(dt/dW) in
the form of [a +b (ht/t) ]'/ % with a=2.5 and
b =22 500 was obtained.

4. Error in the relative detector efficiency: The relative
detector efficiency is determined experimentally to within

2%. The details of this determination and the analytic
expression for il have been given by Goruganthu and Wil-
son. ' The same detector was used in the current experi-
ments. The amplifier and the constant fraction timing
discriminator (Ci'I'D) were changed in an effort to in-
crease the signal in some of the experiments. The TOP
spectrum taken with the new amplifier and ClTD was
compared with that obtained using the old set of electron-
ics. There was no change in the shape of these two spec-
tra. The comparison experiment was repeated at different
angles to estabhsh that the shape of the relative detector
efficiency as a function of electron energy does not de-
pend on the post-signal-processing electronics or the ejec-
tion angle.

5. Error in the absorption correction: The absorption
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correction is about 14% for 2-eV and 3% for 50-eV elec-
trons when the rest gas pressure is 160 pTorr. Taking an
estimated accuracy in the pressure measurement of
+30%, allowing for absolute temperature variations of
3%, and a +3% error in the total cross sections, the rela-
tive error in e, y(e), is given by

y(e) =0.303 inc .

6. Error in establishing the relative scale: The pro-
cedure of establishing the relative scale was detailed in
Sec. III. The error in the relative scale is obtained from
reproducibility of the measurement and is generally better
than +6%. In establishing this scale the low-energy elec-
tron contribution to the total count rate which is sensitive
to transmission changes wss excluded.

Apart from the above obvious errors, special attention
to the background counts originating from wall scattering
and or aperture scattering is warranted. In a TOP spec-
trum random start pulses (start pulses unrelated in time
with the stop pulse) have a constant probability for con-
version and produce the same background in every chan-
nel. Typical sources of these pulses include the noise
pulses from the MCP's and any pulses produced from
metastable helium atoms which have flight times several
multiples of the experimental duration of 2 p, s. This
background is taken as the count rate in the channels
preceding the occurrence of the photon line. This method
was employed in Refs. 16, 19, and 20. A significant num-
ber of uv photons were detected and nearly all of these
were distributed in channels preceding the elastic line with
a peak occurring at a flight time of 1.5 ns. The photon
contribution to the elastic line was negligible.

A second source of potential error is secondary elec-
trons produced at the aperture by electrons and photons.
This is also a problem in experiments employing electro-
static analyzers. The aperture scattering is due mainly to
elastically scattered electrons hitting the aperture (whose
diameter is 2 mm) which can produce secondary electrons
that travel down the flight tube to the detector. To mini-
mize this effect, the aperture was made in a cone of
semivertical angle of about 30' and coated with colloidal
graphite to reduce secondary emission. Assuming the
aperture to be of a finite thickness of 0.25 mm the solid
angle subtended by the walls of this aperture at the
scattering center is calculated from the formula,

LA =2m
a b

(F2+~2)1/2 (p2+g2)1/2

where r is the radius of the aperture and a and b are the
distances from the scattering center to the front and rear
surfaces of the aperture, respectively. In our experimental
configuration, this turns out to be 2.5 @sr while the aper-
ture solid angle is 420 @sr. This suggests that the max-
imum aperture scattering is 0.6% of the detected signal.
The ratio of photons to the elastically scattered electrons
is typically less than 0.1. Hence, the detected photon-
produced secondary electrons are negligible (~0.06%).
The maximum secondary emission yield for carbon is
about 1 and occurs at a primary energy of about 300 V.
The angular distribution of these secondaries from poly-

crystalline surfaces such as colloidal graphite is
known to be a cosine distribution about the normal to the
surface. Since the electrons hit the aperture walls at a
grazing angle of about 0.6', the effective probability for
these secondaries to hit the detector is calculated to be
2.4)& 10 and this translates to less than a 0.3% effect on
the number of counts in any channel. It is to be noted
that there are no other apertures between the scattering
center and the detector. No detailed analysis on the possi-
bility that secondary electrons produced in the flight tube
will contribute to the signal was made. However, it can-
not be a significant effect because the value of the cosine
distribution at the near-zero glancing angles accepted by
the detector is very small.

Electric and magnetic fields could affect the angular
distributions of the scattered electrons. These would also
affect the transmission of the electrons through the flight
tube depending on the energy of the electron. Precautions
were taken to minimize punch through fields from the
zoom lens and no known electrostatic fields were present
between the scattering center and the detector. Magnetic
field compensation was discussed in Sec. II. No ac mag-
netic fields were measurable. The magnetic field effect on
a 1-eV electron was calculated to be negligible. In this
calculation it was assumed that the electrons originated
from a point. Since the solid angle is limited by the aper-
ture and not by the detector, there would not be any loss
in the detected signal due to the bending of the electron
trajectories by the magnetic fields. However, since the
scattering occurs from points distributed approximately in
a Gaussian shape about the scattering center with a
FWHM of 1.5 mm, a rough calculation suggests a max-
imum possible error of 4%. Since the magnetic field is
not measured over the whole region, this estimated correc-
tion was not made. Further, the maximum angular error
in the scattering angle because of the magnetic field was
estimated to be less than 0.1'. This effect on the DDCS
should be negligible for low-energy electrons, since the
DDCS varies very slowly with angle. The magnetic field
effect on fast scattered electrons, for which the DDCS is
strongly angle dependent, is smaller.

The influence of patch effects on the measured cross
sections is very complicated to model. It was reduced by
designing the flight tube to have a diameter several times
the entrance aperture on the cone. ' ' ' From time to
time, when a loss of transmission was detected, the aper-
ture cone and the flight tube were cleaned and recoated
with "Aerodag. " %e were able to regain the previous
transmission characteristics. To understand the effect of
contact potentials, we studied the low-energy electrons
(0.8—2.4 eV) produced in the electron scattering from
molecular nitrogen. The positions of autoionizing peaks
corresponded to the literature values indicating that the
effect on the energy scale is insignificant. However, large
transmission effects ( -50%) below about W=4 eV were
occasionally observed. Our observations suggest that the
present cross-section values for low-energy electrons will
be a lower bound to the true value since any loss in
transmission will reduce the cross section.

One further possible source of error affecting the angu-
lar distribution is an angular-dependent absorption correc-
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TABLE II. Comparison of the DCS for elastic scattering of 200-eV electrons by helium. All results
are in umts of 10 ussr. The scattering angle is denoted by e. Numbers in square brackets are inter-

polated values. The number in parentheses is the power of ten by which the preceding number is multi-

plied.

30
45
60
75
90

105
120
135
150

Present
results

2.74(3)
1.15{3)
5.50{2)

279
191
138
97.1

82.8
72.1

Bromberg'

2.76{3)
[1.16&3 )]
5.57(2}

[313]
190

[131]

2.63(3)

5.38(2)

[127]

[74]

Jansen
et aI.'

2.81(3)
1.14(3)

Crooks
and

Rudd"

3.25(3)

[6.60(2 }]

233

[122]

84.3

Byron and
Joachain'

2.91(3)

5.43(2)

184

95.1

'These values were cited by Byron and Joachain, Ref. 29.
bReference 30.
'Reference 26.
~Reference 28.
'Reference 29.

tion due to the fact that the gas inlet is tilted with respect
to the ejected electron detection plane. Calculations
showed that the correction due to this asymmetry was less
than 0.2%.

The effect of all the above cited errors on the DDCS
are given in Table I.

V. RESULTS AND DISCUSSION

This section has been subdivided into four parts to
present the DDCS and the angular variation of the elastic
intensity for each primary energy. Comparisons of the
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FIG. 3. Absolute DDCS for He for 2-eV ejected energy and a
primary energy of 200 eV. Circles denote the present results
and triangles those by Erhardt et a/. Dashed curve is from the
recommended values by Kim and the solid hne is a fit to an ex-
pans1on 1n Legendre polynomials us1ng the present data.

FIG. 4. Absolute DOCS for He for 4-eV ejected energy and
200 eV primary energy. The squares represent the results of
Shyn and Sharp and crosses denote those by Opal et a/. For the
definition of other symbols see the caption to Fig. 3.
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FIG. 5. Absolute DOCS for He for 6 eV ejected energy and
200 eV primary energy. For the definition of symbols see the
captions to Figs. 3 and 4.

FIG. 7. Absolute DDCS for He for 10 eV ejected energy and
200 eV primary energy. For the definition of symbols see the
captions to Figs. 3 and 4.

elastic differential cross sections with the available litera-
ture data are presented at each energy in a tabular form.

A. 200-eV primary electrons

0
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FIG. 6. Absolute DDCS for He for 8 eV ejected energy and
200 eV primary energy. For the definition of symbols see the
captions to Figs. 3 and 4.

The experiment was carried out at scattering angles of
30', 45', 60', 75', 90', 105', 120', 135', and 1SO'. The ex-
periment was repeated at scattering angles of 60' and 90'.
Since at this energy the energy resolution in the elastic
peak was 25 eV, there is no significant inelastic intensity
contribution to the elastic peak (see Appendix B). We
selected for normalization the elastic DCS at 4S' reported
by Jansen et al. 26 (+6%) and the ones at 60' and 90' by
Bromberg (+3%). A normalization factor was so
chosen (as described in Sec. III) to best scale the present
relative elastic DCS data to these selected values. The
normalized elastic DCS are presented in Table II. Note
that the experimental values at 60' and 90' are the average
of two independent measurements.

The experimental elastic DCS is estimated to have an
accuracy of +12%. An examination of Table II indicates
that the present experiment agree very well with the
theoretical values of Byron and Joachain and that the
angular shape is in close agreement with that of Crooks
and Rudd, whose values are about 20% higher than the
present results. At large angles the results of Sethuraman
er al. fall off faster than the present experiment. Final-
ly, there is good agreement in shape between the present
results and those of Bromberg.

The photons produced were found to be isotropically
distributed at this and the other primary energies. An ac-
count of the expected photon yield in the present experi-
ment is given in Appendix A. Although the calculation
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presented there was for 500-eV electrons the conclusions
are equally valid for this and the other primary energies.
A high degree of radiation trapping is shown to be present
in the experiment. The isotropic distribution of photons
served as an additional check on the relative scale deter-
minstion.
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FIG. 8. Absolute DDCS for He for 15.9 eV ejected energy
and 200 eV primary energy. For the definition of symbols see
the captions to Figs. 3 and 4.
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FIG. 10. Absolute DDCS for He for 40 eV ejected energy

and 200 eV primary energy. For the definition of symbols see

the captions to Figs. 3 and 4.

The DDCS at 2, 4, 6, 8, 10, 15.9, 20, 40, and 50 eV ejec-
tion energy were plotted as a function of the ejection angle
as shown in Figs. 3—1 l. The DDCS at these ejected ener-

gies were obtained by Lagrange's interpolation formula '

since it strongly weights the experimental points in the vi-

cinity of the point being interpolated. By altering the
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FIG. 9. Absolute DDCS for He for 20 eV ejected energy and
200 eV primary energy. For the definition of symbols see the
captions to Figs. 3 and 4.
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FIG. 11. Absolute DDCS for He for 50 eV ejected energy

and 200 eV primary energy. The solid circles denote the mea-
surements by Crooks. For the definition of other symbols see
the captions to Figs. 3 and 4.
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number of points for interpolation, the error in the inter-
polation was investigated and found to be within the sta-
tistical accuracy. Procedures using window averaging in
the neighborhood of the selected ejection energy also gave
similar values in most cases. At ejection energies between
35.5 and 39.1 eV the ionization lines arising from the
states 2s2p and 2s3p were observed. The interpolation
was done carefully for the ejected energy of 40 eV because
of the strong variations of the DDCS with energy around
this value.

In Figs. 3—11 the present results were denoted by cir-
cles together with the uncertainties in the measurements.
Where possible, the measurements by Opal et al. are
shown by crosses. These values were cited to have an es-
timated accuracy of +25%. The results of Shyn and
Sharp are indicated by squares and have an estimated ac-
curacy of +17%. Also shown, by triangles, are the mea-
surements by Erhardt et al. with accuracy of +15% in
absolute magnitude and +2% in the angular shape. The
suggested values of Kim' are given by the dashed curve
computed from his Legendre-polynomial coefficients.
The solid line in these figures is the result from a least-
squares fit of the DDCS to an expansion in Legendre po-
lynomials of the form

d2 4
= g A„(W)P„(cos8),

n=0
(10)

where I'„ is the nth-order Legendre polynomial and 8 is
the ejection angle and the coefficients A„(W) are func-
tions of the ejected energy Wand incident energy T.

The present results for the DDCS are in good agree-
ment with the measurements of Erhardt er al. in angular
shape of ejected energies between 2 and 40 eV. At 2 eV
ejected energy, both the present results and those of
Erhardt et a1. show a rapid increase in the DDCS with
angle in the backward direction. This feature is missing
in the suggested DDCS of Kim. ' This trend continues
up to ejection energies of about 20 eV. The peak in the
angular distribution in the range of 45' to 90' of ejection
angle grows with increasing ejected energy. This feature,
due to knock-on collisions, is well understood and has
been discussed by several authors. 3 The results of Opal
et al. disagree in shape and magnitude with the present
results. Their values seem to disagree most for 30' and
150' of ejection angle. The same observation was made by
Shyn and Sharp, Rudd and DuBois, 6 and Kim. ' In
Figs. 4—11 the data of Shyn and Sharp for very small
ejection angles are not shown. At 4 eV their DDCS at 6
ejection angle is 4 times the upper limit of the ordinate of
our plot. To bring out the differences among the different
measurements on a sensitive scale, their data below 24'
ejection angle were omitted. Their measurements show a
dramatic increase in the DDCS below about 36' of ejec-
tion angle. This type of behavior is not indicated in the
data of Erhardt et al. and is in disagreement with the
present results at 30' ejection angle. Shyn employing the
same apparatus has reported forward peaking in the
DDCS for molecular nitrogen. Interestingly, the same
feature was reported by Rudd and DuBois who employed
a static gas cell. However, the measurements by Shyn and
Sharp were made with a beam-beam apparatus with the

gas pressure around the scattering center only a factor of
3 higher than the background pressure. One might guess
that experiments using static gas cells or little gas beam
collimation may have something to do with such a feature
being present. This forward peak was also absent in the
suggested values by Kim, ' who cited the work of Oda
and Nishirnura concluding that the peak is an experi-
mental artifact. Although explicit comparisons of the
present data with that reported by Rudd and DuBois were
not presented in Figs. 3—10, an examination of the figures
in Ref. 7 suggest that at 20 and 40 eV ejected energy the
results of Rudd and DuBois are in good agreement with
those by Shyn and Sharp but at 10 eV the Rudd and Du-
Bois results are slightly lower than those by Shyn and
Sharp. Therefore, whatever was said above about Shyn
and Sharp's data in light of the present experiment will
hold true with the results of Rudd and DuBois. In Fig.
11 a comparison of the present data with those of
Crooks, who made measurements on the apparatus later
employed by Rudd and DuBois, 6 for W=SO eV is
presented. The agreement seems to be quite good for this
ejected energy.

The DDCS integrated over the ejection angle yields a
quantity do/dW called the single differential cross sec-
tion (SDCS). From the least-squares fits to the
Legendre-polynomial expansion in Eq. (9) the SDCS is ob-
tained from Ao as

=4irao( W) .
de

In the least-squares-fit procedure the number of coeffi-
cients was varied from 3 to 7 and the fit to the DDCS was
studied in each case. Typically, five coefficients seem to
give the most reasonable fit to the experimental data. The
variations in the value of Ao with the number of coeffi-
cients were small (&3% going from 4 to 6 coefficients)
and hence the error in determining the SDCS by this pro-
cedure was estimated to be 3%. If the errors in the
DDCS were random the error in the fit coefficient Ao
would be smaller than the individual random errors in the
data points. This was confirmed by adding 10% uniform-
ly distributed random noise to the values obtained from
the fit coefficients of Kim' and least-squares fitting of
the resulting data. Comparisons of SDCS among dif-
ferent experimental results should depend only on sys-
tematic errors such as the absolute scale normalization
and variations in the energy distributions caused by vari-
able transmission through the analyzer for different velo-

city electrons.
Plots of the SDCS as a function of the ejected energy

for two targets such as helium and nitrogen look about
the same. Hence, there is very little information conveyed
by them. Further, the SDCS increases rapidly as the
ejected energy approaches zero. If one were to obtain the
total ionization cross section from such a plot by a
straightforward integration over the ejected energy, it
would be necessary to know the data for very low energies
very accurately. It was pointed out by Kim" that a modi-
fied SDCS, Y'(E, T), plotted as a function of the inverse of
the energy transfer in the collision amplifies the structure
in the low-energy portion of the SDCS. This was referred
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to as the Platzman plot. The variable Y(E,T) is defined

as
I FGENQ

+ T=2000 .V

T=1000 eV
6 T=500 CV

C3 T=200 eV

where T is the primary electron energy, E is the energy
transfer in the collision leading to the production of a
secondary electron of energy W, oo is the Bohr radius
(0.529)&10 cm), R is the Rydberg constant (13.6 eV),
and der+/dE is the Rutherford cross section. In the case
of helium, E is related to Wby E= W+ 24.6 eV. Elec-
trons originating from autoionization have also been treat-
ed as if they are produced by direct ionization. Discus-
sions on graphical procedures can be found in the work of
Kim. " Note that Y(E,T) is dimensionless. In collisions
leading to the production of fast secondary electrons,
Y(E,T) approaches the effective number of electrons in
the target when T is large. A plot of Y'(E, T) for 200 eV
primary energy is given in Fig. 12 together with the plots
for 500, 1000, and 2000 eV.

It was found that the experimental values for Y as a
function of R/E can be approximated by an empirical
function of the form

0, 0 o. 1 0.2 0.3
R/E

o.4 o.5 o.6

Y(E,T)=2+a/[p +(E/R) ], (13)

where a and p are constants which are determined by a
least-squares-fit criterion. In Fig. 12 the analytic fit
values are represented by the solid line. The total ioniza-
tion cross section o;,„was calculated using the relation-
ship

X2
o;,„(T) =4rra 0

—J Y(E, T)d (R /E'), (14)

where X& and Xz are 2R/(T+ 24.6) and R/24. 6, respec-
tively. These kinematic limits are shown in Fig. 12 by the
vertical lines. This integral was evaluated analytically to
find o;,„using the parameters a and p. This procedure
was applied to the calculated DDCS of Bell and Kingston
in the Born approximation for 1000 eV primary energy

FIG. 12. Platzman plot of the single-differential cross section
expressed as Y(E,T) vs R/E where R is the Rydberg unit of
energy, E is the energy loss which can be written as the sum of
the ionization potential of He and the ejected electron energy,
8', and T is the incident electron energy. See Eq. (12) and the
associated text for a definition of Y(E,T). The right and left
boundaries of Y correspond to ejected electron energies of zero
and (T—24.6)/2 eV, respectively. Notice the autoionization
lines in the spectrum. The energies for the vertical lines mark-
ing the location of autoionizing features were taken from Ref.
50.

and was found to give o;,„ to 0.7% accuracy. With the
experimental SDCS for T=200 eV, from the above pro-
cedure we obtained a value of 0.371&(10 ' cm for the
total ionization cross section. In Table III comparisons of
cr;,„otbian edby different authors are presented.

TABLE III. Comparison of the reported total ionization cross sections cr;,„{T) with the present results for electrons of various in-
cident energies. All numbers are in units of 10 ' cm .

Measurement
Incident energy {eV)

500 1000

This experiment

Rapp and Englander-Golden'
Smith
Bell and Kingston
Shyn and Sharp'
Opal et al.
Rudd and DuBoisg

0.371+0.044
0.347+0.024
0.322'
0.396'
0.290+0.049
0.369+0.092
0.234+0.059

0.221+0.027
0.224+0.016
0.204
0.226

0.242%0.061

0.144+0.017
0.141+0.010
0.126
0.133

0.115+0.029

0.0804+0.0096

0.0730
0.0759

0.0670+0.017

'Reference 35.
Reference 36.

'No error estimate is available.
K. L. Bell and A. E. Kingston, J. Phys. B 2, 1125 (1969}.

'Reference 7.
Reference 4.

gReferenee 6.
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TABLE IV. Comparison of the present experimental elastic DCS for 500-eV electrons with literature values. All values are given
in units of 10 a 0/sr (i.e., 0.28 X 10 2~ cm /sr). See caption of Table II for further details.

8
(deg)

30
45
60
75
90

105
120
135
150

Present
expt.

945
305
109
48.6
28.2
20.1

14.9
12.2
11.0

8romberg
Ref. 37

915
288
113
[55.5]
31.3

[20.3]

Sethuraman
et al.

Ref. 30

941
[276]
111
[48.3)
25.4

[15.3]
9.3

[7.5]
6.7

Oda
et al.

Ref. 5

[31.5]

[11.5]
[9 3]

Byron and
Joachain
Ref. 29

890
257
108
53.2
30.1

19.5
13.8
10.8
9.04

Pink and
Yates

Ref. 38

874
281
115
57.1

33.0
21.5
15.4
12.1
10.2

Jansen
et al.

Ref. 26

933
300

An examination of Table III indicates that the present
experiment agrees very well with the measurements by
Rapp and Englander-Golden and that by Smith. 36 How-
ever, the results by Rudd and DuBois are lower than the
present results. In general all the other values are in
agreement with one another within the error bars.

B. 500-eV primary electrons

At 500 eV primary energy, the experiment was carried
out over the angular range of 30' to 150' in steps of 15'.
The experiment was repeated at 60 and 90' of scattering.
The experiment was also done at 45' and 120' with half
the background pressure to study the pressure dependence
of the attenuation correction. For this primary energy, we
selected for normalization the elastic DCS at 45' reported

by Jansen et aI.26 and those of 60' and 90' by Bromberg.
The experimental relative elastic DCS were normalized to
these selected elastic DCS by the method outlined in Sec.
III. The elastic differential cross sections for 500-eV elec-
trons are presented in Table IV along with the other re-
ported measurements for comparison. Significant correc-
tions for failure to separate elastic and inelastic scattering
were applied as outlined in Appendix B.

The angular distribution of the present elastic DCS is in
good agreement with the theoretical calculations of Byron
and Joachain using an ab initio optical model theory
and the partial-wave calculations of Fink and Yates who
used a Hartree-Fock-Slater potential. Note that the latter
results are higher in the backward direction (8 p 90') than
those by Byron and Joachain. The values of Sethuraman
et al. 3 fall off much faster with angle above 75 than ei-
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FIG. 13. Absolute DDCS for He for 2 eV ejected energy and
500 eV primary energy. For the definition of symbols see the
captions to Figs. 3 and 4.

FIG. 14. Absolute DDCS for He for 4 eV ejected energy and
500 eV primary energy. For the definition of symbols see the
captions to Figs. 3 and 4.
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FIG. 17. Absolute DDCS for He for 40 eV ejected energy
and 500 eV primary energy. For the definition of symbols see
the captions to Figs. 3 and 4.
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FIG. 16. Absolute DOCS for He for 20 eV ejected energy

and 500 eV primary energy. For the definition of symbols see
the captions to Figs. 3 and 4.

ther the present results or the two theories.
The DDCS at 2, 4, 10, 20, and 40 eV ejected energy as a

function of ejection angle are shown in Figs. 13—17 along
with the results by Opal et al. , Erhardt et al. , and Kim.
At 2 eV ejected energy, there is excellent agretunent be-

tween the results of Erhardt and Kim in shape and mag-
nitude. The present experiments are also in good agree-

ment with these two results between 30' and 110'. How-
ever, the present results are higher above 110' and seem to
hint at the existence of a broad peak in the backward
direction. Similar behavior for 2-eV ejected electrons was
pointed out in Sec. VA at a primary energy of 200 eV.
The present experiments display a trend in the angular
distribution with primary energy The .increase in the
backward direction at 500 eV primary energy is less pro-
nounced than for 200 eV. At 4 eV the results of Erhardt
et al. lie slightly above at 8 ~ 90' and below at 8 & 90' the
suggested values of Kim. The present results are still
slightly above Erhardt et al. and the results by Opal
et al. are in disagreement with the present results. The
situation at 10 eV is essentially the same as that at 4 eV.
At 20 eU ejected energy there appears to be good agree-
ment in the shape of the angular distribution between the
present results and those by Erhardt et al. but the sug-
gested values by Kim are lower at large and small ejection
angles than the present experiment. At 40 eV our results
are again in agreement with those by Erhardt et al. in
shape but their results are about 40%%uo smaller in magni-
tude. Suggested values of Kim are in fair agreement with
the present results as are those by Opal et al. The
disagreement with the data by Erhardt et al. is surprising
considering the general agreement for 200 eV. The results
by Oda and Nishimura and Oda at 500 eV primary en-

ergy were presented at ejection energies of 27.5, 35.5, and
43.5 eV. Their experimental DOCS were normahzed at
each ejected energy so that the peak heights of the broad
maxima in the angular distribution agreed with calculated
values employing binary-encounter theory. An examina-
tion of their data in the angular range 30' to 130' shows
agreement in shape between their results and the present
experiment.
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The SDCS for 500 eV primary energy shows a mono-

tonic decrease with ejected energy. A plot of F(E,T) for
T=500 eV is given in Fig. 12. The total ionization cross
section for 500 eV is given in Table III. A comparison
with other values suggests agreement among the different
results.

C. 1000-eV primary electrons

The experiment was carried out at ejection angles be-

tween 30' and 150' in steps of 15'. The experiment was

repeated at 60', 90', and 120' of scattering. A normaliza-
tion factor for the relative elastic DCS was found by
matching the experimental data at 45' and 90 to the 45'
datum by Jansen et al. (+6%) and to the theoretical
elastic DCS by Fink and Yates" at 90' by the procedure
detailed in Sec. IH. The present normalized elastic DCS
are presented in Table V. The corrections for inelastic
scattering are discussed in Appendix B. Other published
results are included in the table for comparison. The
agreement between the shape of the present elastic DCS
and that for the theoretical calculations of Fink and
Yates is very good.

The DDCS at 2, 4, 10, 20, and 40 eV of ejected energy
are presented as a function of the ejection angle in Figs.
18—22 along with the suggested values of Kim' and the
data by Opal er al. There does not seem to be any pub-
lished experimental data at this incident energy since the
measurements by Opal et al. Between 4 and 40 eV eject-
ed energy, the suggested values by Kim are generally
lower than the present measurement. At 4 eV the results
of Opal er al. are about 25% lower than the present mea-
surement at around 90' and show a totally different angu-
lar distribution. Above %=6 eV (not shown) the Opal
et al. results show a similar angular variation as the
present data except at 30' where their data are too small.
There is better agreement between these two measure-
ments at this primary energy than at 200 or 500 eV. The
agreement can be seen to improve with increase in ejected
energy. Lastly, the suggested values of Kim are in very

good agreement with the Opal et al. results above —10

40 80 120

ANGLE OF EJE(:TION

160

FIG. 18. Absolute DDCS for He for 2 eV ejected energy and
1000 eV primary energy. Circles denote the present experiment.
Solid line is a fit to a Legendre-polynomial expansion using the
present data. Dashed line is the recommended curve of Kim.

TABLE V. Comparison of the present experimental elastic
DCS for 1000-eV electrons with literature values. All values are
given in units of 10 ' cm /sr. See the caption of Table II for
further details.

I
w

EU

F0

8
(deg)

30
45

75
90

105
120
135
150

'Reference 38.
bReference 26.

Present
expt.

99.3
22.7

8.45
3.80
2.20
1.38
1.02
0.87
0.68

Fink and
Yates'

88.1

[23.1]
8.51

[4.01]
2.24

[1.43]
1.01

[0.78]
0.66

Jansen
eg al. '
87.4
22.0
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FIG. 19. Absolute DOCS for He for 4 eV ejected energy and
1000 eV primary energy. Crosses denote the data by Opal et al.
See the caption to Fig. 18 for the definition of other symbols.
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FIG. 20. Absolute DDCS for He for 10 eV ejected energy
and 1000 eV primary energy. For the definition of symbols see
the captions to Figs. 18 and 19,

eV except ai 30'. The 2 eV ejected energy data presented
in Fig. Ig need some explanation. The solid curve is a fit
to the data excluding the data points at 135' and a repeat-
ed measurement at 120' which lie about 50go below the
values given by this curve. These data were scaled by this
amount and are plotted in the figure as solid circles. The

FIG. 22. Absolute DDCS for He for 40 eV ejected energy

and 1000 eV primary energy. For the definition of symbols see

the captions to Figs. 18 and 19.

reason for doing this is that there was a loss of transmis-
sion for these low-energy electrons and, by scaling, all the
measurements are brought to a constant transmission at
this ejected energy. A comparison of the two spectra at
120' ejection angle is presented in Fig. 23. This shows a
gradual increase in the difference between the two spectra
from 6 eV down to about 2 eV with no sign of the shape
resonance of nitrogen at 2.5 eV, which would have been
present if the transmission loss had originated from a
high partial background pressure of nitrogen. Hence we
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FIG. 21. Absolute DDCS for He for 20 eV ejected energy

and 1000 eV primary energy. For the definition of symbols see

the captions to Figs. 18 and 19.
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FIG. 23. A comparison plot of two measurements made at
120' scattering angle and 1000 eV primary energy illustrating
the loss of transmission for low-energy electrons over time. The
two spectra were obtained 10 days apart with the lower
transmissions spectrum obtained later.
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believe that the smooth loss in transmission below 3.5 eV
is an indication of transmission loss as opposed to a
change in absorption cross section.

A plot of F(E,T) for 1000 eV primary energy is shown
in Fig. 12. From the procedure stated in Sec. VA, e;,„
was computed and is given in Table IH. Other reported
measurements were also included for comparison. Within
the accuracy of the present measurement, there is good
agreement among the various values.

D. 2000-eV primary electrons

At this energy, the experiment was carried out in the
angular range of 30' to 150' in steps of 15 . The experi-
ment was repeated at 60' and 120'. At this energy, the
elastic scattering intensity at 8~90' is quite small. The
procedure of placing of various spectra on a relative scale
as we did earlier tous not done ar this energy Ins.tead each
spectrum was individually normalized at each angle to the
elastic DCS calculated by Fink in the Born approxima-
tion. Comparisons could be made between these theoreti-
cal results and the values of Jansen et a1.2 at 30' and 45'.
The values used for normalization are presented in Table
VI. The corrections for inelastic scattering contribution
to the elastic line are given in Appendix B.

The DDCS at 2„4, 10, 20, and 40 eV are presented in
Figs. 24—28. The only other experiment so far reported is

by Opal et al. At W=4 eV the Opal et a/. results ap-
pear to peak more sharply than the present results and are
lower than the present results by 10—30%. Again a
difference in the angular distribution between these results
is apparent. The deviation is greatest at the extreme an-

gles. The concordance between these two experiments
seems to improve with higher ejected energy and at 40 eV
ejected energy they are in fair agreement. The suggested
values of Kim'~ are about 10% lower than the present re-
sults above 60' and for ejected energies above 10 eV. At 4
eV there is good agreement between these two results ex-

cept at 135' and 150', where the present results are higher.
At 2 eV ejected energy transmission problems were again
encountered. The chronological order in which the exper-
iments were carried out was 120', 90', 75', 60, 45', 150',
135', 105', 60', 30', and 120'. The plotted experimental
data clearly indicated a sudden change in the transmission

TABLE VI. Elastic DCS values used for normalization for
2000-eV electrons. All values are in units of 10 cm /sr.
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FIG. 24. Absolute DDCS for He for 2 eV ejected electron en-

ergy and 2000 eV primary energy. Circles denote the present re-
sults. Solid circles represent cross-section measurements
corrected for low transmission. Solid hne is a fit to a I.egendre-
polynomial expansion. Dashed line is the recommended curve
of Kim.

30
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'Reference 40.
bReference 26.

Fink and
Yates'

26.4
6.08
2.14
0.985
0.544
0.344
0.243
0.187
0.157

Jansen
et al. b

26.3
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FIG. 25. Absolute DDCS for He for 4 eV ejected e1ectron en-

ergy and 2000 eV primary energy, Crosses denote the measure-
ments by Opal et al. See the caption to Fig. 24 for the defini-
tion of other symbols.
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FIG. 26. Absolute DDCS for He for 10 eV ejected energy
and 2000 eU primary energy. For the definition of symbols see
the captions to Figs. 24 and 25.

FIG. 28. Absolute DDCS far He for 40 eV ejected energy
and 2000 eU primary energy. Far the definition of symbols see
the captions to Figs. 24 and 25.

for 2-eV electrons in going from 45' to 150'. In other
words, the data appear to fall on two different smooth
curves. %'e corrected the data at 120', 90', 75', 60', and
45' by 40% to bring the data to the higher observed
transmission. The corrected data are represented by the
solid circles in Fig. 24.

A plot of F(E,T) is given in Fig. 12 for 2000 eV pri-
mary energy and the derived o;,„ is presented in Table III
along with comparisons.
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FIG. 27. Absolute DDCS for He for 20 eV ejected energy
and 2000 eU primary energy. For the definition of symbols see
the captions to Figs. 24 and 25.

UI. COMPARISON OF THE PRESENT DDCS DATA
WITH BORN CALCULATIONS

In this section we compare the present DDCS data with
the theoretical values of Bell and Kingston who used a
Coulomb wave function for the ejected wave and plane
waves for the incident scattered electrons. This calcula-
tion was carried out in the first Born approximation and
only the first five partial waves were used for the ejected
electron wave function. For the ground-state wave func-
tion for helium, they used the six-parameter Hylleraas
wave function of Stewart and Webb. ' They also ensured
the orthogonality between the initial and final states. This
calculation appears to be more sophisticated than other
calculations reported in the literature. Their calcu-
lated numbers were quoted to be accurate to +5% within
the Born approximation. This conclusion was reached by
comparing the results obtained from calculations based on
velocity and length formulations. These authors have
given their results in numerical form. In Table VII, the
present experimental DDCS are compared with the Born
calculations of Bell and Kingston for incident energies of
200, 1000, and 2000 eV. Since they did not present any
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TABLE VII. Comparison of the present experimental DOCS at various impact energies ( T) with the Born calculations of Bell and

Kingston. The DOCS are in units of 10 cm sr '. The ejected energy is denoted by 8'. Both 8'and T are given in eV. The fig-
ure in parentheses denotes the power of 10 by which the number is to be multiplied.

Ejection angle

Expt.
30'

Theory Expt. Theory Expt. Theory Expt. Theory Expt.
150'

Theory

2 1.93(1)
4 1.47(1)

10 8.45
20 4.64
40 2.13

1.99(1)
1.85(1)
1.40(1)
8.83
4,60

1.66(1)
1.39(1)
9.69
6.33
3.16

1.83(1)
1.72(1)
1.35(1}
8.87
4.27

T=200 eV
1.40(1) 1.42(1)
1.19(1) 1.22(1)
8.14 7.67
4.27 3.69
1.45 9.61( —1)

1.80
1.32(1)
7.09
2.84
8.64( —1)

1.32{1)
1.01(1)
5.15
2.06
5.19(—1 }

2.71(1)
1.93(1)
9.42
3.86
1.23

1.61(1)
1.23(1)
6.31
2.52
6.33( —1)

2 772
4 765

10 4.87
20 2.55
40 9.46( —1)

9.81
8.S8
5.74
3.17
1.27

8.23
7.73
5.77
3.57
1.68

1.05(1)
9.49
6.87
4.26
2.09

T=S00 eV'
8.18 9.25
7.21 7.90
4.98 5.16
2.83 2.79
1.13 9.86( —1)

8.81
7.11
3.98
1.76
5.11(—1}

7.46
5.75
2.96
1.17
2.68( —1)

1.01(1)
8.11
4.64
2.01
6.46( —1)

7.22
5.53
2.80
1.10
2.61( —1 )

2 4,82
4 473

10 2.86
20 1.48
40 5.26( —1)

4.79
4.18
2.72
1.41
5.06

5.93
5.47
3.76
2.22
1.00

5.83
5.23
3.70
2.20
1.00

T=1000 eV
5.97 5.70
5.33 4.94
3.53 3.33
2.07 1.88
8.76( —1) 7.66( —1)

4.96
4.54
2.64
1.18
3.54( —1)

4.77
3.82
2.13
9.29( —1 }
2.54( —1 }

3.56
4.49
2.49
1.10
3.46( —1}

4.42
3.52
1.94
8.36( —1)
2.34{—1)

2 2.74
4 232

10 1.38
20 6.98( —1}
40 2.43( —1)

2.53
2.18
1.38
6.89( —1)
2.32{—1)

3.48
2.87
2.03
1.15
4.85( —1)

3.35
2.96
2.02
1.14
4.81( —1)

T=2000 eV
2.65 3.49
2.99 3.01
2.17 2.02
1.25 1.15
5.49( —1) 4.83( —1)

2.78
2.67
1.50
7.02( —1)
2.20( —1)

2.89
2.34
1.34
6.07( —1)
1.74( —1)

2.69
2.19
1.25
5.63( —1)
1.75( —1)

2.40
1.94
1.09
4.77( —1)
1.37( —1)

e theoretical values given here are calculated by the present authors using a two-term Clementi and Roetti wave function. See the
text for details.

numerical values at T=500 eV, we calculated the DDCS
in the Born approximation using a two-term Hartree-Fock
wave function for the helium ground state by Clementi
and Roetti. These results are given in Table VII. A
brief outline of the calculation is in order.

The present calculation method involved numerical in-
tegrations over the scattering angles of the triple-
differential cross section (TDCS). This in turn is calculat-
ed analytically as described by Brothers and Bonham.
In this calculation the orthogonality between the initial
and final states was ensured. The effective charge on the
ion formed in the collision was taken as unity. The Mott
cross section in the factorized Born description of ioniza-
tion was modified to be

do 4 2E 2E

where E is the momentum transfer and k; and k, are the
momenta of the incident and scattered electrons, respec-
tively. Note that this form is invariant to the exchange of
k; and k, . Actually, the results were quite insensitive to

the form used for the Mott cross section. Using the
Rutherford cross section instead of the Mott cross section
did not change the result by more than a few percent. Fi-
nally, the use of a two-term wave function for the
Hartree-Fock description of the ground state instead of a
more accurate five-term one was investigated in Ref. 47
and it was concluded that the two-term function is ade-
quate.

The present calculated results at 2000 eV impact energy
are in quite good agreement with those by Bell and
Kingston at all but very large angles, where the present
calculated DDCS are lower. Even at 200 eV the agree-
ment was quite good between 30' and 120'. Hence, we be-
lieve that the present calculated numbers at 500 eV in-
cident energy are of comparable accuracy to those by Bell
and Kingston at other incident energies in the angular
range of 30' to 120'.

A perusal of Table VII suggests that there is good
agreement between the theory and experiment near the
broad inaximum in the angular distributions of secondary
electrons at 1000 and 2000 eV. However, the theoretical
values are lo~er by -25% than the experimental values
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at angles of ejection greater than 90' at these primary en-

ergies. At 200 eV, the theoretical values are larger than
the experimental values in the forward angles but are
smaller in the backward angles. At 500 eV the agreement
between the theory and experiment is reasonable.

A comparison of our calculations with those by Bell
and Kingston suggests that the electron correlation in the
ground-state wave function for helium increases the
DDCS in the backward direction. The recoil peak in the
TDCS is known' to contribute to the DDCS in the back-
ward angles. The disagreement between the theory and
experiment sums to suggest that improved description of
the recoil peak in TDCS is necessary. It is also important
to note that the various approximations in the calculation
of the TDCS such as the impulse and binary-encounter
approximations affect the recoil peak. Better theoretical
calculations seem to be necessary for accurate values of
the DDCS at large ejection angles.

VII. CONCLUSIONS

In this paper we have presented the relative measure-
ments of the double-differential cross sections for 200-,
500-, 1000-, and 2000-eV electrons which are placed on an
absolute scale by normalizing the elastic intensity at
selected angles to absolute measurements. Also presented
are the normalized elastic differential cross sections at
200, 500, and 1000 eV at angles from 30' to 150'.

Photons resulting from the collisions of electrons with
helium atoms are found to be isotropically distributed.
This result was used to check the relative scale determina-
tion in the present experiment.

The present experimental method of determining the
double-differential cross sections for secondary electron
production is an alternative method to the one using elec-
trostatic analyzers. Because of the single aperture used to
define the scattering volume in this experiment, secondary
electron production from the slits and apertures normally
found in such experiments is greatly reduced. The present
data below 4 eV may be inaccurate due to transmission
problems but our experimental values in this region
should be lower bounds to the actual values.

The DDCS are significantly different from those re-
ported by Opal et al. and are in agreement with those by
Erhardt et al. in shape of the angular variation. It is
found that the measurements by Erhardt et al. at 500 eV
primary energy and 40 eV ejected energy are lower by
about 40% than the present experiment even though both
these measurements agree in shape. It is to be noted that
the present experiment was carried out over all ejected and
scattered energies at a constant angle. However, Erhardt
et al. have energy selected a particular ejected electron en-
ergy and varied the angle. This means that if the angular
distributions of Erhardt et al. are correct at a particular
ejection energy and if our results are in agreement with
theirs in both shape and magnitude than we must be
correct at all other energies with the possible exception of
energies below 4 eV where transmission problems can
arise. This argument suggests that there may be problems
in the determination of the absolute scale for the data of
Erhardt et al. at high ejection energies for 500 eV pri-

mary energy. Lastly, the present experiment does not sug-
gest the peaking of the DDCS at small angles reported by
Rudd and DuBois and Shyn and Sharp.

For convenience in using the data presented in this pa-
per the coefficients of the Legendre-polynomial fit are
given in Table VIII for all incident energies and selected
ejected electron energies.

The energy distributions of the ejected electrons at all
the primary energies clearly show a peak at 35.5 eV as
shown in Fig. 12, corresponding to autoionization from
the 2s2p state with the possibility of an admixture from
that due to the 2p state. Another peak of smaller height
ean also be seen starting at 39.1 eV corresponding to au-
toionization from 2s 3p and higher states. There seems to
be a change in slope of the sealed energy distributions of
the Platzman plot around the autoionization region.
From the Platzman plots the total ionization cross sec-
tions were determined and are in good agromnent with
those by Rapp and Englander-Golden' and Smith. s6

The original experimental data are available from the
Physics Auxiliary Publication Service (PAPS). 9
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APPENDIX A: PHOTON YIELD FROM HELIUM
EXCITED BY 500-eV ELECTRONS
AND RESONANT ABSORPTION

SY THE REST GAS

In the electron-impact excitation of helium, for elec-
trons of energy greater than 25 eV, the main inelastic
channels available are the excitations to discrete states,
corresponding to the n 'P~1 'S transitions. These
occur at energy losses between 21.2 and 24.6 eV. Light
emitted in the deexcitation of these levels would be detect-
ed along with the elastically scattered electrons. Here we
assume that the emitted light, which was not frequency
selected, originates mainly from atoms in n 'P states. It
was found that the light is isotropically distributed. This
is expected to be the case if radiation trapping becomes
significant. Other inelastic processes involving excitations
to the doubly excited states such as the 2s 2p state decay
predominantly via autoionization ' rather than by radia-
tive decay. Excitations to triplet states are not very prob-
able at the excitation energies considered here. In this
appendix we present a calculation of the probability for
absorption by the rest gas for photons originating from
the scattering center. It will be shown here that the radia-
tion trapping is very significant. A pressure variation
study on the detected photon yield was carried out and
comparisons were made with theoretical model calcula-
tions.

The transmission probability calculation is adopted
from a method developed by Ladenburgh and Reiche in
connection with the line absorption in a resonance lamp.
An excellent account of this calculation was given by
Mitchell and Zemansky and their notation is employed
here.
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0

TABLE VIII. Legendre-polynomial fit coefficients A„ for selected ejected electron energies 8' and at different primary energies T,
in umts of 10 cm sr '. Both Wand T are given in eV. See Eq. (10) in the text for details. The number in parentheses denotes the
power of 10 by which the number is to be multiplied.

A) A2 A4 A5

2
4
6
8

10
15.9
20
40
50

1.82(1)
1.41(1)
1.17(1)
9.60
8.49
5.57
4.39
1.74
1.09

—3.55
—1.63
—9.13(—1)

1.21( —1)
3.88( —1)
1.10
1.37
1.06
9.27( —1)

T=200 eV
8.10
4.56
1.68
9.21( —1)
7.14( —1)

—6.38( —2)
—1.98( —1)
—7.61(—2)

7.36( —5)

—2.44
—2.61
—3.01
—2.69
—2.53
—2.58
—2.44
—1.39
—9.48( —1)

—3.05(1)
1.56( —1)
4.05( —2)

—1.63( —1)
2.00( —2)

—6.97( —1)
—5.93(—1)
—8.92( —1)
—8.61(—1)

8.26( —2)
—7.97( —2)

2

6
8

10
15.9
20
40
50

8.55
7.SO

6.45
5.56
4.87
3.31
2.60
1.01
6.47( —1)

—1.15
2.27( —3)
3.29( —1)
5.02( —1)
6.29( —1)
8.29( —1)
7.83( —1)
4.93( —1)
4.15{—1)

T= 500
6.20( —1)
6,03( —1)
2.22( —1)

—1.26( —1)
—1.88( —1)
—4.53( —1)
—5.06( —1)
—3.56( —1)
—1.70( —1)

—6.59( —1)
—7.08( —1)
—1.06
—1.15
—1.33
—1.34
—1.13
—7.19(—1)
—5.70( —1)

—1.61( —1)
3.06( —2)
6.34( —2)
4.36( —2 }
5.64( —2)

—7.30( —2)
—8.02( —4)
—1.46( —1)
—1.53( —2)

2.85{—1)
1.76( —1)
2.56( —1)
2.59( —1)

2
4
6
8

10
15.9
20
40
50

5.21
4.98
4.24
3.64
3.13
2.14
1.68
6.57( —1)
4.16( —1}

8.03( —1)
3.79( —1)
4.28( —1)
4.91(—1)
4.87( —1)
4.69( —1)
5.09( —1)
3.05( —1)
2.44{—1)

T= 1000
—1.62
—5.95( —1)
—6.33( —1)
—6.97( —1)
—7.38( —1)
—7.05( —1)
—6.35( —1)
—3.72( —1)
—2.56( —1)

—1.93{—1)
—6.40( —1)
—6.94( —1)
—5.63( —1)
—7.24( —1)
—7.03( —1)
—5.39( —1)
—3.26( —1)
—2.57( —1)

—1.28( —1)
1.59( —1)
1.48( —1)
5.69( —2)
8.09{—2)
1.75( —1)
1.87{—1)
6.43( —2)
8.27( —2)

3.05( —1)
2.58( —1)

2

6
8

10
15.9
20
40
50

3.20
2.67
2.38
2.02
1.74
1.19
9.25( —1)
3.62( —1)
2.29( —1)

1.29{—1)
1.11(—1)
1.81{—1)
1.82( —1)
2.29( —1)
2.29( —1 }
2.05( —1)
1.24( —1)
9.95( —2)

T=2000 eV
—7.77( —1)
—6.66{—1)
—7.32( —1)
—7.20( —1)
—7.21( —1)
—5.65{—1)
—4.93( —1)
—2.68( —1)
—1.94( —1)

—2.72( —1)
—1.05( —1)
—2.85( —1)
—3.30{—1)
—3.18{—1}
—2.73( —1)
—2.50( —1)
—1.35( —1)
—1.03( —1)

—4.78( —2)
2.06( —1)
1.28( —1)
1.41( —1)
1.77( —1 }
1.81( —1)
1.13(—1)
8.95( —2)

5.84{—2)
3.99( —2)
1.17{—1)
1.1S(—1)
1.32( —1)
1.31{—1)
1.25( —1)

The transmission probability T„ is related to the emis-
sion line profile E„by the relation

E exp —o.ongI.E d~
~Et oo (Al)

E~dN

where

density (5.15 X 10' cm at a background pressure of 160

pTorr), and I. is the path length for the photon (43.5 crn).
In Eq. (A2), F(~) is the Dawson integral and a is pro-
portional to the ratio of the natural (b,vz) to the Doppler
(b vD ) width of the absorption line as

E„=e — [1—ME(co)] . (A2)

In Eq. (Al), pro is the maximum absorption coefficient for
a chosen emission line in He, ng is the average number

Using the above equations and parameters shown in
Table IX T„was calculated for the emission lines,
n 'P ~ 1 'S for n =2, 3, 4, and 5. The probability for pro-
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TABLE IX. Parameters used in the calculation of the yield parameter Y~h.

2'Z 0.276 15
0.073 47
0.030 19
0.01521

(ns)

0.58
1.84
4.23
8.19

hv~'
( 107 —1)

27.4
8.65
3.76
1.94

av~'
(10&o s

—
&)

3.19
3.47
3.57
3.62

0.007 15
0.00208
0.000 877
0.000446

pro'

(A )

2160
575
236
119

(A )

0.06 84
0.01 69
0.00679
0.00 340

'These values are taken from Ref. 1, p. 77.
bCalculated using the relation, ~= (3mcjgn e'}(kojf}.
'Calculated from the relation Lv~ ——1/2m,
"Calculated using the relation hva ——7.16& 10 'vo( T/M)'
'Calculated using the relation oo (2/b——vD}()n2/n }'~ (n'e /mc}f.
Taken from Table 3.24 of Ref'. 6.

Nph(P) =tonal r)ph Yph(P), (A5)

where r)ph is the detector sensitivity to photons and lLQ is
the solid angle of detection. Here we assumed that riph
does not change with the photon energy in the range 21.22

TABLE X. Variation of effective photon yield Y~h(P) with
the background pressure P. Y„q(P) is given in units of 10
cm .

ducing atoms in different excited states by electron impact
is proportional to the total excitation cross sections.
These were calculated by Bransden and McDowell 6 in the
first Born approximation for 500-eV electrons and were
employed in the present calculation. An effective photon
yield parameter Yph, which is a function of the back-
ground pressure P, can be defined as

5

Yph(P)= g o,„(1'S~n 'P)T„(n 'P~l 'S), (A4)
Pf =2

where o,„(1 'S~n 'P) is the total cross section for the ex-
citation 1'S~n 'P and T„(n 'P~l 'S) is the transmis-
sion probability corresponding to the emission line
n 'P~1 'S. The Yph(P) for background pressures of 80
to 160 }LiTorr were calculated and are given in Table X.

The number of photons detected per second, Mph, when
an electron beam of current io interacts with a gas beam
of density no along a distance 1, can be written as

r

to 24.04 eV. A similar expression for the number of elast-
ically scattered electrons per second, N, &, in a direction 8,
from the electron beiun direction is written as,

a
N, i

——ionol (8)EQ q, i0 (A6)

where do(8)/dQ is the elastic DCS and ri, ~
is the detector

efficiency for elastically scattered electrons. Note that the
absorption of these electrons by the rest gas is a negligible
effect (l%%uo). A ratio R (P), of Eq. (A5) to Eq. (A6), is de-
fined as

R(P)=
el

r)ph 1 Yph(P)

4n (doldQ)
(A7)

An experimental value of 0.0795 was observed with 500-
eV primary electrons at a scattering angle of 120' when
the background pressure was 160 JM Torr. Using the calcu-
lated Y h(P) and an elastic DCS (Ref. 38) of 4.32 &(10
em~sr, R (P) is calculated to be 0.4126 assuming that

i)ph and ri, i have the same value. However, the disagree-
ment between the model and the experimental value sug-
gests that riph is less than ri,i. To eliminate the uncertain-
ty in the calculated R (P) due to the detector sensitivities,
we devised a pressure variation study.

The scattering experiment was carried out again at 120'
with half the background pressure. The ratio R (P/2) was
determined to be 0.1213, which is to be compared with the
calculated value of 0.910 under these conditions. The ra-
tio R (P)/R (Pl2), given by the relation

I'
(pTorr)

R (P)
R (P/2)

Yph(P)

Yph(P/2)

80
8&

96
104
112
120
128
136
144
152
160

0.494
0.445
0.404
0.370
0.340
0.314
0.291
0.271
0.254
0.238
0.224

is independent of the detector sensitivities. An experi-
mental value for this ratio of 0.655 was observed, while
the calculated Yph(P)/Yph(P/2) was 0.453 in close agree-
ment with the experiment.

Using the calculated Yph(P) and experimental R(P)
values, the ratio g&q/q, &

was determined to be 0.19 and a
value of 0.13 was obtained using Yph(P/2) and R(P/2).
Assuming that g,&

is close to l, this ratio is in agreement
with reported photon detection efficiencies5 for micro-
channel plates.

&f the»alues in Table X are divided by the sum of to-
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tal electron excitation cross section ir,„ from Table IX
(9.5X10 ' cm ), then the fraction of photons emitted
from the scattering region which reach the detector
without absorption is found to range from 5% to 2%
with background pressure varying from 80 to 160 iM Torr.
This means that 95—97% of photons reaching the detec-
tor were produced by reemission of absorbed radiation by
the background gas. Hence we may conclude that the an-
gular dependence of the integrated photon intensity must
be highly isotropic. Lastly, we wish to point out that the
variation of the effective photon yield function I"~h(I')
with the background pressure does not follow a Beer's-law
formula. In the pressure range of 80—160 p, Torr a plot of
ln F~h(P) against the pressure is concave upwards.

APPENDIX 8: INELASTIC
SCATTERING CONTRIBUTION

TO THE ELASTIC LINE INTENSITY

30
50
90

150
30
50
90

150

'Crooks, Ref. 28.

4; dO/1Q), l'

observed

905
287
65.0
23.5

394
93
18.4
5.09

(dard')„
derived

920
290
65.9
23.9

375
91
18.1
5.00

TABLE XI. Comparison of observed elastic cross sections
with the values derived from the elastic peak in the time spec-
trum after correcting for the inelastic contribution by the pro-
posed scheme. Eo denotes the primary energy and 8 denotes the
scattering angle in degrees. The cross sections are in units of
10 o cm /sr.

In the present experiment, the energy resolution for
scattered electrons at energies of 200, 500, 1000, and 2000
eV is 20, 85, 250, and 700 eV, respectively. At scattering
angles greater than 45' the inelastic scattering decreases
quite rapidly. Hence one would not expect significant in-
elastic contributions to the observed intensity of the "elas-
tic" peak. However, at smaller angles and for scattering
from helium where the inelastic intensity exceeds the elas-
tic intensity, it is necessary to correct the elastic peak for
the inelastic contribution.

The scattered intensity at a given scattering angle 8 is
taken as

I (Es,Ep, e)= 5(E Eii)—Lf0'

el

(E e)e I s sl

r

I do
2 dQ

t& —to
erf ~ +erf (82)

zation potential of helium (24.6 eV), (doldA), i is the
elastic scattering cross section, d cr/dS'd 0 is the DDCS,
and At is an adjustable parameter. With appropriate
choice of A,t the modeled DDCS [second term on the
right-hand side of Eq. (81)] was found to give an ade-
quate representation of the data presented by Crooks.
Equation (81) is converted into a time-of-fiight spectrum
and then folded with a Gaussian-shaped time broadening
function. The elastic intensity integrated from time zero
to a limit t, is found tobe

tl
I,i(ti)= J dtI, i

P

for Es (Est (81)

where Ep is the primary energy, Ez is the energy of the
scattered electron, and Fsl =Eo —Eip with E~p the ioni-

where erf stands for the error function and a is the rms
half-width of the time broadening function. The inelastic
intensity integrated from time zero to a limit ti is found
to be

inei( 1) inei0

t, t-=Est tst e dr erf
'Sl 20'

1
exp(A. tEsttst lt ),—2 2

t3
(83)

TABLE XII. The percentage ratio of the estimated inelastic contribution to the elastic line intensity.
Eo denotes the primary energy in eV and 8 denotes the scattering angle in degrees. At angles above 90'
this correction is less than 4%%uo.

30'

3
6

13
11

60 90'
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where tzt (——ml /2Ezt)'~ . Here m is the mass of the
electron and I is the fiight distance.

From Eqs. (82) and (83), we calculated the expected
time spectrum and the spectrum transformed to
dicsidWdQ using the data of Crooks for incident ener-

gies of 200 and 400 eV and angles of 30, 50, 90', and
150' in each case. The area under the elastic line in the
time spectrum was integrated over a time width corre-
sponding to five channel widths of the MCA bracketing
its maximum. A correction for inelastic pollution was de-
fined as the product of the observed cross section at the
low-energy boundary of the peak (E;„),and the energy
width of the inelastic contribution in this region,

Eo —E;„—Eip. This estimate of the inelastic contribu-
tion was then subtracted from the integrated elastic peak
area of the time spectrum. The elastic cross sections de-
rived in this manner are compared to the original values
of Crooks in Table XI. The agreement suggests that the
proposed scheme for correcting for the inelastic contribu-
tion is valid.

This estimation procedure is employed for primary en-

ergies of 200, 500, 1000, and 2000 eV at all scattering an-
gles. In Table XII the ratios of the estimated inelastic
contribution to the elastic line to the elastic intensity are
presented.
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