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Dynamics of periodic pattern folIIlation
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The formation of a one-dimensional periodic pattern from an originally homogeneous infinite sys-
tern is analyzed. %'e develop a mean-field-like theory for the structure function. The method gives
predictions for the temporal evolution towards the final stationary state. It predicts a shift of the fi-
nally selected wave vector away from the maximum of the linear spectrum. Numerical simulation
confirms this behavior for intermediate times but shows a "lock-in" of the pattern with subsequent
conservation of "nodes. " Thus the final wave vector in general is neither the one predicted by our
modified mean-field calculation nor one of those predicted by other selection criteria based on sta-
tionary solutions only. At long times a phase diffusion regime is observed ~here the node distances
equilibrate. This results in a t '~ law for the width of the structure function which can be under-

stood in terms of a linear diffusion equation for the phase by assuming a random distribution of the
gradient of the phase at the lock-in time.

I. INTRODUCTION

Spatially extended continuous dissipative systems often
tend to form stationary periodic patterns. Examples are
the Rayleigh-Benard instability of convection, the forma-
tion of cellular interfaces in crystal growth, or spatial pat-
terns in chemical reactions like Liesegang rings. The
underlying mathematical models, nonlinear partial dif-
ferential equations, typically give a continuous band of
solutions in an interval Q =[k ', k ] of the wave number
k of the basic periodicity, where a solution within this
band is stable against small-amplitude perturbations.

One of the most intriguing questions in this context
concerns the ultimately selected wave number k-
depending on initial conditions, boundary conditions, and
external noise —and the dynamics of evolution towards
this pattern. Several different selection principles have
been proposed' ' to answer the question of which pat-
tern is to be selected. If the equation of motion can be de-
rived from a Lyapunov functional, one has the principle
of minimizing this functional. ' The second princi-
ple, ' containing this first one as a special case, is based
on a balance of forces between solutions of different k
value and is not restricted to systems derivable from a po-
tential function. The third idea is a phase-space argu-
ment. It assumes that the system selects the mode most
susceptible to external noise. A quite different approach
deals with the formation of periodic patterns via front
propagation. It seems to apply to cases where the fluctua-
tions responsible for the instability of the homogeneous
system are sharply localized in space. The resulting pat-
tern is governed by the "marginal stability*' principle. '
The selected wavelength does not correspond to the ones
obtained by the previous arguments.

Thus, one is led to the conclusion that a static criterion
is not sufficient to determine the finally selected pattern,
even when the external boundaries are so far away that
the only important length scales are given by the interval
Q of the possible wave numbers. Nevertheless, one may

hope that the process of pattern selection still has some
universal features such that one may define a set of
dynamical classes of problems with equivalent behavior.

One obvious criterion concerns the type of fluctuations
triggering the instability of the initially homogeneous sys-
tem. If the fluctuations are spatially localized, pattern
selection will be via front propagation. ' If, however,
the fluctuations are spatially extended, the system will
first develop periodic structures over finite regions in
space. The final state is then a result of the competition
between these different regions.

In many cases such an instability of a homogeneous
system towards pattern formation occurs only when some
control parameter exceeds a critical value. An example is
the Rayleigh number in Rayleigh-Benard experiments.
An approximate description of the dynamics of this sys-
tem in the close neighborhood of the critical Rayleigh
number is achieved by a complex amplitude equation. '
For small initial perturbations with a broad spectrum in k
space it was shown by a multiple-time-scale analysis that
the finally selected mode corresponds to the one which
minimizes the corresponding Lyapunov functional. Near
criticality this also corresponds to the critical value.

For the dynamics of these processes one has at least
three different time scales, apart from the short time scale
of the triggering fluctuations. Starting from small am-
plitudes of random perturbations, the instability of the
homogeneous systetn first grows exponentially until the
amplitude of the spatially oscillatory pattern is compar-
able with the final state. Then follows a rearrangement of
the "nodes" of the pattern which depends on the nonlinear
nature of the problem. The final approach to the station-
ary periodic state then can be understood as a (linear) dif-
fusion process of the locally varying phase.

Most of the previous analysis of this problem is restrict-
ed to the immediate neighborhood of the critical point
and to small random amplitudes as initial conditions. In
the present investigation we try to gain some insight into
the selection process for more general initial conditions
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and beyond the critical region. For this purpose we for-
mulate in the following section a mean-field theory for
the structure function using a one-dimensional model
equation. It resembles the one used in the problem of
spinodal decomposition. " ' For short times a simple-
minded decoupling scheme suffices. For longer times,
when the system is approaching a periodic pattern and the
structure function is considerably sharpened, a modified
mean-field theory is more appropriate. This recovers
known results for the critical region but gives predictions
for a shift in wave vector outside the critical region to-
wards smaller k values. In Sec. III we present results of
extensive numerical studies. They indicate the different
time-scales: exponential linear growth of the unstable
modes at small times, saturation of the amplitudes and
decrease of the width of the structure function, as predict-
ed by the modified mean-field theory, at intermediate
times, and, finally, a slow rearrangement of the nodes by
phase diffusion after their number has become fixed. The
finally selected wave vector turns out to depend on the in-
itial conditions for the structure function in analogy to
memory effects found in spin-glass systems. ' In Sec. IV
we analyze the time dependence of the width of the struc-
ture function in the phase diffusion regime.

II. MEAN-FIELD DYNAMICS

—y (x, t) = Way (x, t) y(x, t)—,

where W is a linear operator giving rise to a spatially os-
cillatory structure. In our calculations we use the
Hohenberg-Swift' form:

2

W =y' — 1+—
X2

(2)

A simple pattern-forming equation of motion for some
one-dimensional field y (x, t) in one space dimension is

with 0&y(1 as the control parameter. The spatial
Fourier transform of Eq. (1) is

—y (k, t) =Qky (k, t)
Bt

—f dq f dq'y(k —q q'—)y(q)y(q')

(3)

where Qk is the Fourier transform of W. It is real with a
maximum at k = 1 and positive for k ' & k & k . Thus, Qk
causes the homogeneous system to become unstable
against perturbations with wave numbers between k ' and
k.

The real stationary solutions of Eq. (1) can be given as a
Fourier series,

y(x, t)= g a2t+i cos[(21+1)k(x —xp)] .
I=O

(4)

To lowest order in y the coefficients are a2t+i-y '+',
with

a, =( —,Q )' +0(y ),

, /( Q,k )+0 ( y') .

Linear stability analysis has shown that these stationary
solutions are stable against small perturbations in a nar-
rower band k ' & k ' & k & k & k 2.

We will now address ourselves to the question which k
value out of this band will be selected dynamically start-
ing from a random initial fluctuation. To this end we in-
troduce an equal-time correlation function

S(k, t) = (y ( k, t)y (k, t) )—,
where the averaging is over initial conditions or
equivalently, in the infinite system, over space. From (3)
one has

1 a 00 00

S(k, t)=Q—k—S(k, t) f dq f —dq'(y( —k, t)y(k q —q' t)y(q—t)y(q' t»
2 t 00 00

The simplest approximation is to decouple the four-point correlation function into three pairs of pair correlation func-

tions (random-phase or mean-field approximation),

1 8 00

S(k, t)=—Q—k —3 f dqS(q, t) S(k, t) .
2 Ot

In this approximation the nonlinearity is independent of k; the different k modes couple only via the total amplitude.
This can be utilized to solve the equation exactly:

S(k, t)=S(k,O)e 1+3f dq(e ' —1)S(q,O)/Qq (9)

The relaxation to the final state with k= 1 proceeds»&
amplitude relaxation only. This final state is independent
of the initial conditions as long as S(k = l, t =O)AO. The
higher harmonics of the stationary solution (4) are not
present and the ground-mode amplitude is reduced by a
factor of 2.

This approximation can be shown to give correct results
for the early stages of the system evolving from a homo-

l

geneous state perturbed by small amplitude fluctuations,
but, as in the analogous theory of spinodal decomposi-
tion, it breaks down before a true stationary solution (4)
of Eq. (1) has been reached. This is due to two major
shortcomings of the simple decoupling in Eq. (8). First, it
produces an overcounting of terms in the four-point
correlation function by a factor 2, when the system be-
comes coherent over large distances compared to the
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characteristic wavelength ){,o. Second, the higher harmon-

ics are assumed to be incoherent with their basic modes.
We are interested in the long-term behavior of the sys-

tem. In the following, therefore, we describe a decoupling
approximation which allows for asymptotically stable
solutions. %e start from a plausible assumption that the
system evolves rather quickly into a state where one can
define extended spatial regions (which we number by
/ = 1, . . . , n) with k values kt close to 1. This is a conse-
quence of the random initial fluctuations which lead to
different amplitudes and spectra in different regions of
space. The amplitudes in these regions will adjust quickly
to the local saturation amplitudes, Eq. (4). We take into
account the strong correlation of the pattern within each
region but neglect phase coherence between these regions.
We formally decompose the system into a sum over re-

gions Lt of finite extents Lt &&2wlkt centered at xt.

y(k, t) = g yt(k, t) with X~oo,
1=1

with a reality condition yt(k) =yt'( —k).
At a sufficiently late stage the regional yt(k) will have a

structure similar to the stationary solution, Eq. (4), i.e., it
I

will consist of nonoverlapping peaks positioned at
(2n +1)kt.

yt(k, t) =e

—ikxi=e

n =+1,+3,

n =+1,+3,

(n)g(n)(k)I'PI

(12)

By the same procedure, we obtain, for the nonlinear term
of Eq. (1),

where 5~"' has an envelope which is peaked at nkI.
Its width is —I.~ and it is normalized by

k I"' k =1. p~"' is the mean phase and z~"' the
average amplitude of the nth harmonic. The quantities
zt"', )()'t"), 5I"', and gI"' are all time dependent. As first ap-
proximation we assume that the phases pI"' of adjacent re-

gions are uncorrelated while they are correlated within
each region. We define correlation functions S(k) by first
averaging over space x', (y(x +x')y (x') )„,then Fourier
transforming with respect to x, and finally averaging over
the random phases pI") and using the vanishing overlap
between peaks at different nkt.

S
S(k, t)= —g g (zt"')

I

5I"'(k)
I

' .
+1 +3

1 1 oo oo ( gg ) (n&) (n3) , (n4)
I4(k)= —y y f dq' f dq"Pt '

( k)gt '(k —q' q")gt—'(q—')gt '(q") .
1 5),N2,

n3, n4

(13)

I4(k) has the same peak structure as S(k). We will concentrate on the main peak at k =k)=1. Noting from the station-
ary solution, Eqs. (4} and (5), the rapid decay of the amplitudes of the higher harmonics, we can expand Eq. (13). In
lowest order only the peaks at k=+1 will contribute. The next-order contribution contains z' ' linearly and will be con-
sidered later, Using the reality condition

q( —i)( k) [q( l)(k)]»

the lowest-order contribution is

I~ '«) =—g f dq' f dq "I:6'"(»l'4"'«+q' q")(A"'(q')'j'—4"(q") (14)

Since for large times fI"(k) will be strongly peaked around k =kt, we approximate Eq. (14) by

, I

A"'(k) I' f, dq I
4"'(q)

I

'
1V

(15)

This expression becomes exact for the stationary state where only one k survives. If, instead, we would have a broad but
random distribution of k values, we would get, as in the standard mean-field theory, a prefactor 6 instead of 3. In gen-
eral, one expects a time-dependent prefactor.

As a last approximation we replace the integral in (15) by its I average:

L f, dq
I

4"'(q)l'= ~ X L f, dq
I
et"(q)l' . (16)

The idea of this mean-field-like relation is that the scatter in kI values between different regions is small compared to the
inverse correlation length 2m/1. ~. In other words, the system is assumed to consist of large regions of wave number k
separated by defects at a typical distance I =2m/A.

The equation of motion for S(k), the main peak contribution at k=1 to the pair correlation function, is obtained by
inserting (12), (14), and (16) into (7):

S(k, t)=Q„S{k,t—) —3S(k, t) f dq S(q, t—) R(k, t) . —
2 Bt
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R (k, t} contains the contributions to the main peak from the higher harmonics. As one can see from Eq. (13), to lowest
order this contribution is linear in l(&

'..

R(k, t}=—g f dq' f dq" PJ "(—k)P("(k+q'+q")QI "( q—')ft "( q—") .
Ã I L& 0 0

From (1) with (11)we can derive an equation of motion for gI '(3k):

—gI '(3k, t) =QikgI '(3k, t) —f dq' f dq "f't"(3k q' —q"—)g't "(q')g'("(q") .

Due to the large decay constant
~
Qik

~
(Qik- —64 for k=k(=l), gt

' will adjust nearly adiabatically to gt"..

1(I"(3k)—= f dq' f dq "g"'(3k q' —q"—)f,'"(q')p'"(q") .

(19)

(20)

Inserting this into Eq. (17) and using a decoupling scheme
analogous to the one leading to Eq. (17) yields

R (k, t) =(3!Qik ) f dq S(q, t) S(k, t) . (21)

The final (approximate) equation of motion for the
main peak is (17) in conjunction with (21). The first two
terms on the right-hand side of (17}closely resemble the
straightforward mean-field approach to spinodal decom-
position, " ' which, however, would give a factor 6 in
front of the integral. As mentioned above, this is a good
description of the short-time behavior. The difference
arises because of the here assumed strong correlations
within large regions. More elaborate versions give a glid-
ing prefactor in spinodal decomposition, 'i' which could,
in principle, also be incorporated here. The essential
difference to the theory of spinodal decomposition is that
for our equation the asymptotic pattern settles to a value
k+0 not a priori defined and incorporates the influence
of higher harmonics in R (k, t)

Since we have ignored the detailed mechanism of node
annihilation and generation between two neighboring re-
gions, we would expect this equation to overestimate the
rate of convergence to a final state. To see what the pre-

dictions of (17) and (21) are, we assume S(k, t) to be
strongly peaked around kp(t), with a peak width (second

moment) w(t), and expand S(k, t) around this peak. This
gives three coupled differential equations:

schematic plot of some typical flow lines for the long-time
behavior of ((z'") ) versus kp. Parameters of the curves
are different initial conditions. The averaged square am-
plitude ((z")) ) relaxes exponentially fast to a value
where Ak -0. The width w of the peak decays with a

power law,

m-t —1/2 (23)

while the dominant wave vector kp(t) shifts to its final
value k

„

like

kp(t) —k„-t ' lnt .

The shift of this asymptotic value k „away from 1,

4k„—= 1 —„',4 y

(24)

(25)

including contributions up to the third harmonic 3ko,
differs by 3 from the shift obtained by minimizing the
Lyapunov functional corresponding to Eq. (1). This is
possibly due to the simple decoupling leading to Eq. (21),
but there is no a priori reason that a mode differing from
the static minimum could not be preferred dynamically.

The method described here is not restricted to systems
with a Lyapunov functional as in (1) and (2), provided the
spectrum Qk in (3) in real. The main deficiency of our
approach is, ho~ever, that we completely ignore phase
correlations between neighboring subsystems. Neverthe-
less, close enough to the critical point (y && 1) the contri-

—S(kp)=3k S(kp),0

ko= Ag N=
ak,

(22a)

(22b)
a,z"'

1N= Ak N
Bt 2

Ak ——2Qk —6 f dq $(q, t)

—(6/Q3k, ) f dq S(q, t)
2

(22c}

(22d)

rrr
r

k'
Explicit trajectories are obtained by inserting, e.g., a
Gaussian for for S(k, t).

A more convenient variable than S(kp) is the averaged

square ainplitude ((z"') ) or the integral over S(k, t),
which goes to a finite value for t~ Dc. In Fig. 1 we give a

FIG. 1. Temporal development of the averaged amplitude
M =([z"'(ao)] —[z'"(t)] ) versus the mean wave vector ko(t)
as predicted by Eq. «,

'22} (schematically}. k„is the finally select-
ed wave vector.
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bution from the third harmonic becomes irrelevant, and
the result of (22) agrees with the exact results for this lim-
it both concerning the selected wave number k„=1and
the diffusional behavior of w —i

III. NUMERICAL ANALYSIS

We have performed a large sequence of numerical in-

tegrations of Eqs. (1) and (3) with (2) in real and k space.
While the k-space integrations are more efficient for the
long-time behavior, the real-space calculations were done
as a countercheck on numerical accuracy.

The real-space integrations used a grid of some 25000
points with a grid spacing Ax=0.05X2m. This amounts
to ~1200 full periods of the finally selected structure.
For most calculations we used reflective boundary condi-
tions. To check the dependence of the time evolution on
the boundary conditions, we also did calculations with
diffusive boundary conditions on one end, i.e., we gradual-

ly replaced the actual linear operator W, Eq. (2), by
8 /Bx at one boundary over the range =100 wave-

lengths. Derivatives were taken with three- and five- or
five- and seven-point formulas for the second and fourth
derivatives, respectively. An implicit integration method
was used and counterchecked with a four-point Runge-
Kutta method.

The k-space integrations used a set of up to 8000 equal-

ly spaced modes with spacing 5k&0.001. Integration
schemes were the same as in real space. A comparison be-
tween the two different approaches gave a scatter & 10
in the number of nodes ultimately obtained which corre-
sponds just about to the discretization error. The dynami-
cal evolution of the structure function also was identical
for the two different approaches within the range of the
numerical accuracy. We are therefore confident that the
numerical results are excellent approximations to the true
dynamical behavior of the system.

The initial conditions were typically given by

y(k, i=0)=+A(Rk+ —, )e (26)

where the + sign was taken at random, 0&Rk ~ 1 at ran-
dom, 2X 10 & A & 2 &(10,0.8 & k & 1.2, and the width
of the Gaussian was larger than the width of the interval

[k ', k2], where Q~ & 0. For each parameter set ( A, k j ten
runs with different independent Rk values were done.
The integrations were run over a time such that a single
mode was remaining. In time units of Eqs. (1) and (2) this
corresponds to times of up to = 10, which are the typical
diffusion times of our system.

Figure 2 shows an example for the development of a
periodic structure of y (x,t), according to Eq. (1), starting
from a random initial state. Already after short times
t=30, a quasiperiodic state is reached. More detailed in-
formation can be gained from a k-space representation,
Figs. 3 and 4. In Fig. 3 we show the time-dependent
structure function S(k, r ) for y =0.5 in the interval
0.6&k & 1.4 at times t=0,20,75. The k spectrum initially
was centered at k= l. At t=20, S(k, t) still looks like a
Gaussian, but is considerably sharpened. The random
fluctuations seem to have slightly decreased. At t=75,
however, the fluctuations around the Gaussian backbone

n; . . ,') & ~~/'A~a jIAA jIn j' jI,
'~'vv~ 'vvv /~'v 9-0.2-

O.2-'j;,
// ('

I(il I Iii
I

Ii lj
)

/ t 1

/,I lp jI )„,

f

I i
I

i
/

l~

fl J I
j/I'

i I i
/

iI
', /i!

y(x, j}

FIG. 2. Numerical example for the evolution of a periodic
pattern from a random initial state, according to Eq. I', 1), y =0.5.
Only a short section is sho~n.

have amplitudes comparable to that backbone. The same
happens in Fig. 4, where we have started with a structure
centered at k=0.8. This indicates the buildup of correla-
tions between different k modes. (Both Figs. 3 and 4 cor-
respond to single runs. )
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FIG. 3. Evolution of the time-dependent structure function
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FIG. 5. Peak width w and amplitude g S(q) of the struc-

ture function versus time (y=0.5). Note the saturation of the

amplitude and the change of the power law for m(t) from t
to t at t=75.
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FIG. 4. Evolution of the time-dependent structure function
S(k, t) for y=0.5 and for 7=0.8 starting from small ampli-
tudes (note the different scales).

f dk k S(k, t)

dkS k, t

f dk kS(k, t)

f dk S(k, t)

2 1/2

(27)

To compare with real-space calculations, we introduced a
corresponding width u:

2 1/2

w„= —f dxk (x)— —f dxk(x)
L o

(28)

where k(x)=it/k. (x), and A,(x) is the distance between
two nodes of y(x). Asymptotically, for nearly periodic
structures, the two definitions coincide, as was also found
in our simulation.

In Fig. 5 we show for a single run, corresponding to
Fig. 3, the time dependence of the square amplitude
((z'") ) and the peak width w(t) of the structure func-
tion. Starting from small fluctuations A =2X 10 [Eq.
(23)), the amplitude first increases exponentially with time
and then practically reaches it final value near times
t=10. The width ic of the structure function shows a

To gain more insight we study the time dependence of
the lowest momenta of the structure function S(k, t), i.e.,
the amplitude

((z"')') = I dk S(kt), ,

the peak position ko, and the peak width m. For the
latter we used the definition

behavior consistent with the predicted t '~2 law [Eq. (23)]
for the modified mean-field approximation over the inter-
mediate time scale t=5 to 50, but then decays consider-
ably slower. For these later times a good fit is IIiven by a
t '~ power law. This continues until times 10 —10 (see
also Fig. 7), when, for our system size, the structure func-
tion contains only a small number of modes, and therefore
it is no longer representative for an infinite system. The
width then decays exponentially (not shown), finally leav-

ing a single mode plus its higher harmonics. The calcula-
tions show that at the same time, t=100, where the am-

plitude saturates and the time behavior of the width
changes from t '~ to t '~, also the number of nodes be-

comes fixed. Therefore, the final k value is already de-
fined and the subsequent dynamics on longer-time scales
deals only with the rearrangement of nodes until they be-
come evenly distributed over the full space. We will dis-
cuss this phase diffusion in more detail in the subsequent
section.

It was already argued previously that the initial state
of the system may influence the final selection process.
To see this we have varied the initial amplitude A of the
fluctuations over 5 orders of magnitude with the spectral
distribution centered at k=0.8, 1.0, and 1.2. Results for
the k selection are shown in Fig. 6, where each point
represents an average over ten runs with independent ini-
tial conditions [Rk of Eq. (23)]. The variance in the final
k value was of the order =5X 10 . For very small am-
plitudes the system finally settles to the value k= 1 of the
most unstable mode, as expected. For large initial
amplitudes —corresponding to a turbulent state—the sys-
tem also tries to settle near k=1, but becomes locked at
smaller or larger values, dependent on where the initial
spectrum was centered. Note that even for k= 1 we ob-
tain a shift to smaller k values. This is still within 1%o of
k=1, but definitely resolvable by our numerical grid of
5k=10 . We attribute this latter shift to the fact that
Qk is not symmetric around its maximum at k=1, but
dampens the larger k values more strongly than the small-
er ones.

These observed shifts are much larger than the ones
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FIG. 7. Decrease of the peak width u with time for various
values of y (average over ten runs each). )&, y =0.5; ~, y =0.3;
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FIG. 6. Final k value k„asa function of the initial ampli-
tude and position of the peak (y =0.5j. Different symbols indi-

cate different values of the initial position of S(k): X, %=0.8;
o, %=1.0; Cl, %=1.2. The lines connect the results for dif-
ferent initial amplitudes with the same k. To set the scale for
the amplitudes, the dashed line indicates the amplitude of the
stationary state at k=1, i.e., y /3.

a discrimination of an intermediate- and a long-time scale.
The intermediate-time scale fits the t ' law predicted

by our modified mean-field approximation, while the
longer-time scale gives a behavior like w-t ' . The
changeover between these scales varies roughly like

t, -y, as is suggestive from trivial scaling of Eqs.
(1)—(3).

caused by the higher harmonics, as predicted by Eq. (22b):
k „=1—3 Xy /1024. In fact, such small shifts cannot be
seen in the simulation. Calculations with a slightly dis-
torted Q~, where the amplitude of the higher harmonics is
larger, show a shift by these harmonics. This additional
shift, however, is less than predicted by Eq. (22b). This
can be understood if one considers that the driving term
for this shift is proportional to the fourth power of the
amplitude. %hen this saturates at t=100, typically, the
number of nodes is fixed, and thus the higher harmonics
can induce no further shift.

To check the infiuence of y on our findings we varied y
between 0.1 and 0.9. The results are similar. For smaller

y values the final shifts of k„become smaller and vice
versa. In Fig. 7 we plot the width of the time-dependent
structure function (17}versus the decimal log of the time
for different values of the control parameter y. Initial
conditions were as in Fig. 2, with k= 1 and A =2)& 10
Each curve was averaged over ten independent runs. %e
have also performed several runs with different initial
conditions (varying k and A) and obtained the same qual-
itative behavior. The common feature of all these runs is

l

IV. PHASE DIFFUSION

In previous papers the final approach to a homogeneous
periodic structure was analyzed in terms of phase dif-
fusion. ' In these approaches y(,x, t) is represented as a
slowly modulated periodic function:

y (x, t) =a(P(x, t)) cos[kpx +P(x, t)]+ (29)

where the ellipsis represents unspecified higher-harmonic
terms. The amplitude factor a(P(x, t)) can be shown to
adjust very quickly to the local k vector, i.e., to lowest or-
der it is given by

a(P(x, t)) =ao(t)+a, (t)[VQ(x, t)]'+ . (30)

Here, for simplicity, we set kp ——1, i.e., to the maximum
of the spectrum of the linear operator [Eq. (2)]. In gen-
eral, the amplitude function would contain an additional
term proportional to VP(x, t} The final . results do not de-
pend on the choice of kp.

Inserting (29) and (30) into Eq. (1) and expanding with
respect to the derivatives of P(x, t), we obtain, to lowest
order,

Iap+a i(VP) —y [ap+a, (VQ) ]—4ap(VQ) ——,'ao ——,'aoai(VQ) I cos(x +P)+(apP —4aobg) sin(x +P) =0 . (31)

We use the approximate orthogonality of the tri-
gonometric functions for a slowly varying phase P(x, t)
over a period

n 2n. &x +P(x, t) ((n +1)2m.

to separate the time dependence of the amplitudes from
the one of the phase. %'e neglect terms of higher order
than (VP) and hP, respectively. Finally, we separate the
spatially constant and varying amplitude factors. The re-

l

suiting equations

2 3 2ao =(y —
4 a o }ao

2 9 2a i ——(y ——,a o )a i
—4ao,

$=4h$
{32)

show an exponential relaxation of the amplitude factors to
their respective asymptotic values:
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k(x)=ko+Vy(x)=1+K(x) .

The variance of k is calculated according to Eq. (28),
which yields

w~(t)= f dx K (x,t),
L

(35)

where we have used node conservation as observed in the
numerical results:

L
xV' x = L — 0=0.

0

With $(x,t}, also «(x, t) obeys a diffusion equation which
can be solved by Fourier analysis:

K(x, t)= f dqe + 'K(q, O) cos(qx), (37)

and

tto ——2y/v 3, 0 t" = —4/(v 3y) .

The total amplitude ao" +a P (V'P) is the amplitude of a
stationary periodic solution with wavelength k =1+7'P
to second order in VP.

The diffusion equation for the phase P yields a power-
law behavior for the width of the distribution function.
To show that we define the local k vector as

value, i.e., small random fluctuations of the gradient of
the phase. The sign of K(q) is randomly distributed,
which means that the fluctuations in k (x) are homogene-
ous in space and not localized. For the phase P the flat
distribution in K(q) yields ~p(q) ~

—1/q, which means
steplike variations of the phase in real space. Such fluc-
tuations of the wave vector and the phase are consistent
with our picture of the system at intermediate times pos-
tulated in Sec. II, namely that coherent subsystems evolve
with random-phase differences between neighboring re-
gions.

Our results are in contrast to those of Newell et al. 2 for
the asymptotic decay of the imaginary part of the com-
plex amplitude equation. The reason seems to be that
they implicitly assume a flat distribution for

~
P(q)

~

for
small q, which leads to a t '~ law for the second cumu-
lant of the phase and, in turn, to a t ~s behavior for the
width of the structure function.

Finally, one could expect nonlinear corrections to the
phase diffusion process, since the absolute value of the
phase difference between two distant points is not bound-
ed from above. While it seems likely that this would also
lead to a slow power law or even logarithmic behavior at
intermediate times, the numerical results do not show the
necessity for such corrections.

w (t)= f dq e ss '[K(q, O)]
2L

(38)

0
0 10 2 3&10 6x10q~

FIG. 8. Example of ~K(q}
~

at the onset of phase diffusion
(y=0.5, t =75) averaged over 12 runs. The oscillation ampli-
tude for a single run is much larger.

For a further evaluation we have to make an assumption
about the distribution of a values at the onset of the phase
diffusion regime. Figure 8 shows numerical results for

~
K(q, t)

~

at t=75. They suggest that the (K
~

distribution
oscillates around a constant in the range of the relevant
small q values. For sufficiently large systems these oscil-
lations are rapid compared to the variation of the Gauss-
ian in Eq. (38). Thus, the integral is determined by their
average and we can approximate Eq. (38) by

w„(t)=(tr/2) i 1/(4L)([K(q, 0)] ),„t'i, (39)

which yields the numerically observed t '~ law for the
width w of the k distribution.

Physically, the flat distribution means that we have a
random fluctuation of the wavelength around the k„

V. CONCLUSIONS

For a simple one-dimensional model equation [Eq. (1}]
we have calculated the approach to a stationary periodic
pattern starting from a homogeneous initial state with
random fluctuations. We have found by numerical and
analytical methods that several different time scales can
be distinguished in the development of the structure func-
tion S(k, t).

At very early times an exponential growth of the initial-
ly small amplitudes of the fluctuations is found which can
adequately be described by an ordinary mean-field ap-
proach. At later times the nonlinear term in Eq. (1) leads
to a saturation of the amplitudes. In this regime the
mean-field approach has to be modified to account for the
strongly peaked structure of S(k}. This modification
amounts to a change of the prefactor in the mean-field ap-
proximation of the nonlinear tertn, which then leads to
the correct amplitudes for the stationary solutions. The
nonlinearity also induces growth of the higher harmonics
of the instable ground modes, which, in turn, modify the
growth of the ground-mode amplitudes. As has been not-
ed earlier, this coupling is one mechanism by which the
finally selected wave vector is shifted down from the max-
imum of the linear spectrum at k= l. However, our nu-
merical calculations show a much more pronounced devi-
ation of the finally selected wave vector. As is clearly
demonstrated in Fig. 6, the selected mode is influenced by
the initial conditions, i.e., by memory effects similar to
features found in spin-glass problems. ' ' %e find that
"node conservation" is the mechanism by which this
memory is established. %%en the amplitudes saturate and
the structure function sharpens, the system locally locks
into a periodic pattern with a wave vector close but not
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equal to unity.
The final dynamics concerns the equilibration of the lo-

cal wave vectors by adjusting the node positions. This is
achieved by phase diffusion. Apparently node creation is
such a strong perturbation of the system that it is not
feasible. At the time when node conservation is establish-
ed, the time dependence of the width of the structure

function changes from the t ' behavior predicted by
the modified mean-field approximation to a t
behavior (see Fig. 7). This slow convergence can be ex-
plained by asymptotically linear phase diffusion assuming
a random distribution of the gradient of the position-
dependent phase at the time when the final number of
nodes has become settled [see Eq. (39)].
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