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The spectrum-resolved radiant energies in the 0.1—1.6 keV range from various plane targets irra-
diated by a 0.53-pm laser at 0.1—1.0-nsec pulses with intensities of 10' —2X10" %/cm are ob-

tained. The conversion efficiency increases with the laser-pulse duration. The physical meaning of
the obtained spectrum, such as the correspondence between the emitted photons and the responsible

plasma density and temperature region, is clarified from the computational studies by using the
one-dimensional hydrodynamic Lagrangian code which is coupled with a nonlocal thermodynamic
equilibrium average ion model and rnultigroup radiation transport. The energy transport of the ab-

sorbed laser energy is discussed. Atomic-number dependences of the obtained spectrum and x-ray
conversion efficiency show an undulatory structure. This is well reproduced qualitatively and to
some extent quantitatively by the code calculation and the contributions of the electronic transitions
in different orbital shells are approximately estimated.

I. INTRODUCTION

Experimental investigation of x-ray generation in laser-
produced plasmas was initiated in the 1970s and reported
by several laboratories using infrared pulse lasers. '

These early stages of the investigation concentrated main-
ly on the observation of keV-order photons and the identi-
fication of line emission from excited ions along an
isoelectronic sequence. Several atomic models were
developed to explain the characteristics of the emission
spectrum. Most of them assumed homogeneous plas-
ma volume of constant density and temperature. Howev-
er, in laser plasmas the emission from any volume element
is affected by conditions elsewhere in the target. In addi-
tion, there are steep density gradients and transient plas-
ma conditions due to short hydrodynamic time scales.
Recent development of high-energy laser technology pro-
vides the opportunity to demonstrate the scientific feasi-
bility of laser fusion. It is becoming general understand-
ing that x-ray generation, especially in the soft-x-ray re-
gion, in a laser irradiated pellet plays an important role as
an efficient energy carrier. ' '2 In addition, the uniform
compression of the pellet may be more easily achieved
with the help of x-rays. '

In the last few years it has been demonstrated that for
short-wavelength laser irradiation of solid targets, the
transport of energy into dense plasma regions occurs more
efficiently. ' ' In this situation, the emission of soft x
rays by an overdense target plasma also becomes more ef-
ficient, especia11y for high-Z material. ' X-ray conversion
efficiency has been measured at 0.5 pm wavelength at
average intensities from 3&10' to 5)&10' %/cm . '

Similar experiments have been conducted at 10 pm, ' 1.05
pm, 0.53 pm, and 0.35 pm, ' and produced conversion ef-
ficiencies by assuming a blackbody spectrum. This result-
ed in the laser-intensity dependence of radiation tempera-

ture. Extensive investigation on overall characteristics of'

0.53-pm laser-produced Au p1asmas has been reported by
Mead et al. ,

' but the detailed dynamical behavior of
emission and the optical thickness of the plasma were not
discussed. Z dependence of the x-ray conversion efficien-
cy has been studied experimentally to some extent by Gil-
bert et aI. but their photon energy range was limited
only to the range over 0.7 keV. The absolute spectral in-

tensity was determined indirectly by iteratively comparing
the diode signals with a trial spectrum. Recently, the in-
teraction between intense soft-x-ray radiation and solid
matter has been investigated by the authors. ' They
found that the interaction is extremely important to
inertial-confinement fusion and thus parametric informa-
tion including accurate spectrum, Z dependence, etc. , is
required. Furthermore, such intense x radiation is a
promising candidate for the pump of an extreme ultravio-
let (xuv) laser or as an exposure source for x-ray lithogra-
phy.

In these plasmas the calculation of line transport is
essential to understanding the physics. A number of pa-
pers have addressed nonlocal thermodynamic equilibrium
(non-LTE) line transport for astrophysical low-Z hydro-
gen plasmas. In laboratory plasrnas, the x-ray spectrum
from medium-Z (e.g. , Al) plasmas has been analyzed by
solving rate equations for atomic processes and overall
transport without the assumption of LTE. But there are
few works on x-rays from high-Z plasmas in a high-
density region under the non-LTE assumption.

This paper presents x-ray spectra in the soft-x-ray re-
gion. The energy conversion efficiency is measured
without assuming blackbody emission. The dependences
on atomic number and laser intensity are also reported.
By comparing the obtained results with non-LTE comput-
er simulations, the emission characteristics coupled with
hydrodynamic ablation processes are better understood.
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II. EXPERIMENTAL CONDITION
AND DIAGNOSTICS

0.53-pm light from a frequency-doubled GEKKO-IV
laser with an energy of 4—20 J in 0.1, 0.15, 0.25 (short
pulse), or 1.0 nsec (long pulse) full width at half max-
imum (FWHM) was focused onto the target through an
aspheric lens of an effective f number of 1.6 with a nomi-
nal incidence angle of 54'. The irradiations were done
near S polarization. The intensity distribution in the tar-
get plane was observed using a beam-monitor system that
consists of a microscopic objective lens and a television
camera. The image plane was varied along the laser-beam
axis so that the intensity distribution was determined as a
function of displacement from the best focus. We found
the pattern to be reproducible from shot to shot. Since we
were operating the GEKKO-IU laser system far below its
design power, there was no nonlinear beam propagation in
the laser glass, so the beam quality did not vary appreci-
ably with laser power. The distribution is primarily due
to intensity-independent aberrations and to diffractions.
Figure 1(a) shows a typical intensity image of the 0.53-pm
laser pulse at 200 pm in focus. Figure 1(b) shows the in-
tensity profile of the above image. The profile had a
modulation of about +30% at an average intensity of 10'
W/cm . We did not observe appreciable change in the
distribution for short and long pulses. It was within the
above modulation value.

The pulse duration and shape were observed using an
optical-streak camera and/or monitored by a fast-response
biplanar photodiode. The shape was determined to be
roughly Gaussian.

The experimental setup is shown in Fig. 2. To monitor
the emission image of the x ray above 1.5 keV, two x-ray
pinhole cameras with a 7—8-pm pinhole diameter and a
55-pm-thick beryllium filter were mounted tangential to
the target surface and at 45' from the target normal,
respectively. Kodak XRP-5 films were used to record the
x-ray images. The Be-filtered x-ray pinhole camera
showed an amplitude modulation of about 15% in its x-

ray micrograph of gold target. The modulation was
found to roughly correspond to the intensity modulation
in the incident laser beam, but the former was somewhat
smoother than the latter. This difference is likely due to
the large incidence angle of the laser beam. Lower-Z tar-
gets showed smoother x-ray emission profiles. At the in-

cident angle used, the laser spot has an approximately el-

liptic shape whose eccentricity a/b is about 1.8 where a
and b are the major and minor axes, respectively. The
lengths of the axes estimated from the obtained x-ray mi-

crographs were in good agreement with that calculated
from the laser focusing position and the f number of the
lens, taking into account the variation of the laser absorp-
tion rate in this spot. The maximum-minimum ratio of
the laser intensity variation in the spot is estimated to be
2—3. We use hereafter the value v'ab as the noininal
laser-spot diameter for convenience to express the dimen-
sion of the spot at the target surface. This nominal laser-
spot diameter was varied from 90 to 330 IMm to obtain an
intensity range 2X10' —2X10' W/cm . Typically it
was fixed at 150—180 pm at II -2X 10 W/cm .

In the 0.15-nsec pulse experiments on gold targets, the
underdense corona plasma was observed from the tangen-
tial direction by optical shadowgraphy using a synchron-
ized probe beam (633 nm) of 60 psec pulse duration.
Flash x-ray backlighting was separately used to observe
tangentially the high-density region of the target with
1.4-keV x-ray photons in the short-pulse experiments.
Expanding ions were always monitored using charge col-
lectors, which were placed typically at 42' to the target
normal.

Charge collector signals from the gold target showed an
expansion velocity of 7X10 cm/sec for the maximum
laser intensity investigated with a 0.15-nsec pulse. This
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FIG. 1. (a) A typical intensity image of the 0.53-pm laser
pulse in the target plane. The average intensity is 10' %'/cm .
(b) A profile of the laser intensity in the target plane.
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FIG. 2. The experimental setup for x-ray radiant energy

measurements. Each diagnostic tool was mounted at an angular

position (L9,y), where (O,y) are polar coordinates and a Z axis is

on the target normal.
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value is in agreement with that derived from the time-

resolved optical shadowgram of the expanding plasma.
At maximum laser intensity the velocity u corresponds to
a coronal plasma temperature of 1.5 keV obtained from
the relationship of u -2C, /(y —1), where C, is a sound
velocity and y is —,.

The expansion velocity of the high-density region was
found to be 1.4X 10 cm/sec for the 0.15-nsec pulse using
the x-ray backlighting image. The x-ray image of the
tangential pinhole camera showed the emission region of x

rays above 1.5 keV expanded during laser-pulse duration
by no more than 25 pm from the original target surface,
even with the long pulse. From these experimental data,
it is concluded that the overdense and low-temperature re-
gion did not expand more than 25 pm during a soft-x-ray
emission time, which is less than one-fourth of the focal-
spot diameter used.

Filtered seven-channel, absolutely calibrated x-ray p-i-n
diodes were occasionally used to monitor the electron tem-
perature of the coronal plasma using the Ross filter
method and also used to estimate the level of hot elec-
trons.

We used a soft-x-ray transmission grating spectrometer
to obtain an x-ray spectrum profile in 0. 1 —2.0-keV
range. The dispersive element was a linear array of 0.3-

p, m-thick gold bars with 1 lum spatial period in a free-

standing structure. The spectral resolution is estimated to
be about 5 A for the case of a 100-pm x-ray source size.
The dispersed x ray was usually recorded on Kodak Type
101 film and also on Kodak NS-5T film when an h v ~ 1-

keV range of higher sensitivity was required. This spec-
trometer was mounted at 22.5' from the target normal.
Typical x-ray emission spectra obtained using the
transmission grating spectrometer are shown in Fig. 3.
The Au planar target was irradiated in a 150-pm focal-
spot diameter by a 1.0-nsec pulse laser. The film sensitivi-
ties are not calibrated. Three obviously recognizable band
structures consisting of hv=0. 15 keV, 0.2—0.3 keV, and
0.6—1.2 keV can be seen. At the 0.12-nsec pulse with
higher intensity —10' W/cm, another hump was ob-
served in the spectral range &2.0 keV on the Kodak NS-

0

CI
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5T film. The transmission grating spectrometer with the
Kodak 101 film was also used to see the spectral-resolved
size of the emission region by placing a pinhole of 150 p, m
diameter in front of the grating. A one-dimensional spa-
tial image of the emission region, taken by the spectrome-
ter with the input pinhole, showed a slightly larger size
for the hv& 500-eV region than that by the Be-filtered x-
ray pinhole image. No significant difference was found in
the emission sizes for the sub-keV range investigated. AI-
though the accuracy is limited by the pinhole diameter, it
is concluded that they coincide with the laser-spot size.

Filtered ten-channel biplanar x-ray diodes (XRD's) and
four-channel x-ray calorimeters were used to measure the
absolute x-ray radiant energy from the target. The
XRD's had Al photocathodes whose quantum efficiency
was measured by Day et al. The filter sets used in the
present experiment are listed in Table I with the absorp-
tion edges utilized. The parylene and trichloroethylene
films were made by the chemical vapor deposition (CVD)
method and plasma polymerization with a thickness accu-
racy of +1.5%. The other metal layers were formed by a
vacuum evaporation method with a nominal deposition
accuracy of 120 A. The spectral responses and typical
combinations of channels used to deduce the data by the
differential method for a programmed energy window are
shown in Fig. 4. The diode itself had a rise time of about
34 psec. The signals of the XRD were monitored with the
combination of Tektronix 7104 and 485 oscilloscopes.
The temporal response of the 485 was not enough, there-
fore its signal response was calibrated using the 7104
whose response was about 350 psec.

The XRD's signal showed the x-ray emission time was
nearly equal to the laser-pulse duration for 1 nsec and
slightly shorter at higher-energy photon channels, but it
was only ascertained to be less than 500 psec for short
laser pulses because of overall temporal response of the
detection. The XRD signal was time integrated to obtain
the total electrical charge produced at the diode cathode
taking into account a calibrated value of a cable attenua-
tion and oscilloscope responses. The temporal stability of
the photocathode's quantum efficiency was checked by
comparing the signals of two XRD's with identical filters
at the same target shot: one of which was preserved in a
vacuum desiccator for five days after being aluminum-
coated on the electrode and installed in the target
chamber; the other had been used in the target chamber
for four months to receive about 70 laser shots and was
repeatedly exposed to air during this period. The quan-

TABLE I. Filter sets for XRD.

—- —-- —fag level Zeroth Order

0 '-

0.1
l 1 I i

0.15 0.2 0.3 0.5 1.0
Photon Energy ( keV )

FIG. 3. Typical x-ray emission spectra in transmission grat-
ing spectrometer at a viewing angle of 22.5'. Au target was irra-
diated at IL ——7.3&10' W/cm in 1.0 nsec.

1. C2HC118(0.88 pm) + CSH7C1(0. 1 pm) + C8H8(0.48 pm)
2. Parylene (CSHq)(2 pm)
3. V(0.37 pm) + C8H8(0. 5 pm)
4. CSH8(7.4 pm)
5. Fe(0.5 pm)
6. Fe(0.5 pm) + C8H8(0.75 pm)
7. Ni(0. 37 pm) + C8Hs(0 5 pm)
8. Zn(0. 42 pm) + C8H8(0. 5 pm)

A1(1.0 ~m) + C,H, (0.5 qm)
10. Be(45 pm)
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F(Q. 4. ()veraB detector responses of filtered XRD's as a function of photon energy.

turn efficiency of the older photocathode was reduced by
about 20%."

The evaluation of the absolute radiant energy was pri-
marily carried out by differentiating the signals of the
paired channels described in Fig. 3. The energy fluxes
were obtained in the respective window of the photon en-

ergy. The problem in such a differential method is that
the effective spectral response S in the respective energy
window is not an ideal rectangular function, but a
photon-energy-dependent function within the window.
Furthermore, some excess response remains outside the
desired window when the fitting of the responses of the
two channels concerned is not perfect. Although we care-

fully designed the set of the filters so as to minimize the
errors in the data deduction, these defects are inherent to
such a differential method and it is inevitable to suffer
from intolerable errors if the data deduction is carried out
with the simple differentiation alone. However, the un-

certainty in the x-ray radiant energy evaluation by the
XRD's signal data can be considerably reduced by com-
paring it with the spectral shape in Fig. 3. The absolute
spectral response of the Kodak 101 x-ray film is not
known and the film gamma value is generally a function
of the photon energy, but it is reasonably approximated to
a constant value within a relatively narrow energy range
of concern. The film gamma has different constant
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values for respective photon-energy ranges. Thus the ef-
fective S„in the data deduction is determined by referring
to the profile of the film exposure at the energy band of
concern without assuming a spectral response of rectangu-
lar shape. The differential of the XRD's signals obtained
is equal to the convolution of the spectral response of the
XRD's in Fig. 4, and the real x-ray spectrum profile in
the photon-energy range of concern which is now derived

by the transmission grating spectrometer. In order to as-
sess the accuracy of the above procedure we checked the
proportionality at several photon-energy ranges between
the x-ray fiuence deduced from the XRD's signals and
that from the film exposure spectrally integrated. The
slope of the proportionality is a function of the gamma
value in the photon-energy range of concern. The experi-
mental data were obtained for different x-ray spectrum
shapes, thus different x-ray fiuences at a specified range,
which were achieved by using target materials of several
atomic numbers. The proportionality of the two kinds of
energy fiuences was ascertained within the deviation of
+10% at the fiuence region observed, even when different
spectrum shapes were analyzed. It should be noted that
these relations, in turn, provide the absolutely calibrated
film response for different wavelengths in the sub-keV
range. A similar procedure was done to eliminate the ex-
cess responses outside the desired energy band. The total
error is caused by the uncertainty in the filter thickness
and the error in the evaluation of the effective S„.

The signals of the parylene channel at two different an-
gular positions indicated an approximate cosine distribu-
tion at IL ——5X10' —4X10' W/cm . The zinc channel
sho~ed a nearly isotropic angular distribution rather than
a cosine distribution.

III. RADIANT ENERGY SPECTRUM
FROM Au PI.ASMAS

Figure 5 shows typical radiant energy spectra obtained
at 100-psec and 1.0-nsec laser pulses. The horizontal bars
of the data points correspond to the observed energy band.
It is found in Fig. 5 that the obtained spectral shape is not
of the ideal blackbody spectrum type and most of the ra-
diant energy is concentrated below 0.7 keV. Shorter
pulses produced relatively smaller radiant energy and
clearly showed a dip at 300—500 eV. Longer pulses pro-
duced larger radiant energy. Relatively large energy
transport from a laser-heated region to an x-ray-emitting
region may be responsible for this; at short pulses smaller
electron conduction may exist. These facts will be com-
pared with the simulation and their origin will be dis-
cussed in Sec. V. The observed humps in the spectrum
are explained by a non-LTE average ion model simula-
tion. The open circles show the data by Mead et al. '

Their data were plotted after the nominal translation of
the laser incidence angle 8 taking into account the laser
bulk absorption change and their observation angle. ' '

The present result is in reasonable agreement with their
result except for the 600-eV range —if one considers that
both results have error bars, and the observation angles to
the target normal are not identical. Unfortunately, they
did not provide the spectral intensity at the photon energy
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FIG. 5. Radiant energy spectra from Au plasma at a viewing
angle of 22.5' at (a) IL=4.0X10' %/cm in 100 psec and {b)
1.0)& 10'" %'/cm in 1.0 nsec. Dashed lines show blackbody ra-
diation spectra. Open circles show the data by Mead et al. '

and a dotted line shows the data by Ceglio et al.

less than 250 eV where considerable radiant energy con-
centrates. The dotted line shows the data from the soft-
x-ray streak camera coupled with a transmission grating
by Ceglio et a/. The streak data were unfolded using
the overall spectral response of the detection system. We
do not understand, as yet, why considerable difference in
their spectra was obtained with nearly identical experi-
mental conditions at the same laboratory.
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The present results clearly show that the spectrum devi-
ated from the blaekbody spectrum, especially for laser-
pulse durations of less than 0.25 nsec. The spectra ap-
proach the blackbody-radiation spectral shape as the pulse
increases to 1 nsec, but deviation still remains. The radia-
tion temperature Tz used to achieve the radiation energy
level obtained at hv=250 eV for the short pulse is es-
timated from the blackbody relation to be 224 eV. On the
other hand, the nominal Tq used to explain the data point
at hv=600 eV is 170 eV. These values are 175 eV and
127 eV for a 1-nsec pulse, respectively. The dashed lines
in Fig. 5 shows the blackbody-radiation spectral profile
for respective radiation temperature for comparison. In
these calculations, the emission area was estimated from
the x-ray iinage of the Be-filtered x-ray pinhole camera
and that of one-dimensional spatial-resolved transmission
grating spectrometer. The target area irradiated with
lower intensity than usual may emit the softer x-ray
whose spectrum maximum concentrates in the range less
than 250 eV and may enhance the spectral part of about
250 eV or less. But this does not seem to be the main
cause for the present spectra, because the nominal irradi-
ated area determined by the simple laser ray trace is in
good accord with the maximum size of the emission at
hv-100 eV as described in the previous section. The ra-
tio of the areas emitting 100- and 600-eV photons was
found to be less than a factor of 2 at most. The above
area ratio cannot explain the difference in the radiation
temperatures estimated at the lower and higher pho-
ton-energy regions if we follow the equation
Jii ——cU„(TR)S/4n., where Jz is the blackbody radiant
energy flux per unit frequency interval from an area S,
U„(T~) is the Planck function with an equilibrium tem-
perature Tlt and c is the speed of light. In addition, the
x-ray spectrum profile did not change significantly at the
nominal laser intensity from —10' to 4X 10' W/cm .

In separate experiments, the filtered seven-channel x-
ray p-i-n diode array produced absolute spectral intensity
in the photon-energy range of 1—22 keV at Au targets.
The x-ray intensities were 10', 10', and less than 10
keV/keVsr at hv= 1, 7, and 22 keV, respectively, at the
laser intensity of 10' W/cm . The measured x-ray flu-
ence at the above intermediate photon energies is a super-
position of free-bound emission from cold electrons and
of bremsstrahlung radiation generated by hot electrons as
they slow down in the overdense plasma. Order-of-
magnitude estimates of the amount of energy in the hot
electrons that would produce the observed hard-x-ray flu-
ence can be made by assuming that the radiation is pro-
duced by thick-target bremsstrahlung radiation from a
Maxwellian hot-electron distribution. To minimize the
thermal-emission background by the cold electron, we use
the x-ray fluences at the two highest energy channels to
infer a hot-electron temperature. Thus the temperatures
of the cold electron and hot electron are estimated to be
0.6 and 4.6 keV, respectively. The fraction of a hot-
electron number density to a critical number density is
also estimated to be 1.7&10 . In this estimation we
used Eq. (5.15) of Ref. 30 and took an electron stopping
range multiplied by the laser-spot area as an emission
volume.

The heat-flux density by electron is roughly proportion-
al to n, (kT, ) where n, is an electron density, then the
ratio of the heat flux by hot electrons to that by cold elec-
trons is of the order of 10 . This value is quite low and
it is in agreement with the value estimated by the Appen-
dix in Ref. 2. This order of magnitude of the level of the
hot-electron generation is also suggested by the charge
collector signal which did not show any significant fast-
ion peak in its time-of-flight spectrum. However, the hot
electron may produce x ray efficiently because of its high
energy. The collisional ionization and excitation rates by
the electron are proportional to n, exp( hv/—kT, ) in a
Maxwellian distribution, where hv is the relevant excita-
tion energy that is approximately equal to the photon en-

ergy. Then the ratio of the collisional ionization and exci-
tation rates by the hot electron to that by the cold electron
is determined to be 10 for the photon-energy range of
less than 600 eV. These ratios estimated above are too
small to claim that the hot electron is a main source in
producing the deviation from the blackbody emission.

From the above discussion we conclude that the emis-
sion observed at 0.1—1.6 keV cannot be described either
by the blackbody radiation with a single radiation tem-
perature or by the hot electron. This cannot be explained
by the two-dimensional effect, because the emission sizes
for 100—800 eV were found to be almost identical to the
laser-beam spot sizes used. Therefore, the large lower-
temperature region which will preferentially contribute to
the 100—300-eV photon emi. ssion did not exist around the
beam spot on the target. The obtained results suggest that
the observed feature of the spectrum is inherent in the
emission process.

The other approach to explain these experimental re-
sults is to consider the axially projected structure of the
emission in the plasma; the optical thickness will not be
sufficient to guarantee blackbody radiation for all the
photon energies investigated. Lower-energy photons may
be produced at the high-density plasma region which may
be optically thick enough to provide a cosine angu1ar dis-
tribution. The optical thickness will be very roughly es-
timated by using the Rosseland mean free path for
bound-free transition, 0

x' (z)((z)+I)'
where X is the ion density in 5)&10 cm, T, and T~
are the electron and radiation temperature in keV, respec-
tively, and (Z) is the average ionization charge. At
T, —T& ——200 eV, % =5&10 ' cm, and using the ap-
proximate relation (Z) = ', (AT, )', A,z is —estimated to
be 40 pm. The value is larger than the plasma scale
length. However, for bound-bound transitions which are
dominant for high-Z targets, the plasma will be optically
thicker for the photons of hv&200 eV. Such a situation
may not apply to the emission of hv&500 eV. If the
plasma is optically thin, then the emissivity decreases and
the angular distribution approaches an isotropic one. This
situation seems to be responsible for the present results.
These explanations are supported by the computer-code
simulation described later in Sec. V.
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For comparison, we made intentionally nonuniform ir-

radiation on gold targets by putting a concentric struc-
tured mask in the laser-beam path in front of the final
focusing lens. In this case, a very rough estimate of the
scale length of nonuniformity was 30 p, m. We found that
the structured laser-beam profile enhanced the radiant en-

ergy at 200—300 eV by a factor of 2 at shorter laser pulses
compared to the smooth laser-beam profile under the
same average laser intensity. This may suggest that the
plasma region where the quasiblackbody condition is at-
tained becomes hotter at the peak locations of the laser in-

tensity modulation so that the emissivity is enhanced
there and/or the effective emission surface are increases
due to nonuniformity of plasma expansion.

At normal incidence, the radiant energy increased corn-
pared to 54' incidence angle. This is inferred to be due to
the increase in the plasma density by a factor of 3 at
which the laser energy is deposited, resulting in the in-
crease of laser absorption. In this situation plasma densi-

ty and temperature may have a different profile from that
with the 54' incident angle so that energy transport to the
x-ray-emitting region becomes more effective.

IV. LASER INTENSITY DEPENDENCE OF X-RAY
CONVERSION EFFICIENCY IN Au PLASMAS

The conversion efficiencies from the incident laser ener-

gy to the total emitted x-ray radiant energy by 0.1—1.6
keV have been obtained as shown in Fig. 6 by integrating
spectral radiant energy such as Fig. 5. %e did not obtain
the angular distribution over the whole energy range, so it
is rather difficult to estimate the complete sets of uncer-
tainty in the whole x-ray hv region to deduce the uncer-
tainty of the conversion efficiency. Here we assumed
from the data of the parylene channel XRD that the emis-
sion angular distribution follows cosine law for the whole
hv region investigated. This does not hold to the photons
of around hv-1 keV, which showed a distribution ap-
proximating the isotropic one. But the error induced in
the total conversion efficiency by the ambiguity in their
angular distributions is relatively small ( —15%) because
the radiant energy at hv~ 1 keV is much smaller (10%)
than that at h v=100—600 eV. The angular distribution
obtained for lower energy range in the present experiment
is consistent with the result by Mead et a1. In the long-
pulse irradiations, the conversion efficiency is about
40%—a value two times as large as that for the 0.25-nsec
pulse at the intensity of —10' W/cm . This means that
the increase in plasma scale length at longer pulses and
the increase in laser absorption ' both may have contri-
buted to the increase in the x-ray conversion efficiency as
discussed in the next section. Figure 6 shows that the
conversion efficiency is only weakly dependent on IL. At
higher laser intensity, 6X 10' —2)& 10' W/cm, the spec-
tral intensity around 1 keV increased by a factor of 2,
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FIG. 6. Laser-intensity dependence of x-ray conversion effi-
ciency for various laser-pulse durations: 0, 1.0 nsec;
0.23—0.25 nsec; D, 0.15, nsec; T, 0.1 nsec.

compared to that at IL —1X10' W/cm, but lower-

energy photons still dominate in energy fiux. At these
laser intensities the classical absorption becomes less ef-
fective because of higher plasma temperature. This prob-
ably causes the decrease in x-ray conversion efficiency as
shown in Fig. 6, while higher-energy photon emissions in-
crease due to the higher plasma temperature at the under-
dense plasma region. From the beryllium-filtered x-ray
calorimeter's signal, the total energy above 1.6 keV was
estimated to be less than 1% of the incident laser energy
at the laser intensities investigated.

V. COMPUTER SIMULATION

The x-ray emission spectra obtains have been investi-
gated by the one-dimensional hydrodynamic Lagrangian
code HIMIco (Refs. 32 and 33) which is coupled with a
non-LTE average ion model and multigroup radiation
transport. In order to describe the plasma x-ray which
was inferred in the previous sections to be generated in a
variety of density regions and times in nonstationary plas-
ma hydrodynamic motion, we need to analyze the system
under the nonlocal thermodynamic equilibrium which is
valid for wide density and temperature ranges. An LTE
model is valid only in the region where collisional transi-
ti'ons overwhelm radiative transitions, so the density re-
quired to achieve LTE in an optically thin plasma is quite
high. The radiation transport calculation incorporates
the emissivity and absorption coefficient of the medium,
and hence needs the detailed information of the atomic-
energy state.

%e employ here the average ion mod'el ' to describe
the time evolution of electron population P„with princi-
pal quantum number n. The population change in this
model is given as follows:

(NP„)=R„N,NQ„—I„N,NP„+N g—A„PQ„—g A „P„Q+ g C„N,NP Q„
m (&n) m (&n) m (&n)

C „N,NP„Q + g C„N,NP Q„—g C „N,NP„Q,
m (~n) m (&n) m {gn)

Q. =1—P. /gn
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where N, N„and g„are the ion number density, free-
electron number density, and statistical weight of the nth
level, respectively. Here, R„,I„,A„,C„,and C„are
the rate coefficients f'or recombination into the nth level,
ionization from the nth level, Einstein s A coefficient,
collisional deexcitation (from m to n), and collisional ex-
citation (from m to n), respectively. The recombination
rate R„consists of the radiative, three-body, and dielect-
ronic recombinations. The free-electron number density
N, is related with an average ion charge Z' as

N, =NZ"=N 'Z —gP„
The energy of bound electrons E„is expressed to be

2

~
E„~=13.6 b,E„eV—,

where q„is the effective nuclear charge, e.g., the net nu-
clear charge as seen by electrons in the nth level, which is
calculated with Mayer's screening constants e„as
q„=Z —g I

0„P. ' hE expresses a potential
lowering by perturbers such as free electrons and neigh-
boring ions. The pressure ionization effect is added to the
calculation by forcing the degeneracy of the nth bound-
electron shell to decrease to zero at a high-density limit;
the electron populations around the valence shell ( r„=Ra)
are numerically modified so that the solution is close to
the Thomas-Fermi-Dirac description in the high-density
region. Here r„and Ro are the electron-orbital radius
and ion-sphere radius, respectively. Thus, unphysical
and abrupt change in the population is avoided. Most of
the rate coefficients are introduced from the lists by Post
et al. and the detailed balance.

To compare with the corona and LTE model calcula-
tions, the average ionization state of an aluminum plasma
which is approaching an equilibrium state at T, =100 eV
has been calculated to test this code as a function of the
ion density. The result coincides well with the corona
model and LTE calculations at low- and high-density lim-
its, respectively, as shown in Fig. 7. However, it should
be noted that the deviation from the LTE model is signifi-

cant at the ion density region of 10 —10 cm which is
the most interesting region to laser-produced plasmas.

Before we start the calculation to siinulate the experi-
mental results described in Sec. III, we calculate the emit-
ted power density as a function of plasma density N and
temperature T, to obtain a general feature of x-ray gen-
eration. Figure 8 shows the contour of total emitted
power density J(N, T) at t=500 psec in a gold plasma.
The stolid lines indicate J(N, T)=const. These lines of
J(N, T}=const have a convex shape downwardly at
higher temperature regions, as seen. In a subsonic abla-
tion region it is reasonable to assume that the plasma
pressure P =N(Z+1)T, has a constant value, therefore
NT, =const using the approximate equation
Z- ', (A'r, —)'~ . When the parameters N and T,
changed according to NT, =const, it is found that
J(N, T) has the maximum value because the line of
NT, =const can be tangential to the line of
J(N, T)=const. When the parameters N and T, were
changed according to NZT, =7.8)&10 eVcm (or 12.5
Mbar}, it was found that the total emitted power density
J(N, T) integrated from 0 to 2 keV has its maximum
value at N =1.0)(10 ' cm and T, =300 eV due to the
intense and numerous line emissions. This region is far
from the validity domain of the LET model or the corona
model. The reason for this maximum is very simple. In
the lower-density side, the emission is proportional to the
density. On the other hand, in the higher-density side,
bound-bound emission is reduced in number of lines and
finally vanishes because the higher levels disappear due to
large potential lowering and low temperature.

The figure is useful in providing an idea of the region
of emitted radiation. This contour of J at t=500 psec
agrees with the contour at t=100 psec except at a density
lower than N-10' Icc, and hence it is possible to predict
the maximum value of total emission using this figure for
any time longer than 100 psec.

The dielectronic recombination is also one of the im-
portant processes in laser-produced plasmas. Since the
ionization state is reduced due to this process at a lower
density region, the line-spectra shift towards a lower-
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FIG. 7. Average ionization charge of aluminum plasma by
non-LTE calculation as a function of ion density at ionization
equilibrium in comparison with the corona and LTE model cal-
culations.
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FIG. 8. Contour of total emitted power density J(X,T)
{W/cm') at t=500 psec in a gold plasma. The maximum of to-
tal emission is shown by the shaded region for various choices of
the product XT, '.
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energy side and some of their intensities are larger than
that in the non-LTE model without the dielectronic
recombination process.

The calculation to simulate the experimental results as-
sumed that a spherical target having a radius the same as
a focal-spot radius is irradiated by a 150-psec and
18.8&2-J green laser whose incident angle is set to 54' in

order to replicate the experimental incident angle. The
one-dimensional calculation seems to be validated by the
fact that lateral energy transport was not a major effect
on the emission. The similar results on the x-ray images
have been also obtained recently by Mead et al. who stud-
ied low-Z plasmas such as Be or Al. However, the axi-
ally confined energy transport of the heated electrons into
the overdense plasma appears inhibited and was claimed
repeatedly in the studies of mass-ablation rate, pressure,
etc. ' Here we set the flux-limitation factor f, which
limits the energy transport caused by free-streaming elec-
trons, to either 0.01 or 0.03. The fraction of resonance ab-
sorption is principally set to 0.03 of the laser energy
which reached the critical density. This absorbed energy
appears as the hot-electron energy. The detailed descrip-
tion of the hot-electron transport in our code is given in
Ref. 32. The temperature of the hot electron is evaluated
by Estabrook and Kruer's scaling law. It is plausible
that magnetic fields may be responsible for the fiux limi-
tation at such a finite-boundary geometry.

Figure 9 shows electron temperature and ion density
profiles for f=0.01 at a laser peak for a 150-psec FWHM
pulse. A steep profile is due to inhibited thermal-electron
transport; in other words, the inhibition operates prom-
inently in the steep-gradient region of the plasma pro-
duced by such a short laser pulse. A plateau is formed by
radiation transport. This indicates radiative energy trans-
port is essential in dense regions of high-Z plasmas free
from such inhibition mechanisms which the electrons may
be infiuenced by.

Figure 10 shows spectral power density of emitted radi-
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ation at the sampled points denoted by the arrows in Fig.
9. Bound-free radiation is more sensitive to the tempera-
ture and density changes than bound-bound radiation.
This trend is apparently seen in the line (-600 eV) etnis-
sion from N shell: the line strength remains constant
from N~ ——4X10 ' to 4X10' cm . The bound-free
emission less than 1 keV is large in the plateau region,
while the line emission is dominant in the steep profile re-
gion. Since the line emission determines the total emitted
power, its energy transport is one of the most important
processes to determine the x-ray conversion efficiency.
This is reAected in the conversion efficiencies at 1 nsec
and 100 psec laser experiments. The simulations give effi-
ciencies of 46.7% and 6.7% from laser to x ray, and effi-
ciencies of 54.3% and 20.6' from absorbed energy to x-
ray energy, for 1-nsec and 100-psec pulses, respectively.
In the former case, the laser parameters are 17.9 J/nsec
and 150-pm-diam focal spot, and in the latter case they
are 10.6 J/100 psec and 184 pm. At longer pulse irradia-
tion with the same laser intensity, the axial plasma scale
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length is larger and then the laser absorption tends to in-

crease. This increase in the laser absorption contributes to
some parts of the increase in x-ray conversion efficiency.
However, it should be noted that the region of steep densi-

ty gradient is optically thin for hv& 500 eV because the
line centers in the neighboring two regions have an energy
difference larger than the linewidth and hence the opacity
is mainly determined by bound-free opacity. On the other
hand, the optical thickness A,z at the plateau region is rel-

atively large for liv-200 eV although not sufficient to
provide the blackbody condition A,„«Lz,where l.~ is a
local plasma density scale length. Accordingly, for a
longer pulse, the emission becomes larger because the den-

sity scale length is longer: the total energy of the emitted
x ray is mainly given by the line emission and is deter-
mined by the volume emission process in the region giving
a steep density gradient. Figures 9 and 10, furthermore,
indicate that the sub-kilovolt x-ray emission levels are not
significantly affected by the three-dimensional expansion
of the underdense plasma because the x ray of concern is
generated within several pm from the ablation region.
This is consistent with the one-dimensional plasma model
used in the present calculations.

The total emitted spectra for 1-nsec and 100-psec cases
are shown in Fig. 11, where the corresponding experimen-
tal data are also shown. The spectrum for a 1-nsec pulse
shifts a little towards the lower-energy side and is narrow
for hv& 500 eV, compared to that for the 100-psec pulse.
The lower (-200 eV) and higher (-700 eV) energy peaks
mainly come from the bound-bound emissions into n ) 5
level and n =4 level (N-shell), respectively. The line spec-
trum in the LTE model shifts towards the higher-energy
side as compared to the non-I. TE model, where the energy
of the bound electrons becomes significantly higher for a
highly stripped ion and hence a high-energy x ray is pro-
duced. This LTE result disagrees with the experimental
result, in which the radiation energy above 1.6 keV was
less than 1% of the incident laser energy.

The calculated spectra are in excellent agreement with
the experimental results, especially for a short laser pulse
at f=0.03 except for the lower-energy (-200 eV) com-
ponent. The above results indicate that the level of the x-
ray spectrum is closely related with the value of the
energy-flux-limitation factor in an ablating plasma. As
we described above, the increase in the calculated emission
level originates in the increase in the density scale length
at the steep-density-gradient region because the total emit-
ted energy is determined by the volume emission process.
Larger flux-limitation factor leads to larger emission
volume near the ablation region. The flux limitation does
not operate well at the longer-pulse irradiation because the
density scale length is sufficiently long.

We investigated the effect of hot electron on the level of
sub-keV emission and its spectrum. %'hen we changed
the fraction of resonance absorption at the critical density
as a parameter from 0.03 to 0.10 in Fig. 11(b), the emis-
sion level at hv=250 eV increased by 17%. On the con-
trary, when the fraction decreased from 0.03 to 0.005, the
emission level decreased by 6%. The spectrum profiles
were almost identical at these fractions. It should be not-
ed that the above change in the level of the hot electron
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FIG. 11. Calculated emitted spectra of Au plasma for the (a)
1-nsec and (b) 100-psec cases. Solid circles show experimental
values. Solid and dashed lines denote the results for f=0.03
and 0.01, respectively.

makes relatively little change in the emission level. %e
consider that the above result reflects that at the range
of the present experimental conditions the plasma
temperature-space distribution near the abalation region is
dominated by the thermal-electron heat transport and the
hot electron is not playing a critical role affecting the
emission level. We could not observe the effect of laser
and/or plasma microfilamentation of several-micron scale
length on the emission spectrum, but it would be unlikely
that such microfilamentation dominates the whole hydro-
dynamical structure of the plasma which determines the
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ionization-emission dynamics, especially in overdense re-
gions.

There are many possibilities which may improve the
discrepancy between the experimental results and the
simulation. One of these is the contribution from sublevel
transitions which are neglected in the average ion model.
The simulation cannot satisfactorily replicate the differ-
ence between 1-nsec and 100-psec pulses concerning the
spectrum dip around 400 eV. The Stark broadening at
¹,—10 ' cm is about 20 eV and may not play an im-
portant role here. Because the energy window of the x-ray
diode for each channel is wide, the direct comparison of
the spectrum dip between the simulation and experiments
requires a finer resolution of the spectrum.

The infiuence of self-generated azimuthal magnetic
fields on the emission spectrum will be a subject for future
investigation.

VI. Z DEPENDENCE OF X-RAY SPECTRUM
AND CONVERSION EFFICIENCY

Similar x-ray generation experiments have been made
with other solid target materials at Ir ——(1.0+0.2) &&10I

W/cm in 1.0 nsec, a laser spot of 150 IMm diameter, and
the incidence angle of 54'. The other target materials in-
vestigated are polyethylene, aluminum, titanium, copper,
molybdenum, tin, gadolinium, dysprosium, and tantalum
plates. Typical emission spectra are shown in Fig. 12.
The target plates were carefully handled and/or chemical-

ly cleaned in order to keep the surfaces free from oxida-
tion until laser irradiation. Gadolinium and dysprosium
used in these experiments have been produced with a puri-
ty of 99.9% and sealed under argon gas in glass cells for a
long storage period. Nevertheless, some oxidation could
not be avoided as shown in an aluminum spectrum in
which a small hump exists at 600—700 eV. This hump
cannot be explained by the atomic structure of aluminum.
The position coincides with the oxygen E lines. %"e con-
clude this hump is caused by the emission from the oxy-
gen ions and its contribution to the total emission is of the
order of (10 J/sr keV EL ) or less for all other inaterials
investigated. The oxygen emission is thus found to be in
relatively much lower levels than that by other atomic ele-
ments in the present experiments.

Figure 13(a) shows x-ray conversion efficiency as a
function of Z. The ordinate expresses the fractions of
laser energy converted into x-ray energy per unit solid an-
gle at the XRD detector array, which was angled to 22.5'
from the target normal. One can obtain the total conver-
sion efficiency easily by multiplying the angular distribu-
tion function. The efficiency is broken down into frac-
tions corresponding to respective photon-energy ranges as
indicated by several lines. The errors for the integrated
efficiency value are about 20% for all elements. It should
be noted that the integrated conversion efficiency in-
creases gradually with some undulation as Z increases. In
the fractional efficiencies in Fig. 13(a), undulation struc-
ture is more clearly seen. These undulations are due to
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the humps in the spectrum whose position and intensity
depend on the material Z as shown in Fig. 12. The
humps originate in electronic transitions in the nth orbital
shell of ions as described in Sec. V. We can identify these
humps in the spectra sequentially by tracing tlie change of
location of the hump caused by electronic transitions in
the same principal quantum number when the Z of the
material varies. For example, the hump of titanium at
about 0.7 keV in Fig. 12 is identified with L-shell elec-
tronic transitions from Grotrian diagrams of transitions
in ions. The humps at about 1.3 keV in the Cu spec-
trum and at about 0.25 keV in the Al spectrum are found
to correspond also to the L-shell electronic transitions by
assuming a simp1e hydrogenic ion mode1 in which the
bound energy is proportional to Z . Such estimation is
not valid at high-Z materials unless the effective charged

state is used, but it would not be unreasonable to infer
that the principal quantum number is responsible for the
sequentially appearing hump, given the continuity of the
change of its location as a function of the atomic number
Z. The inferred principal orbital shells of which elmtron-
ic transitions are responsible for the hump are denoted in
the upper parts of the spectra in Fig. 12. These identifica-
tions are also ascertained by the simulation results. In the
same manner, the simulation results identify the humps in
Fig. 3 as M, N, 0, and P shells as denoted in the upper
part of the figure.

The simulation results by our hydrodynamic code also
predict the undulation structure in fractional efficiency
and well reproduced total efficiency change qualitatively,
and to some extent quantitatively, as shown by open cir-
cles in Fig. 12(b). When we irradiated a CH plate with
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higher intensity, IL -6X10' W/cm, the pulse shape of
the XRD signal at the parylene channel had a slightly flat
top. This temporal behavior may be evidence of the ener-

gy transport inhibition caused by plasma instabilities as
suggested by Lee et a/. They observed strongly flat-
topped shapes in the x-ray pulses from XRD's with low-Z
target materials at 1 pm wavelength and 5&10' %/cm
laser irradiation, and found that the laser intensity thresh-
old for the effect increases with the Z of the target. In
our case, the shorter laser wavelength seems to have in-
creased the threshold. Consequently, at the intensity in-
vestigated the inhibition does not operate at the higher-Z
elements.

There exist dips around Cu ( Z=29) and Gd (Z= 64) in
x-ray conversion efficiency. This fact seems to be related
with the electronic structure of the closed shell which
occurs at Z=28 and 60. For Gd, it is expected that the
achieved plasma parameters, especially temperature, at
dens regions are high enough to ionize the outermost X
shell, which contains 32 electrons, up to a fully stripped
state, but not so high as to excite the inner M-shell elec-
trons because of the potential gap between S- and M-shell
orbits. The same situation may exist for Cu. In these sit-
uations, the number of electrons in the outermost shell are
so few that the electronic transitions which emit most of
the soft x rays decreases. In order to clarify the physical
meaning of the above undulation, we try to break down
the integrated conversion efficiency into the contributions
of the electronic transitions in the respective orbital shells
using the spectra shown in Fig. 12. Figure 14 shows the
emission intensity by the electrons of respective principal
quantum number as a function of the atomic number Z.
Figure 14 is considered to be approximate because the es-
timation of the contribution has some ambiguity in Fig.
12. However, such a diagram suffices to clarify the physi-
cal meaning of Z dependence of soft-x-ray emission. It is
clearly seen that the shell giving the main contribution
moves outward as Z increases. From the main contribut-
ing shell, the plausible ion charge state can be inferred and
it reflects the plasma temperature at the emission region.
Similar behavior was reported by Nagel et a/. ' in keV
emissions, which were generated in the underdense high-
temperature region of 1-/i, m laser-produced plasinas.
They obtained sharp peaks in Z dependence of the emis-
sion. They claimed that peaks occur when E, I., or M
binding energies match the electron temperature and con-
cluded that the peak locations change only slightly for
wide ranges of laser wavelength, pulse duration, and in-
tensity by coronal model calculations. Our results show
the maxima at lower Z locations with wide tails. Their
heights depend on the principal quantum number.

As clarified in Sec. V, the sub-keV x rays are generated
in the plasma region to which we cannot apply the coron-
al model. The overall spectrum is determined by the sum-
mation of photons generated at different locations in the
plasma density-temperature profile, hence it is a compli-
cated function of many physical processes. In such a situ-
ation it is easily understood that there exist contributions
simultaneously from several electronic shells. It means
that the peaks should have wide tails and be significantly
overlapped with the tail of the next peak as seen for the
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FIG. 14. Atomic-number dependence of x-ray generation
from various electronic shells.

elements in Fig. 14. One can expect that these are affect-
ed by the plasma density-temperature profile which is set
by the energy transport from the laser-energy deposition
region. The fact that the locations of the peaks obtained
by Nagel et al. are higher in Z value than that obtained
by us can be qualitatively explained by the difference be-
tween their observation range of the photon energy and
ours according to Moseley's law Z ~ (h v)'~ for electronic
transitions to a given principal quantum number. Un-
fortunately, the time-of-flight data by the charge collector
is too rough to estimate the accurate temperature at the
dense plasma region which generates the x ray, so that
more detailed correspondence between the ion charge-state
distribution and the plasma temperature cannot be ob-
tained in the present experiments. It is only estimated
that the molybdenum atom was ionized up to a charge
state of Mo + from the diagram.

VII. SUMMARY AND CONCLUSIONS

Radiant energy spectrum of soft x rays from a 0.53-pm
laser-produced Au plasma has been found to deviate from
the simple blackbody radiation spectrum. The spectrum
can be fitted by a TR of about 200 eV for 100—200-eV
photons, but the spectral intensity is lower at the hv& 500
eV than the blackbody radiation intensity. The shorter-
pulse irradiation produced a clearer dip in the spectrum
between 0.3 and 0.6 keV. The conversion efficiency in-
creased as laser-pulse duration.

The hydrodynamic code coupled with a non-LTE aver-
age ion model has been used to investigate the dynamics
of x-ray generation in laser-produced plasmas and to ex-
plain the x-ray spectra at short and long pulses. Simula-
tion clarified the plasma density and temperature regions
which are most responsible for x-ray generation in the
laser-driven ablation structure of the Au target. The cal-
culated spectra have been found to be in excellent agree-
ment with the experimental results, while the LTE result
disagreed with the experimental results. The line spec-
trum in the LTE model shifts significantly towards a
higher-energy side than that in the non-LTE mode. It
was concluded from the experimental data of x-ray p-i-n
diodes and the simulation study that the hot electrons lit-
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tie affect the x-ray emission level and its spectrum profile
at laser intensity less than a factor of 10' W/cm . The
broadband structures in the spectrum have been inferred
to be due to the bound-bound and free-bound transitions
of the electrons in the M, X, 0, and I' shells. However,
the discrepancy between experimental data and simula)ion
results at h v= 100—300 eV still remains. It will be im-
proved by incorporating more accurate processes in highly
excited states of many electrons by which such low-energy
photons can be generated efficiently. The angular distri-
bution of emission is not yet fully understood. A sur-
rounding colder plasma might be also responsible for it.

The spectral dip around 400 eV was found to diminish
for a longer pulse. This tendency could not be satisfac-
torily reproduced by the simulation, although this dip is
due to the minimum of the emission level between the
bound-bound emissions in the 0 shell and the X shell.

Soft-x-ray emission reflects the transport of absorbed
laser energy into the target plasina. It may become a good
diagnostic tool to investigate the energy transport into the
high-density plasma region. The experimental results
showed the lateral energy transport was not predominant.
It is conclusively found that the emission level is sensitive
to the axial energy transport inhibition factor f which

operates especially for steep density gradient at a shorter
pulse. The best fitted value of f has been found to be
0.03.

Z dependence of the spix:tra in the soft-x-ray region
(0.1—1.6 keV) has been experimentally obtained for the
first time. The x-ray conversion efficiency was found to
increase gradually with some undulation as Z increases.
There exist dips around Cu (Z=29) and Gd (Z=64) in
x-ray conversion efficiency. These minima in the efficien-
cy have been concluded to be due to the electronic struc-
ture of the closed shell which occurs at Z=28 and 60.
The simulation results explained well qualitatively and to
some extent quantitatively the undulation obtained experi-
mentally.

These results will give physical insight in x-ray genera-
tion dynamics in laser-produced plasmas and will provide
useful information for producing stimulated emissions in
xuv region and x-ray sources for microlithography as well
as for inertial-confinement fusion.
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