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Electron detachment in negative-ion collisions. III. Model calculations
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With the use of a previously developed close-coupling theory, and simple models for the energy

gap and propagator that arise in that theory, calculations are made of the properties of the survival
probability for the negative ions and of the energy spectrum of detached electrons. Special attention
is given to interference effects that might be seen under favorable circumstances.

I. INTRODUCTION

A theory of electron detachment in collisions of nega-
tive iona with atoms has been developed in earlier papers. '

The purpose of the present paper is to explore some of the
possible consequences of that theory. Making use of sim-
plified models, we shall calculate and display some quali-
tative properties of the negative-ion survival probability
and of the detached-electron energy spectrum.

The theory developed in Ref. 1 is based on a semiclassi-
cal close-coupling framework. In Ref. 1(d) we showed
that by neglecting intracontinuum transitions, the time-
dependent coupled equations can be reduced to a single
integro-differential equation, which contains two func-
tions: the energy gap b, (t) between ionic and neutral
states, and a propagator S(t,t') which is related to the
coupling between bound and free states. Hence an
ab initio calculation of electron detachment cross sections
could be made by calculating these two functions, and
then solving the integro-differential equation.

Energy gaps as functions of internuclear distance have
been calculated for a number of systems, ' but an ab initio
calculation of the propagator would be a major undertak-
ing. Moreover, several of the phenomena that appear in
cross sections seem to be primarily related to the energy
gap b(t), and they probably are not terribly sensitive to
the detailed form of the pro agator. For example, it ap-
pears that the isotope effect' "' in the total detachment
cross section depends mainly on b,(t): if the discrete state
crosses into the continuum, then (at low energies) the
heavier isotope (e.g., D ) undergoes more detachment
than the lighter one (H ), whereas if there is no such
crossing, then the opposite effect is found.

It follows that many interesting results can be obtained
by using simplified models for 9'(t, t'). In this paper we
will particularly focus our attention on the energy spec-
trum of detached electrons. Under appropriate cir-
cumstances, this spectrum could show a number of effects
that are directly related to the form of b.(t).

The calculations reported here were partly motivated by
the following qualitative considerations. Suppose we have
a system for which the energies of ionic and neutral states
cross in the manner indicated in Fig. 1(a). Then on a tra-
jectory for which the turning point is R i, the energy gap
as a function of time has the form indicated on the left-

R~ R~ R,

FIG. 1. (a) Schematic illustration of a curve crossing with a
continuum. Solid lines are energies of the bound or ionic (AB )
and free or neutral ( AB+e ) states, where in the latter case the
electron has zero kinetic energy. Dashed line is a free state in
which the electron has kinetic energy e. R

&
is the turning point

for a particular collision. (b) In some systems, the energy of the
discrete state crosses into the continuum and then crosses back
out at smaller R.
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FIG. 2. For a trajectory with turning point 8 ~ in Fig. 1, h(t)
has the shape shown on the left. A corresponding hypothetical
electron energy spectrum is shown on the right, as the detach-
ment probability Pq as a function of electron energy.

tion ), it is desirable to know whether or not they actually
would be found in negative-ion collisions, and what their
appearance might be. %e present in this paper calcula-
tions of electron energy spectra based on simple approxi-
mations to A(t} and 9'(t, t'}. While we have not found
anything as complicated as the hypothetical behavior indi-
cated in Figs. 2 and 3, we show that oscillatory structure
in the electron energy spectrum can in some cases be very
clear.

In the following section, a brief summary of the theory
is presented. In Sec. III we give the survival probability
and electron energy spectrum assuming that the energy
gap is a quadratic function of time; this is appropriate for
systems with energy curves like those in Fig. 1(a). Subse-
quently, in Sec. IV, we carry out the same calculations for
an energy gap that is a quartic function of time [cf. Fig.
1(b)).

hand side of Fig. 2. The possible behavior of the resulting
(doubly differential electron energy spectrum is indicated
to the right: most electrons will have energies less than
e~

——max h(t) =b(t =0), a type of "rainbow" may appear
near e~, there may be an interference pattern below ei, and
the behavior near @=0 should be consistent with the
Wigner threshold law.

Such phenomena by themselves would be interesting
enough, but even more complicated structures might
occur. For the H -He system (and perhaps for others as
well), the energy of the discrete state crosses into the con-
tinuum, and then crosses back out again at smaller R, as
indicated qualitatively in Fig. 1(b). For a trajectory with
turning point R i, the structure shown in Fig. 2 is again
possible. For a trajectory with turning point R2, the ener-
gy gap h(t) has the qualitative form indicated in Fig. 3.
In this case there could be a rainbow at e& ——max', (t), an
inverted rainbow at e2 h(t =0), a——complicated four-term
interference pattern between them, a simple two-term in-
terference pattern below ez, and again a Wigner-type
threshold effect. The pattern would change with impact
parameter in an interesting way. (The structure turns out
to be related to a degenerate case of the swallowtail catas-
trophe. 5 This will be shown in an appendix. )

While there is no doubt that such phenomena could ex-
ist (related phenomena are well known in Penning ioniza-

II. THEORY

Calculations presented here are based on the close-
coupling theory presented in Refs. 1(d} and 1(e). C i(t)
represents the probability amplitude for finding the elec-
tron in the bound state, and C,(t) is the amplitude for
finding it in the free state with energy e. These ampli-
tudes satisfy an infinite set of coupled differential equa-
tions. For solving these equations, we defined in Ref. 1(e)
a "dynamical complex potential" 8'(t) such that

C(t)= xp x—( J 5'(t )Ch /A'' (2.1)
0

This equation (2.1} is the definition of 8'(t)—in other
words„ this function is defined by this relationship to
C i(t), which is the exact solution to the close-coupled
equations describing transitions between bound and free
states. We have shown previously that under conditions
discussed in Ref. 1(e), N'(t) is approximately equal to the
static complex potential that represents the shift and
width of an unstable state in the continuum. However, in
this paper we do not make use of that fact. Instead we
calculate 8'(t) using the first-order approximation:"'

8'(t)=b(t)+ f S(~;t)exp i f h(t')dt'/R dr. (2.2)
x

For the propagator 9'(r;t ) we use in this paper the "se-
parable approximation" and "short-memory approxima-
tion" that were discussed in Ref. 1(d), together with the
approximation g(t) = 1, so

9'(r;t)=9(~) (2.3)

and we take 9(r) to be the function plotted in Fig. 1 of
Ref. 1(d}.

With an assumed form for b,{t},5'{t}can be evaluated
using (2.2); then the survival amplitude is given in (2.1),
and the final survival probability of the negative ion is

I', = ~C, (t ~) ~'

=exp 2Im f 8'(t')dt' (2.4)
FIG. 3. For a trajectory with turning point 8& in Fig. 1(b)

h(t) has the shape shown on the left, and a hypothetical electron
energy spectrum is shown on the right.

[Probably a word needs to be said about the end points
+ 00 here and below. Initial conditions are applied at to,
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long before the collision, and final amplitudes are exam-

ined at tf, long after the collision; in principle we are sup-

posed to take the limit to~ —oo, tf~~. As was shown
in Ref. 1(d}, our phase canventions are such that the
phases of C i(t) and C,(t) do not have limits, but the

I

magnitudes
~
C, (t)

~

and
~
C,(t)

~

do possess definite
limits. We write + oo as end points of integrals when the
limit of required absolute value exists. ]

To obtain the amplitude for detachment inta the free
state with energy e, we begin with Eqs. (2.13) of Ref. 1(d):

T

C,(t )=exp i @—,(t, to)/A C,(to) + (i R) dt'V, i (t')exp[i@,(t', to)/iii]C i (t')'o

Pd(e)=[1(e)/R]ll'(~)

with

1(e)=2~re V, , i'p,

and

(2.7)

(2.8}

11(~)=(2W)

exp —i t' —e t' t

(2.9)

This integral will be evaluated using stationary-phase and
uniform approximations that will be discussed later.

In principle, the probabilities of survival and of detach-
ment are supposed to add to unity,

P+ P~ e @=1, (2.10)

but since 8'(t) is here calculated by an approximation
(2.2), probability conservation is not guaranteed, so (2.10)
provides a useful check on the overall accuracy of the re-
sults. In our calculations, we found that (2.10) is satisfied
within a few percent.

III. QUADRATIC APPROXIMATION TO h(t)

The energy gap 6 between the bound state and the con-
tinuum is a function of the internuclear distance R, and in
the semiclassical picture, R is a function of time with
d R /dt related to the average force between the colliding
particles. If the time t =0 is chosen to correspond to the
point of closest approach, then reasonable models of the
average force lead to functions R (t) which are symmetric
in t Hence 6(t.)=b(R(t)) is a symmetric function of

If the electron is initially in the bound state, then
C,(to) =0. Cantinuum states are defined such that their
energies are independent of R, and therefore [Eq. (3.3) of
Ref. 1(d)]

4,(t„t,) =(ti —t2)e .
Hence it follows that

C,(t) =(i%) ' I V, iexp[ie(t' t)/R]—C, (t')dt' (2.5)

and the electron energy spectrum associated with a single
trajectory is

a„(e)=(C,(t ~) ~'p, . (2.6)

Consistent with the approximations made earlier for 8',
we neglect the time dependence of V, i(t'), and, combin-
ing (2.6), (2.5), and (2.1), we obtain

time, and the present calculations are based upon the sim-
plest possible models for this function.

In this section we consider a quadratic approximation
to b,(t):

b,(t}=E,—Pt', (3.1)

where Eo and P are constants. Such an approximation is
suitable for describing situations like those indicated in
Figs. 1(a) and 2. In such cases, for a small range of R
near the crossing point R„(orturning point RTp), A(R) is
approximately linear in R,

b, ( R )=(F„,„„,i
—Fi,„}(R—R„), (3.2)

and the average acceleration is approximately constant,

R RTp+(Flp)(t /2), (3.3)

so h(t) is approximately quadratic in t We con.sider this

approximation first because it is much simpler than the
higher-degree approximation that is needed to describe the
situation shown in Figs. 1(b) and 3, and because we want
to compare our results with those given by Taylor and
Delos, who solved the close-coupled equations by different
methods.

Reasonable values for the parameters in this model are
easily estimated. Eo represents the maximum energy gap5,

„

for a path having some specified impact parameter.
For various paths in various systems, Eo would typically
range between —0.2 and + 2 eV (-—0.01 to + 0.1 har-
trees): for typical negative-ion systems, the maximum
penetration of the discrete state into the continuum is a
few eV, and, on the other hand, if the energy gap is too
large (Eo too negative) then detachment is very improb-
able. To estimate P, we note that

d'b,2P=—
dt 2

dhdR db, F
dR dt's dR p

The average force F and dh/dR are typically a few eV
per Bohr radius, and reduced masses of various systems
would range between 10 and 10 electron mass units, so
we find that P would be between 10 and 10 atomic
units.

A. Survival probability

For P= 10,we show in Fig. 4 a graph of the survival
probability P, as a function of Eo, calculated by numeri-
cal integration of Eqs. (2.2) and (2.9). This result is com-
pared with that of the classical local-complex-potential
model, and with the result calculated by Taylor and
Delos. " '
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stationary-phase approximation and a uniform approxi-
mation.

1. Stationary-phase approximation

Since we have neglected the real part of 8'(t) b,—(t), the
stationary-phase points of the integral (2.9) are the two
roots of b, (t)—@=0, i.e.,

t
&

——[(Eo e)—/p] ' (3.4)

—0.05 0 005
E, (a.u j

I

0.06

FIG. 4, Survival probability in the quadratic model as a
function of the parameter Eo for p=10 6. Present results
( ) are compared with those of Taylor and Delos (—~ ——)

and with the classical local-complex-potential results (———).

ment, Taylor and Delos used most of the same assump-
tions that are used in the present development, and they
solved the same close-coupled equations. Their methods
were quite different, but in most respects, their approxi-
mations were analogous to those used here. The present
calculation differs from that in Ref. 1(b) in one significant
way: in Ref. 1(b), when the survival probability was cal-
culated, a term that was third order in the coupling
strength was neglected; in the present calculation, the
dynamical complex potential 8'(t) was calculated using
the first-order approximation discussed in Ref. 1(e) [the
method used here is identical to that used to obtain Fig. 3
of Ref. 1(e)]. These two approximations should be of
comparable accuracy, but there is not direct correspon-
dence between them, so the results given in Ref. 1(b) need
not be identical to those given here (also it is not possible
to say which of the two more accurately represents the ex-
act survival probability). In Fig. 5 we see that the present
results are close to those given in Ref. 1(b).

The classical local-complex-potential results follow
from our formulas if the slow-collision approximation is
made. We showed in Figs. 1—4 of Ref. 1(e) that the
dynamical complex potential oscillates about the local
complex potential. The oscillations are not small, but
when 8'(t} is integrated to obtain the survival probability,
those oscillations have little effect and P, lies close to the
"local" result. Small residual wiggles are visible in the
solid curve in Fig. 4.

t2= —t] (3.5)

We get different results depending upon whether t& and t2

are real or imaginary.
, a. e&E0. For this classically accessible region, t& and

t2 are both real, and the stationary-phase (SP) approxima-
tion gives

l g, ( ~ )
l

=(~p, ,/pt2)(s, +s2+2s&s2siny),

where

s( t) =exp f Im8'(t')dt'/A'

(3.6}

(3.7)

s& s(ti ),——
s2 s(t2——),

4 (g ~)3/2/pl /2

(3.8a)

(3.8b)

From Eq. (3.7), s (t) is equal to the survival probability at
time t We also.know that 2+i/' &, is the detachment rate
and that 2pt2 is the rate of change of esp which we get
from b, (t) —esp ——0. Hence we see from Eq. (3.6) that the
first two terms of the right-hand side correspond to prob-
abilities of detachment into the state with energy e on the
incoming and outgoing parts of the trajectory, at times t&

and t2 at which h(t; )=e. The third term corresponds to
the interference between these two processes. [Compare
Fig. 1 of Ref. 1(b).]

b. egE0. In this classically inaccessible region we
have two stationary-phase points t~ and t2 which are both
purely imaginary. From the condition that the integral
must be convergent, we know that the contour of integra-
tion must be distorted so that it goes through the
stationary-phase point t2 in the lower half-plane. The
value of the argument of the exponent at the stationary-
phase point t2 is

l'2

( i /l) f —[8'(t') e]dt'—
0

=( i /fi) f [8'(t—') E]dt'—
8. Electron energy spectrum l2

t' —e t' (3.9a)
%'e now turn to the electron energy spectrum. Direct

numerical computation of the multiple integrals that are
implicit in Eq. (2.9) would be rather time consuming, so
we shall simplify the problem further. We neglect the real
part of the integral on the right-hand side of (2.2}. This
approximation has the same effect as does making a small
(-10%%uo) shift in h(t), and in view of the fact that our
function A(t) is rather arbitrarily chosen, such a shift has
no relevance. The integral (2.9) is then evaluated using a

0f Im8'(t')dt'+ f [Re8'(t') e]
l

dt'l— (3.9b)

We assume that the approximation Re8'(t')-b(t') holds

Since there is only one relevant stationary-phase point (so
no interference effects in the forbidden region) and since
we only need the absolute value of the integral in (2.9), we
need only the real part of the integral above, and that is
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8 g 2@2
(3.16)

In Figs. 5(a) and 5(b) we show the calculated I'd(e) us-

ing stationary-phase and uniform approximations for
p=10 and EQ ——+ 0.05 and 0.02, respectively. In-
terference oscillations are quite evident in the first case,
but they do not appear when EQ is too small, as would be
expected from the formulas and interpretation given ear-
lier.

IV. QUARTIC APPROXIMATION TO b,(t)

(a)

—Ioo

'~h (t) ~ IO

I

I

I

(

100
1

I

I

l

I
I

li

Ig

'I

I ~

ti

In the preceding section, we used a quadratic approxi-
mation to h(t) As e.xplained in the Introduction, such an
approximation is relevant to situations shown in Figs. 1(a)
and 2. To describe the more complicated situation shown
in Figs. 1(b) and 3, a more elaborate form for h(t) is need-
ed. The simplest approximation that has the appropriate
behavior when b,(t) & 0 is

h(t) =E,+Pi' ar4 . — (4.1)

For a,P both positive, this b, (t) has a maximum of

&I=~ ~=EQ+P'/~
pvhen

i =+(P/2a) '"

(4.2a)

(4.2b)
—100 100

and a local minimum value of ez EQ at t——=0 Argu-.
ments similar to those in the preceding section tell us that
typical values for a would be around 10 ' atomic units.

A. Dynamical complex potential and surviva1 probability

For the case EQ=0.03, p=lX10, a=5&(10 ', we
show in Fig. 6 the functions b, (t), G(h(t)), and g'(t)

h(t), w—hich oscillates about G(b, (t) ).
Figure 7 shows the survival probability P, as a function

of EQ for various combinations of a and P. The effective
threshold for electron detachment occurs when the
discrete curve just touches the continuum, i.e., at
EQ= —p /4a. This contrasts with the quadratic case, for
which the effective threshold is at EQ ——0. Vague hints of
interference structure appear in some of the curves, but
generally such effects cannot be very significant in the
survival probability.

B. Electron energy spectrum

As in Sec. IIB, stationary-phase and umform app«»-
rnations can be used to calculate the electron energy spec-

-2
-2x1

I

I

I

I

I

I

I

I

I

I

I

I

I
I

I

G (z(t))

FIG. 6. (a) Real part of static and dynamical complex poten-
tials: The energy gap h(t) is reduced by a factor of 10 to display
it on this scale. Dashed line is the real part of G(h(t)), which
in a local-complex-potential theory represents the energy shift of
the unstable state. The real part of the dynamical complex po-
tential 8'{t)—h(t) follows G(h, (t)) rather closely, but lacks
cusps, and has rapid oscillations for large positive t. (b) Imagi-
nary part of static and dynamic complex potentials. The static
complex potential represents the width of the unstable state.
Again the dynamical complex potential is close to the static one
but is smoother near the crossing point, and more oscillatory
elsewhere.
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C3
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FIG. 7. Survival probability in the quartic model.

trum for this model. Since the formulas are rather more
complicated here than they are for the quadratic case, we

put them in an appendix, and only give the results and ex-
planation.

Figure 8(a) shows the electron energy spectrum for
P=10, a=5X10 ', and Eo +0.03——. In this case,
b (t) has a shape like that in Fig. 3, and this would corre-
spond to a turning point near Rt in Fig. 1(b). Figures 8(b)
and 8(c) show the spectrum for Ep=0.0 alid —0.03,
respectively; these would correspond to turning points
near Rs and Rq in Fig. 3.

In the stationary-phase approximation, there are four
real or complex stationary-phase points: referring again
to Fig. 3, if 0 & e & e2, then two are real and two are com-
plex; if @2 &@&et, all four are real, and if e, &e all four
are complex. The result is a complicated combination of
oscillatory and exponential terms which can lead to the
interesting structure shown in the figures.

C:
CD

0.04 0.08
1

0.12

V. SUMMARY AND CONCLUSION

Using very simple models for the energy gap and con-
tinuum propagator, we have calculated the survival proba-
bility and electron energy spectrum for electrons detach-
ing from negative ions. We have shown that under favor-
able circumstances the electron energy spectruin could
show interesting interference structure. Such effects are
well known for Penning ionization, and the present calcu-
lations indicate that they may sometimes also arise in
negative-ion collisions.

However, our calculations also indicate that interfer-
ence effects in collisional detachment will rarely be as
dramatic as they are in the case of Penning ionization.
There are two reasons for this. First, the phase of the os-
cillations is determined by f b,(t')dt'lR, the integral over
time of the energy gap between discrete and continuum
states. For systems undergoing Penning ionization the en-

ergy gap can be some tens of eV, while for negative-ion
systems this gap is rarely more than 1 or 2 eV. Hence
only in quite slow collisions will f ddt/A become large
enough to produce dramatic oscillations. Second, the
magnitude of the oscillations is small unless II'(t')dt'lA
is not too large. Interference arises from multiple paths
leading to the same final state; if the negative molecular
ion produced temporarily in the collision is very unstable
mth respect to electron detachment, then detachment
takes place with high probability as soon as the bound

0.02 0.04 0.06

(c)

I
I

I
I
I

I
t
I
I

I
I

I
I
I
I

I
I

I

I

I
I

I

I

I
I
I

'I

0.02 0.04.

FIG 8. (a) Electron energy spectrum in the quartic model for
Eo= + 0.03, P=10, a=5X10 ' . Dashed line is the
stationary-phase approximation, and solid line is the uniform
approximation. e is given in a.u. (1) Same for Eo ——0. (c) Same
for Eo ———0.03.
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state crosses over into the continuum, and few negative
ions survive to produce interference effects. Little quanti-
tative information is available about the lifetimes of these
states, but it is known that they are normally very short.

For H —rare-gas systems, measurements, previous cal-
culations using other theories, and calculations using
close-coupling theory which we shall report in a future
publication generally show no oscillations (through in a
few cases these are little bumps that might be caused by
interference}. This is not surprising, since energy gaps in
those cases are always very small.

One system for which such interference might appear
in doubly differential (and possibly singly differential)
measurements is Na on H. According to the calcula-
tions of Olson and Liu, the Na -H energy crosses into the
continuum at an internuclear separation of about 8ao,
then remains about 0.5 eV above the continuum for an ex-
tended range. At 10 eV (c.m. ) collision energy, the phase

t' R would be on the order o 3n., certai y large

enough to produce oscillations. Avoided crossings which

appear among the nearby discrete states embedded in the
continuum should also produce interesting effects. Of
course it is not known whether the lifetimes of these states
are long enough for any such effects to be visible.

APPENDIX: FOR.MULAS FOR THE ELECTRON
ENERGY SPECTRUM FOR THE QUARTIC CASE

1. Stationary-phase approximation

Defining

f(t)= ,
' at' —,' I3—t' —(E,—e}t— (A 1)

t) ——( IP+ [P'+4a(EO —e)]'/2] /2a)'"
t2= —t1,
t3 ——(IP—[P'+4 (E,—~)]'")/2a)'"
t4= —t3 ~

(A2)

Three cases arise (Fig. 3). If e ~ e~ max,——h(t) =ED
2+P /4a, there are four complex stationary-phase points.

If 0&@&@A——b,(t =0}=EO, there are two real and two
complex stationary-phase points. Finally, if e2 & e & e~,
there are four real stationary-phase points.

the stationary-phase points are the roots of
df(t)/dt= h(t—) e=—0, from which we have
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a. E0&e&EO+P~/4a

We have throughout this region

1/2

l c,(ao)
l
=

k=i &(tk)

where

~,,s(tt, )exp i sgnh(tk —) —exp f ( i )[b,(t) —q]dt'/il— (A3a}

k
s(tk) =exp f Im@'(t)dtll (A3b)

b. O~e(EO

If e &Eo, t3 and t& are purely imaginary, and the contour must be distorted so that it passes through t, and t2 on the
real axis and t4 in the lower half-plane. The detachment amplitude C, is then a combination of three terms:

2

c, I'= v' „X
k= i 4(tp)

1/2
~k

s(tk )exp i sgnb (tk ) e—xp(—i/fi) f [e b(t')]dt'—
'21/2

+ . s(0)exp —f [e b,(t')]dt'—
&(tg)

(A3c)

c. e&E0+P /4a

For this classically inaccessible region we have

t1 =QP+l&P,

t4 = —t1

(A4)

where
' 1/2 1/2

p e —Eo
Qp= +

(A5)' 1/2 1/2
e—Ep

4x
I

The stationary-phase points are all complex, and the con-
tour of integration must be distorted so that it passes
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through the two that lie in the lower half-plane; those are

t2 and t3 T. hen the stationary-phase approximation gives

1/2

l
C( )

l

= g . V, ,s(Re(tk))
k=2 &(tk)

8 U)I=V 1,, q.U —q,
ag',

BU BU' "ag +"
ag

(A10)

Xexp ( i/—A) f [h(t') e—]dt'

where the sum is over two terms, with k =2 and k=3.
Here we have again used the same approximation that was
used in going from (3.9a) to (3.9c): that ReS'{t)=b,(t)
holds in a narrow strip of the complex plane.

Finally, let us note that the stationary-phase approxi-
mation breaks down in regions where e is close to Ep or to
Ep+f3/4a, where dh(t)/dt =0.

2. Uniform approximation

The function U and its derivatives can be expressed in
terms of gamma functions:

00 CO

U(01 03) 2 g g (gl /l1 ')(g3 /l3')F{ll l3)
1) ——0 I3 -—0

aU l3=2 g g [gi' /(11 —1)!]($3'/l3!)F(11,13),
I) ——1 I3 ——0

(Al 1)
$2U co 00

I3g [4' /{li —2)!](4'/l3')F(lltl3) i

~, =213——o

BU =2 g g (gi'/li!)[g3 /(l3 1)!]F(l1,13)
I) ——0 I3 =1

Connor has developed general methods for the approx-
imate evaluation of integrals similar to the ones appearing
here.

We first put the integral into his standard form by
transforming to a new variable

where

F(l, ,l, ) =r(-,' {1+l,+3l, ))

Xcos (1+6l, +813) (A12)

cp ——(a/5)

X =r/Cp,

gi ——(e—Ep)c(1,

(3——( —P/3)co,

f(x)=fix+(3x 3+x',

U(gi, (3)= f exp[if(x)]dx .

Here and below we use atomic units so Pi= 1.

l c,(oo)
l

= v, icp f $(t(x))exp[if(x)]dx

(A7a)

(A7b)

(A7c)

(A7d)

(A7e)

(A8)

The formulas for (qp, qi, q2, q3) differ according to
whether e is in classically accessible or inaccessible re-
gions.

a. 4&Eo+P /4a

In this classically accessible region we solve the linear
equations to obtain for the q's,

qo =(co/2)[x 3($1+$2 )—x 1($3+$4)]/(x 3
—x 1),

qi ——(co/2)[x3($1 s2) x 1($3 s4)]/xix3(x3 —x1)2 2 2 2

(A13)
q2 =(cp/2)(si+s2+s3+s4)/(x 1 x 3 )

Next s{t(x)) is expanded in a four-term Taylor series in
X, q3 =(cp/2)[x3 (s 1

—$2 ) —x 1($3—$4)]/x ix3(x 3
—x 1 )

cps{t(x))=qp+q, x+q2x +q3x (A9) where, as stated earlier

(The rule is that the number of terms in this expansion
should be equal to the number of stationary-phase points. )

The coefficients qp, . . . , q3 are evaluated by the require-
ment that

Xk ——Cotk

zI
sk =exp co Im8'(cox)dx

(A14)

Cpsk =—COS(rk )=COS{rk{x—k ))

=90+9iXk+02Xk+03Xk2 3

where tk and xk are the stationary-phase points. This
gives four simultaneous linear equations, which are to be
solved for q„'s.

Finally, noting that for any integer p,

f x~exp[if(x)]dx =( —iB/B(1)1'U(gi, g3),

f x ~exp[if(x)]dx=( —iB/Bg j'U(g, ,g ),
we can insert (A9) into {AS) to obtain

and tk's are given in Eq. (A2).
In the case of e &Eo, we make the approximation that

X3 =X4=0.

b o )Eo+P~/4a

For this classically inaccessible case, Eqs. (A13) still
hold, but it is better to separate real and imaginary parts
of tk using (A4). In these equations we can also neglect
the imaginary parts of rk's when calculating sk's. It fol-
lows that s 1

——s3 and s2 ——s4, and the formulas simplify to
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go =co($ i +$2 )/2,

qt
——co($) —$2)(3ao b—Q)/4aQ(ao+bQ),

tl3 — cQ ($ [ $2 ) /4a Q (a Q +b Q )
2 2

(A15)

Equations (A13) or (A15) together with (A10)—(A12) give
the results shown in Fig. 8.

3. Connection mth catastrophe theory

Enthusiasts of catastrophe theory will recognize Eq.
(Al) as a special case of the universal unfolding of the
swallowtail catastrophe. With t as the "internal" or

"state" variable, the swallowtail involves the "germ" t,
and the "universal unfolding"

t'+at'+st'+et .

In the present case, because of the symmetry of b, (t), the
quadratic term bt vanishes. It follows that the structure
corresponds to a particular "cut' or "slice" of the swal-
lowtail catastrophe.

The fact that our quartic model is connected with one
of the canonical catastrophes estabhshes rigorously an in-
tuitively obvious fact: the results we show here are "typi-
cal" or "generic"—they are not radically changed by
small changes in the function h(t).
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