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Mean first-passage time of continuous non-Markovian processes driven by colored noise
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An equation for mean first-passage times of non-Markovian processes driven by colored noise is
derived through an appropriate backward integro-differential equation. The equation is solved in a
Bourret-like approximation. In a weak-noise bistable situation, non-Markovian effects are taken
into account by an effective diffusion coefficient. In this situation, our results compare satisfactori-

ly with other approaches and experimental data.

The calculation of mean first-passage times (MFPT’s)
of a stochastic process is a problem of long-standing in-
terest in connection with topics such as activation rates,
mean lifetimes of metastable states, decay times of unsta-
ble states, exit problems, etc. The problem of calculating
the MFPT’s for continuous non-Markovian processes has
been recently addressed by several authors.! ' Some of
these works">>® consider non-Markovian Brownian
motion. In this case the stationary solution of the process
is known because of the existence of a fluctuation-
dissipation relation. Here we consider a non-Markovian
process ¢ (t) driven by colored noise &(¢). The process
q(t) is defined by a stochastic differential equation®5 !

g=f(@+g(@E(D) . (1

For definiteness we take £(¢) to be an Ornstein-Uhlenbeck
process: Gaussian with zero mean and correlation
(E()E(t'))=(D/7)exp(— |t —t'| /7). The stationary
solution of g(t) is at best known approximately.!! The
situation described by (1) is of relevance, for example, for
systems under the influence of random external perturba-
tions with a finite correlation time. Experimental data
obtained from analo§ simulations of such situations are
now often reported./®'>!> In this paper we derive an
equation satisfied by a MFPT of the process ¢(z). This
equation contains essential non-Markovian features. Pro-
gress in the calculation of MFPT’s for Eq. (1) has been
hindered by the lack of knowledge of a non-Markovian
equation satisfied by the MFPT. For this reason earlier
approaches®!? to the problem were based on Markovian
approximations of the process g (¢). The equation for the
MFPT is solved here in an approximation called Bourret’s
equation in the context of linear stochastic differential
equations.!* In the weak-noise limit for a bistable situa-
tion, we obtain from our solution a formula for a MFPT
which has the same formal structure as in the white-noise
limit, but with an effective diffusion coefficient D(q).
This coefficient is a decreasing function of 7. As a conse-
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quence the MFPT is predicted to be an increasing func-
tion of 7. Our results are compared satisfactorily with
other approaches®!° and experimental data.'®

In the limit 7—O0 in which £(z) in Eq. (1) is a Gaussian
white noise, g(¢#) becomes Markovian, and a well-known
formula for the MFPT exists. This formula is obtained'®
by integrating a second-order differential equation for the
MFPT. The equation for the MFPT is in turn obtained
from a time integration of the backward Fokker-Planck
equation associated with (1). An obvious possibility to ad-
dress the non-Markovian problem is to enlarge the num-
ber of variables so that (1) can be rewritten as a two-
dimensional Markovian problem for the variables (g,£).
The MFPT in the two-variable space satisfies a second-
order partial differential equation. The MFPT in multidi-
mensional space can be in general calculated by singular
perturbation methods.” In practice these methods are
only useful if the stationary solution of the problem is
known. In our case, the stationary distribution of the
two-variable process (g,£) is not known, because the
detailed-balance condition is not fulfilled by the Fokker-
Planck equation (FPE) associated with this process. One
can then envisage two other approaches to the problem.
The first is to construct a Markovian approximation for
the long-time dynamics of the process ¢ (). A second
more radical approach for dealing with the non-
Markovian dynamics is to obtain an appropriate back-
wards equation for the non-Markovian process. The first
approach was followed in Refs. 6 and 10. In Ref. 6, g (7)
is approximated by a Markovian process defined by a
FPE derived for weak noise (D << 1) in the long-time lim-
it.!! Results of this calculation show discrepancies with a
computer simulation.® We note that this Markovian pro-
cess is known to have a stationary solution which approxi-
mates well the main features of the stationary distribution
of the non-Markovian process.!! However, dynamical
non-Markovian transient effects are not taken into ac-
count by the Markovian process because of the long-time
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limit implicit in the approximation. These effects might
contribute to the MFPT in an uncontrolled way. The
Markovian approximation also involves a truncation of a
certain Kramers-Moyal expansion. Such a truncation
might also contribute to the observed discrepancies. The
approximation in Ref. 10 contains a presumably better
truncation in which transient effects are still neglected.

In this paper we follow the second more fundamental
approach. An approximate backwards equation for the
probability density of (1) has already been derived!” in the
same weak-noise approximation as the FPE in Ref. 11,
but keeping transient dynamical effects. This equation
has time-dependent coefficients. As a consequence, it
does not lead to a closed equation for the MFPT. At best,
it could lead to a hierarchy of equations for the different
moments of the distribution of passage times. This issue
is intimately connected with the use of equations for the
probability distribution which are local in time. Here we
circumvent the problem by deriving an integro-differential
backwards equation with a memory kernel, from which a
closed equation for the MFPT can be derived.

Before considering the backwards equation we recall
that the forward equations'® for the probability density of
the process g (t¢) have been derived by many procedures.
Generally speaking these equations can be divided in two
groups: memory-free equations and integro-differential
equations. The first are ordinarily associated with cumu-
lant expansions;'*!° they can also be obtained using func-
tional techniques.!! These equations contain time-
dependent coefficients if a long-time limit is not taken.'!

The second group of equations is associated with
|

Kt |t)=3 Kt 1),

n=2

t t _
K,(tlt'):f;dtl [dn o [ dt o~ 10,8 (@E(e

Xe

A backwards equation is now obtained from (5) as fol-
lows: we first Laplace-transform Eq. (5) and formally
solve it with the initial condition P(q,0)=8(q —gq,),

P(g,5)=[s +3,/ () —R ()]~ '8(q —g0) - (8)
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projector-operator techniques.’® However, memory-free
equations are also obtained using projector-operator tech-
niques?® and integro-differential equations also follow
from cumulant expansions.?!'?> Of course, all these equa-
tions are equivalent’> when considering an infinite expan-
sion but a low-order truncation may be better in one or
the other scheme, depending on the questions addressed or
on the statistical properties of the system. For the calcu-
lation of a MFPT we use here an integro-differential
equation that can be obtained following the cumulant ex-
pansion scheme of Terwiel.?! The stochastic Liouville
equation associated with (1) is

9,p(q,t)=—0,[f(q)+g(q)E(t)]p(g,1) (2)
and the probability density P(g,t) is
P(g,0)=(p(g,t))=Pplg,1) , 3)

where the operator & averages over the realizations of &.
Equation (2) is a linear equation for p. For this equation,
we can follow the same scheme used in Ref. 21 in which
the mean value of a variable satisfying a linear stochastic
differential equation was obtained. The interaction repre-
sentation is here introduced as

—qu(q)t

p'Vg,t)=e plg,t) . 4)

Following the steps in Ref. 21 we finally obtain
8,P(g,0)=—3,f (@P(g,0+ [ d'K(t|t)P(gr), (5

where

(6)
““”aqf“”a,,g(q)g(zl o (11202 S (@
X(1—2)0,8(g)§(ty) - (1—P)3,8(q)6(t, _3)
_(t,,_z—r’)aqf(q)aqg(q)g(t,» ] o
l
and using the inverse Laplace transformation
;P (q,t)= f(qo)3, P(g,t)
+ [ drKy (| 1P(g,) . (1

We next transform (8) to a backwards representation. To
this end we introduce backwards operators acting on the
initial conditions. A backwards operator OT(qo,aqo) is de-

fined by’
0(9,3,)8(q —g0)=0"(g0,3,)8(q —qo) - )

This is to be satisfied in the usual integral sense. The
backwards operator O has the same functional form as
the ordinary adjoint operator but with ¢,d, replaced by
90, —9,,. In particular we have [3,f(q) = —f(q0)3g,.
Equation (8) can then be rewritten as

P(g,9)=[s —f(g0)3,—K ] (5)]'8(g — ) (10)

This is the desired integro-differential backwards equation
in which KJ o(2 | ') is the inverse Laplace transform of the
backwards operator R Zo(s). It acts on the initial condi-
tion of P(q,t'). We note that the derivation of (11) re-
quires the time translational invariance of K(¢ |¢'). In
particular, £(¢) must be stationary.

The equation for the mean first passage time T (q,) for
the process g(t) to leave the interval (gq,,q,) with initial
condition gy (g, <gp<gp) can now be easily obtained
from (11).> The gistribution of passage times is —d,w ()
where w(t):fqbqu(q,t) and T(qo)zfoww(t)dt.’6
With these definitions it immediately follows that
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f(40)34,T(g0)+01(go)T(go)=—1, (12)
where
QY(go)= [T dek) (1) . (13)

Equation (12) is the final closed equation for the MFPT.

Equations (12) and (13) contain the non-Markovian
dynamic evolution from t=0 onwards. We have been
able to obtain a closed equation for T'(gq) due to the con-
volution form of Eq. (5). We remark that in general
QT(qo) involves derivatives of all orders with respect to
go. Finally we point out that (12) and (13) can be used for
any stationary nonwhite process £(¢) and not only for the
Ornstein-Uhlenbeck noise.

A first natural approximation to Eq. (12) which we
consider here is to truncate the expansion (6) in the first
nontrivial term n =2. The character of this approxima-
tion is more easily discussed in the equation for the proba-
bility density (5). Explicitly, setting K, =0 for n > 2, this
equation becomes

3, P(g,)=—3,f (@P(g,)
t
+3,8(9 [ dr(&nE))e
X 0,8 (q)P(g,t") . (14)

—(t—t’)aqf(q)

When dealing with the mean value of a variable satisfying
a linear stochastic differential equation, the equation cor-
responding to (14) is known as the Bourret equation.'* It
is known to be reliable for weak and rapid fluctuations.
To be more precise, we note that the second cumulant
approximation of Van Kampen!* (or small- D approxima-
tion of Ref. 11) is obtained from (14) when substituting
P(q accordmg to a nonstochastic dynamics: P(q,t’)
1R qP( ,t) and replacing the upper limit of in-
tegratlon t by o. In this sense (14) contains the second
Van Kampen cumulant approximation and additional
contributions. Equation (14) is known to be equivalent to
the second Van Kampen cumulant approximation after
transients have died out and to lowest order in the noise
strength.'* Beyond this limit (14) is not the result of a
low-order truncation in an expansion in the noise parame-
ters. It rather corresponds to some resummation of terms
in such expansions and it contains contributions from
high-order coefficients in a Kramers-Moyal expansion.
This view is supported by the fact that Bourret’s equation
is equivalent to the first truncation of continued-fraction
expansions which are of nonperturbative nature.?* An im-
portant mathematical difference between (14) and the
small-D approximation is that (14) contains derivatives of
P(q,t) with respect to g to all orders while the small-D
approximation leads to a FPE for P(g,t). One might ex-
pect that (14) would be a reasonable approximation to cal-
culate a MFPT. A different suggestive interpretation can
be given to the approximation in (14). Indeed, Eq. (14)
coincides with the exact equation satisfied by the proba-
bility density of the process defined by (1) when £(¢) is a
dichotomous Markov process with the same correlation
function as the Ornstein-Uhlenbeck noise considered
here.””> Equation (14) corresponds then to an approxima-
tion of Ornstein-Uhlenbeck noise (Gaussian) by a dichoto-

mous Markov process (non-Gaussian).?® This reinterpre-
tation of (14) sets a bound to the validity of (14): the ap-
proximation introduces artificial boundaries in the pro-
cess. These boundaries are those of a process g (¢) defined
by (1) with &(¢) in (1) being a dichotomous Markov pro-
cess. Such boundaries are given by D(g)=0 where

D(q)=Dg*q)—7fq) . (15)

A criterion of validity of the approximation is that the in-
terval (q,,q;) lies within these boundaries. This implies
that for a given g, and g,, D /7 has to be larger than the
value for which g, or g, first makes D(q)=

In the approximation (14) discussed above the operator
0¥(qo) is given by

0'(go)=Dg(g0)3g [1—7/(90)35)] '8 (90)3,, - (16)
Equation (12) with (16) is here solved with the standard
boundary conditions'?’

9g,T (g0) | =0, T(gy)=0. (17
With the introduction of the quantity

R(go)=[1—7/(g0)3,,]~'2(90)3,,T(go) (18)

Eq. (16) becomes a linear first-order differential equation
for R (qp),
(go) (go)
8,,R (go)= — 120  (g,) — 40
D(QQ) D(QQ)

where the effective diffusion coefficient D(q) is defined in
(15). The boundary condition for R (g,) associated with
(17) is

(19)

g(q,)
R(ga)=7/(g0)3, R (g0) | gymg, = — f(q:) . (20)
The solution of (19) with (20) is
)y —Utqp.) —U(qg,q,)
Rigo)=— [ g8 o~V _p (g )~ V0%
qdo % Dlq) qq /€
21)
where
Olg.q)=] dq"-‘i—’. (22)

D(g"”)
The MFPT T (q,) is finally obtained from (17), (18), and
(21) by a simple quadrature

_ [ g2 9,84t
T(go)= fqo 9 D(q) f"« Dig)"
. .
—R(q,) fqob dge U(q'q“)—‘g—l‘l)ﬁ(;))
—10(g5,90) - (23)

This equation gives an explicit result for the MFPT ob-
tained as a solution of (12) with well-defined approxima-
tions.

A simplified form of (23) is obtained in a symmetric
bistable situation in which f(g) has three zeros at
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g1 <§ <q, with q,,q, representing stable states and g an
unstable state. If g, is identified with the left boundary
introduced in the approximation go=g, and go=gq,, the
two last terms on the right-hand side (rhs) of (23) vanish,
and the escape time out of the stable state g, is given by
the first term on the rhs of (23). If we further assume
that D is a small quantity the integrals in (23) can be per-
formed by a steepest-descent approximation. We finally
obtain

2 Oty 9)

e
| fa)f @)

We observe that T(q;) in (24) has the same functional
form as the standard weak noise formula for a Markovian
process. The difference is the substitution of a diffusion
coefficient [ Dg*(g) in the white-noise limit of £(¢)] by an
effective coefficient D(q). Since D(q) is a decreasing
function of 7, ﬁ(ql,q) is a positive quantity which grows
with 7. As a consequence T(g;) grows with 7 through
the exponential factor exp[ U (q1,§)].%2® To test the validity
of the results obtained in the formal presentation given so
far we have calculated explicitly T(qo) for a prototype
bistable model in which

T(q))~ (24)

flg)=q —q3=—a—U, glg=1. (25)
9q

The results obtained for T(gy) from (23) are shown in
Figs. 1 and 2 for different values of the noise parameters
D and 7. We consider two different definitions of T(gg).
The first corresponds to placing g and g, at the minima
of the potential U, i.e.,, go=1, g,=—1. In this case we
denote T'(gq) as T _;. As discussed above, the evalua-
tion of T, _, admits several simplifications in the general
expression (23). In the second definition of T(g,) we take
the same initial condition go=1 but g, is now identified
with the maximum of U, g, =0. In this second case we
denote T(qo) as To. The MFPT T, is closely related
to the mean sojourn time introduced in Ref. 10. Our re-
sults for Ty _; and T, are compared in Figs. 1 and 2
with the results obtained from the approximations in

1 1 1 J
0.2 0.3 0.4 0.57T

FIG. 1. T,,_, (above) and T, (below) vs 7 for D =0.114.
The solid and dashed lines correspond, respectively, to the ap-
proximations in Refs. 10 and 6. The asterisks correspond to our
result (23). The open circles are experimental data (Ref. 10).
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FIG. 2. Same as in Fig. 1 for D =0.212.

Refs. 6 and 10,”° and with experimental data from an
electronic circuit.'””> The results that follow from the ap-
proximation scheme presented in this paper seem to give
the best fit to the experimental data (with no adjustable
parameters) for the two values of D considered. The fit is
better for the smallest value of D.3° Our results predict
that the relation T,_;=2T is not satisfied. This rela-
tion is fulfilled in other approaches.*'° The results ob-
tained for the MFPT (including prefactors) with the ap-
proximation used in Ref. 6 are not unreasonable, especial-
ly for 7 small and the largest value of D studied. The
long-time Markovian approximation of Ref. 10 leads,
when using no free parameters, to good results for the
value D =0.212 but the agreement is worse for the other
value of D when 7 increases. Another point to be noted in
Figs. 1 and 2 is that our results for 7—0 do not coincide
with those of Refs. 6 and 10. This is due to.the fact that
our results are not obtained by a steepest-descent approxi-
mation. Of course, the limit 7—0 of (24) does coincide
with the same limit in Refs. 6 and 10. We finally note
that the experimental data for large 7 might underesti-
mate the true value of the MFPT since realizations of the
process with FPT larger than the time of experimental ob-
servation are not considered in taking the average.

In summary, we have derived a non-Markovian equa-
tion for the MFPT through a backwards equation for the
process.}! This equation has been solved in a well-defined
approximations. For a bistable situation our explicit re-
sults are in good agreement with experiments and com-
pare favorably with other previous theoretical approaches
based on Markovian approximations.
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