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In this paper we propose a possible explanation of the fact that certain molecules exhibiting sym-
metric configurations are localized in one of them, instead of being delocalized as predicted by a
naive application of quantum mechanics. Our mechanism is based upon the instability, in the semi-
classical regime, of delocalized states under small perturbations (among which we consider the reac-
tion field due to the environment). This mechanism predicts, for example, a different behavior for
NH3 and AsH3 (delocalized ground state in the former case, localized ground state in the latter
case), and similar to the case of AsH3 we expect localized states in the case of optical isomers, in

agreement with the empirical evidence. Possible consequences concerning the understanding of the
"classical limit" in general are briefly outlined.

I. INTRODUCTION

In recent years the problem of the compatibility of the
classical concept of molecular structure with quantum
mechanics has been recognized as a nontrivial one and has
received considerable attention in the literature. '

References 1, 7—9, 13, 14, 22, 23, and 28 provide a num-
ber of relevant references.

The basic difficulty consists of the fact that the corn
piete molecular Hamiltonian (namely, the one involving
all electronic and nuclear coordinates, not just the elec-
tronic ones) exhibits the usual continuous symmetries
(translational and rotational invariance), and in addition
often admits some "internal" discrete symmetry group.
Therefore, according to the general principles of quantum
theory, the complete molecular eigenstates should belong
to some representation of this symmetry group and conse-
quently they should be "delocalized" with respect to the
degrees of freedom corresponding to these symmetries. In
the present work, we shall consider the internal sym-
metries only (a typical example is the inversion coordinate
in the case of pyramidal molecules, which will be dealt
with extensively below). Such a delocalization property is
at variance with the usual chemical view, which considers
a molecule as an object localized at each instant of time
with respect to all its nuclear degrees of freedom (transla-
tional, rotational, and internal): This is the concept of
"classical molecular structure, " as already considered in
previous works. ' Hence the problem: how to reconcile
the two conflicting pictures (the quantum "delocalized"
one and the classical "localized" one). The purpose of
this paper is to contribute towards the solution of this
problem.

It is now appropriate to introduce the typical example
to be used all along in this paper, namely the so-called
"inversion symmetry" which occurs in pyramidal mole-

X' Xo

FIG. 1. A pyramidal molecule XF3 with its inversion axis
x'x and the two nuclear equilibrium configurations —xo and
xo.

cules of the type XY3 (Refs. 32 and 33) [e.g., ammonia
(NHs), phospine (PH&), arsine (AsH3)]: The potential en-

ergy takes the same value for two configurations corre-
sponding to symmetric positions (x =xo and x = —xo) of
the X nucleus (and of the electrons) with respect to the
plane determined by the three Y nuclei (see Fig. 1). To be
more precise, we may place ourselves in the framework of
the Born-Oppenheimer approximation, namely, solving
the electronic Hamiltonian for fixed positions
(R~, . . . , R„, . . . , R~) of the nuclei, and then using the
(lowest) electronic energy Eo(Ri, . . . , Rtt) as a potential
energy for a purely nuclear Hamiltonian. Then, when the
nucleus X is constrained to move in a plane parallel to
that of the three Y nuclei, we expect a (local) energy
minimum when X lies at the intersection of the plane with
the ternary symmetry axis corresponding to the three Y
nuclei. If we restrict the motion of X to this privileged
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axis (taking it as the x axis, say), the potential energy will

exhibit a maximum when X lies in the Y3 plane, and two
minima (symmetric with respect to this plane) corre-
sponding to the pyramids& "equilibrium" configurations
we thus recognize the framework of a one-dimensional
symmetric double-well problem. An exact treatment (go-
ing beyond the Born-Oppenheimer approximation) would
be more complicated, but, as concerns the inversion sym-
metry, we expect that the one-dimensional motion along
the "inversion coordinate" x should exhibit the essential
features of the problem at hand, which may be summa-
rized as follows: while classically we have two localized
equivalent configurations (at x= —xo and x=xo) with
the same energy (degeneracy}, the quantum mec-hanical
treatment gives us two symmetrically delocalized eigen-
states 1(0(x}and it~i(x) (see Fig. 2: ilia is symmetric and gi
is antisymmetric, hence both

~ $0 ~
and

~
|lii

~
are sym-

metric}. This quantuiii-mechanical delocalization may
be viewed as a consequence of the possibility of tunneling
through a potential barrier with a finite height. Facing
the problem of these conflicting aspects between the clas-
sical and quantum descriptions, essentially the following
two attitudes have been taken so far.

(1}To start from a strict quantum-mechanical theoreti-
cal basis and to develop the theory more thoroughly than
has been done until now, for quasiclassical conditions,
with the hope that some conceptual improvement will
come out from this effort. This first attitude has been
advocated noticeably by Woolley, ' ' "' Primas, '0

Pfeifer, ' ' and Levy-Leblond.
(2) To consider that the conceptual structure of

present-day quantum theory is so radically different from
the outlook of classical physics that it prevents one from
recovering the latter when starting from the former. As a
consequence, recovering the classical level of physics
would require some modification and/or extension of
present quantum theory. This second attitude has bein
explored in connection with the problems of theoretical
chemistry by Julg and Julg, z9 3s Claverie and Diner z3 36

Claverie z4'37 and Julg. m It may be mentioned that these
attempts partly relied upon a tentative stochastic model
for microphysics known as stochastic electrodynamics
which, despite its conceptual interest, has finally been
recognized as defective, at least in its present form (refer-
ences may be found in Sec. V of Ref. 23 and in the very
extensive review by de la Penates).

The present paper may be considered as a contribution
to the first line of thought. We shall argue in fact that, in
the semiclassical limit, due to the high instability of the
delocalized eigenstates under the effect of very small per-
turbations, one should expect that pyramidal mole-
cules with a sufficiently high potential barrier exhibit, as a
rule, localized eigenstates under the inevitable perturbing
effect of the surroundings. Of course, the same con-
clusion would apply, in general, to the so-called enantio-
mer molecules (optical isomers), since they are endowed
with very high potential barriers with respect to the tran-
sition between the various enantiomer forms.

The point of view taken in this paper is not completely
new as several authors have considered the effect of the
environment as a possible source of symmetry breiking.

X
4

'\

—X0 xo

FIG. 2. The one-dimensional symmetric double-well prob-
lem. , potential V(x); ———,ground-state eigenfunction
$0(x); ~, first excited state eigenfunction gi(x).

Let us point out, therefore, some novelties of the present
approach. %e do not make at the start a two-state ap-
proximation of the double well, but the full-space struc-
ture of the molecule is considered. To obtain localization
we invoke "universality" of tunneling instability when the
splitting becomes very small. By this we mean that in a
semiclassical limit "any" perturbation above a certain
threshold, even if concentrated in a small space region
compared with the size of the molecule, is capable of pro-
ducing localization. In this way we can decide, essentially
on first principles, when a perturbation is going to pro-
duce a significant amount of localization. We then look
for a perturbation endowed with a universal character and
we identify the following one: if a molecule gets localized
by a fluctuation, the reaction of the neighboring molecules
to the local symmetry breaking tends to stabilize it. The
question then arises of whether such a reaction is suffi-
ciently strong to produce the desired effect. Since this
type of reaction field, as we shall argue later, does not de-

pend very much on the specific molecule considered, the
crucial physical parameters become the closeness of the
system to the semiclassical conditions, as measured by the
ratio of energy-level splitting due to tunneling to the
ground-state energy, and the ratio of the same splitting to
the perturbation energy. It is in this respect that we find
that NH3 and AsH3 are very different molecules to the ex-
tent that we expect localization only for AsH3.

We now explain the connection between our point of
view and the previous works on the subject. The papers
of Anderson~ and Margenau are probably the first to
deal with the role of the environment on the inversion
spectrum of NHi. However, their interest is inainly
directed towards interpreting the inversion spectrum of
NH3 when the pressure increases and deals only marginal-
ly (Anderson) with the localization problem. Further-
more, Anderson deals with the limiting case of high elec-
tric fields which corresponds to high pressures. Accord-
ingly, these authors content themselves with a much less
refined representation of the environment than our own;
namely, they consider the effect of only one or two fixed
molecules nearby the one under study, while we use a re-
action field (see Sec. IV) which aims at representing the
average value of the genuine stochastic electric field creat-
ed by the full real molecular environment.
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TABLE I. Experimental and calculated properties of ammonia (NH3), phosphine (PH3), and arsine

(AsH3).

(E)—Eo)y ' (10 a.u. )

E ' (10-'
P
p (Debye)
e—I
8'~' {10-' a.u. )

V) (10 9 a.u. )

I Vi
I
~(&1 ~0)Vo

3595

16.125x 10'
3.65
1.47
0.0072

44.83
—12.96

0.361X10 2

1.520' 10-"
11.208 X 10
16.87
0.58
0.002 59
6.559

—0.748
4.92X 10'

1.18SX 10-'4

10.065 & 10~

20.93
0.20
0.00201
1.780

—0.070
5.91@10"

'Energy splitting as evaluated in Ref. 54.
From column v~ of Table I in Ref. 54.

'Semiclassical parameter defined by Eq. (5).
Dipole moment from Ref. 61.

'Reaction electric field according to Eq. (7).
~Perturbation potential due to the reaction field [Eq. (8)]. Conversion factors: 1 Debye=0. 393460 a.u.
(dipole moment); 1 cm '==2.997884&10 ' Hz.

A rather general scheme to describe the interaction of a
molecular system with its environment was proposed by
Davies. His approach leads to a nonlinear Schrodinger
equation as a result of this interaction, with the ensuing
possibility of a symmetric breaking. We feel that our ap-
proach is very close in spirit to his. However, no explicit
application was considered by him.

A different approach, a dynamical one, is taken in the
papers by Harris and Stodolsky while both static and
dynamical aspects are present in the work of Bixon.
(Dynamical aspects of a different nature, which, however,
could also become relevant in our context, have been stud-
ied in Refs. 49—51.) The conclusion of all these works is
that the interaction with the environment should facilitate
localization. However, these models involve some
phenomenological parameters whose identification and
quantification is not immediate.

The treatment of the environment based upon a simple
reaction-field model proposed in this paper allows one to
use only physical parameters such as pressure, tempera-
ture, dielectric constants, etc. In this way we can make
easy numerical estimates of the perturbing potential V
and compare them with the inversion splittings &E of the
molecules under consideration. The very large variation
of the ratio V/&& (see Table I) between NH3 and AsHi
(or PHi) together with the theory of tunneling instability
mentioned before, allows one to interpret the differences
in behavior of these two molecules. Furthermore, it sug-
gests the possibility of some kind of phase transition froin
a quantum behavior to a semiclassical one associated with
the inversion degree of freedom of such molecules.

Finally, the results thus obtained for the "inversion
coordinate" suggest that similar developments could be
attempted for other degrees of freedom (e.g., rotation,
translation), with the purpose of shedding a new. light
upon the problem of the "classical limit" of quantum
theory.

II. INSTABILITY OF TUNNELING
UNDER SEMICLASSICAL CONDITIONS

In the present section we briefly recall the phenomenon
of the instability of tunneling under semiclassical condi-
tions. This problem was first investigated by using sto-
chastic methods, ~ and later on through more standard
tools of functional analysis. 2'~'

Let us consider a symmetric double-well potential
Vo(x), and let us add to it a perturbing potential Vi(x) lo-
calized inside one of the wells but possibly away from the
minimum (see Fig. 3). More precisely, Vi(x) fulfills the
conditions

Vi(x) &0 for x E(ai,a2)(:(O,x'),

Vi(x) =0 otherwise,

where x ' is larger than 1 (see Refs. 39 and 40 for details).
Then, "practically independent" of the strength of the
perturbation (see below for a more quantitative statement),

(x)

FIG. 3. A symmetric double-well potential with a local per-
turbation. , perturbcxi potential V(x }=Vo(x)+ V~(x);
———,unperturbed potential Vo(x). The x axis has been
scaled so that the absolute value xo of the minima is equal to 1.
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where fp(x) and Pi(x) denote, respectively, the ground
state and the first excited state corresponding to the per
turbed problem. The remarkable consequence of this esti-
mate is that a localized perturbation is sufficient for pro-
ducing an exponential rate of localization of the wave
function, and moreover, this exponential rate depends
only on the position of the perturbation. A similar esti-
mate shows that the splitting of the two lowest eigen-
values also increases by an exponential factor as a conse-
quence of the perturbation; we actually have

(Ei —Eo)v,

(Ei —Eo)v, + v,

exp 2~ y ~ 1/2
o

exp —— 2m Vo x dx

02
=exp —— 2m Vo x '~ x, 3

where (Ei Ep)v den—otes the splitting corresponding to
the potential V. The "independence" of these estimates
from the intensity of the perturbation Vi holds provided
the latter fulfills the following condition:

T

C(az)
~

Vi
~

&gexp (4)

O~

where C(ai)=2 J [2mVo(x)]'~ dx. This is a very weak
requirement indeec~l: it means, for example, that a pertur-
bation of order iil, a being an arbitrary positive number,
would produce the above effects in the limit iii—+0; in
practice it means that a small but fixed perturbation will

Produce these effects if (mVo)'~z(M/R) becomes large
enough, which will commonly happen because Vp, or m,
or both become large [here Vp ——Vp(0) denotes the height
of the potential barrier, and M denotes its width].

The meaning of the above result is that, in the real
world, the localization of the wave function in a double
well should be the rule under the conditions of the semi-
classical limit. It is already well known that changing the
curvature of one of the two symmetric minima would pro-
duce localization in the well with the smallest curvature.
The above result shows that essentially "any" perturbation
has the saine effect. To be sure, it is possible to show
that, by perturbing the potentia1 at several places in a suit-
able way, one can destroy the symmetry of the potential
while maintaining delocalization. However, this re-
quires such a fine tuning of these various local perturba-
tions that such a case must be considered physically as
highly improbable and unstable.

We finally'come to a very important point: what do we
mean by "semiclassical conditions" ? It is clear that, in
any given physical situation, A' keeps a well-defined value,

the following estimate holds for sufficiently small A/m

(m denotes the mass of the particle}:

Qp(1) fi( —1)
=exp —— [2m Vp(x)]'~2dx

fo( —1) 1(i,(1)

while the mass m and especially the height Vo(0) of the
potential barrier change from one system to the other.
Thus, the relevant feature of the semiclassical domain is
the exponential smallness of the splitting (Ei E—p)v

(evaluated for the symmetric potential Vp) as compared
with the separation (of order fico) of the vibrational levels
inside each potential well. Since the ground-state energy
Ep is very nearly equal to fico/2, it will be natural to take
for the semiclassical parameter p the expression:

E& —Eo
p= log&o

Ep
(5)

where the subscript Vo means that the quantities Eo and
(Ei EQ) are evaluated for the symmetrical situation [cor-
responding to the potential Vo(x)].

III. PYRAMIDAL MOLECULES

In this section we want to examine the consequences of
the previously developed considerations in the case of py-
ramidal rnolecules such as ammonia (NHi}, phosphine
(PHs), arsine (AsH&), and their substituted derivatives
(which could possibly exhibit optical activity when the
three substituents are different). It is known that these
compounds behave experimentally in different ways:5~ 54

in the case of ammonia, it is easy to observe spectroscopi-
cally the splitting (Ei Ep)v ——0—.7935 cm ' between the

two delocalized states gp and itj& (generated by the possibil-
ity of tunneling between the two localized pyramidal con-
figurations), and, accordingly, it is difficult to find substi-
tuted derivatives which exhibit optical activity (such com-
pounds are obtained only when the substituents generate a
high enough potential barrier between the two possible
configurations); on the contrary, for arsine, the splitting
(Ei Ep)v, would—be so small that it could not be ob-

served with any conceivable experimental technique, ' we
indeed have two reasonably close evaluations of this split-
ting, based upon data concerning the usual vibrations in
each potential well: 3.7X10 ' cm ' (Costain and Suth-
erland ) and 2.6X10 ' cm ' (Weston ), corresponding
to the extremely sinall transition frequencies 1.109X 10
Hz and 0.78X10 Hz, respectively. In actual fact we
shall argue that this transition does not exist at all, be-
cause the corresponding delocalized states fp and ltii them-
selves do not exist any more, being replaced by localized
states. In agreement with this lack of the "inversion tran-
sition, " optically active compounds involving trivalent ar-
senic have actually been found. ' In the case of phos-
phine, due to the use of somewhat different values as con-
cerns the geometry of the equilibrium pyramidal configu-
ration )length of the P—H bond=1. 46 A (Ref. 53) or
1.415 A (Ref. 54), respectively], Costain and Sutherland
on one hand, and %eston on the other hand found very
different values for the energy splitting (E, Ep) v . —
4.76 X 10 cm ' (corresponding to 1.4277X 10 Hz) and
3.336X 10 ' cm ' (corresponding to 10 Hz), respec-
tiveIy. Such a large discrepancy illustrates the high sensi-
tivity of the splitting with respect to the height of the po-
tential barrier, due to the exponential character of the for-
mula giving (Ei Ep)v [see Eq. (1) in—Ref. 54 and Eq.
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(3.8) in Ref 39]. The later evaluation by Weston should

be more reliable, since his geometry is the one accepted
nowadays, "' and we therefore retained it in the present
work. Thus phosphine appears as an intermediate case
between ammonia and arsine, but closer to the latter (its
splitting has not been experimentally observed ' which
implies that it ~ould certainly be much smaller than that
for ammonia).

From our present point of view, the relevant fact is that
ammonia and arsine are very different as concerns their
situation with respect to the semiclassical regime. Indeed,
if we evaluate the parameter p according to Eq. (5) by us-

ing the values of (Ei Eu) —recalled above [see also our
Table I and the values of Eu borrowed from Weston 4

(column vi in Table I of this paper)], we get the values
r

0.79
p(NHi) = logiu

' ——3.65,
3539

(6a)

2.6X10
p(AsH&) = logip =20.93 . (6b)

Therefore arsine lies much deeper in the semiclassical re-

gion than ammonia [as concerns phosphine, Weston's

values would give p(PHi)= logic(3. 336X10 ' /2460)
=16.87, which would mean a strong semiclassical charac-
ter, too]. According to the discussion of the previous sec-

tion, this means that ammonia and arsine should behave

very differently with respect to external perturbations
such as those due to neighbor molecules. More precisely,
a molecule NHi should be rather insensitive to perturba-
tions as concerns the symmetry breaking (see, e.g., the
evaluations in Sec. VIG of Ref. 23), while a molecule

AsHi should very often appear localized with respect to
its inversion coordinate (symmetry very easily broken).

IV. REACTION-FIELD MODEL
OF THE ENVIRONMENT

At this point, it is iinportant to realize that, if we deal
with a physical set of molecules (e.g., in the gaseous state),
once localization happens for a molecule such as AsHi,
there appears a cooperative effect which tends to stabilize
this localization The mec. hanism is the following: once a
molecule is in a (localized) nonsymmetric state, it has a
nonzero average dipole moment p = (is ) (where p, denotes
the dipole moment operator); then this moment locally
polarizes the surrounding which, in turn creates, at the
position of is, a so-called rettction field I'a, which is col-
linear with p, so that the interaction —is N'a is negative
and hence tends to stabilize the nonsymmetric state under
consideration; indeed, according to the results sum-
marized in Sec. II, the localization occurs on the side
where the potential energy is lowered by the perturbation
(strictly speaking, we should use as an effective interac-
tion energy with the surroundings the free energy of in-
teraction, namely, ——,

'
p, N'a, which changes nothing

essential). The reaction field is nothing but the statistical
mechanical average ( I') of the electric field I' created by
the molecules surrounding the dipole p, and it is a very
standard topic in the theory of the dielectric constant and
of the solvent effects. 5 This is clearly a nonlinear ef-

feet, since the perturbing reaction potential depends on
the state of the molecule through the average value (p),
and in this respect our approach is in agreement with
Davies's and Yomosa's schemes.

It seems appropriate to emphasize here that the reaction
field depends only on rather global properties of the sur-

rounding medium (dielectric constant and cavity radius in
our model), and not at all upon the detailed states of the
molecules of which this medium is made. Noticeably, if
we consider a pure substance, namely the surrounding
molecules which are themselves pyramids'J and have an
inversion coordinate, no assumption is needed concerning
whether these molecules are in delocalized (symmetrical)
or localized (unsymmetrical) states; as strongly em-

phasized by Woolley (Ref. 1, Sec. V), the dielectric con-
stant of the medium has practically the same value in any
case. Consequently, when the specific molecule that we
consider becomes localized (due to some external pertur-
bation) and thereby acquires a nonzero average dipole mo-
ment, we get the corresponding reaction field even if all
surrounding molecules are in their delocalized state: thus
no circtilar reasoning is involved (the situation would be
different if we had to assume that the surrounding mole-
cules already are in a localized state in order to generate
the reaction field).

2(e—1) p,

2@+1 g3 '

which gives for the perturbation potential

(e-1) p'
2&+& a'

(7)

(8)

in cgs or a.u. [1/(4ireu) = 1].
We shall first describe how our values of the quantities

p„a, and e are chosen, and afterwards we shall give some
physical discussion concerning the model thus obtained.
We shall consider our three compounds (NH&, PHs, AsH&)
under standard conditions (T =O'C, 8=1 atm), all three
then being in the gaseous state (boiling temperatures
under p =1 atm being, respectively: ' ' —33.55 C;
—87.7'C; —55 C). From the norinal molar volume
V ~

——22 414 cm, and the Avogadro number
N =6.023 X 10, we get the volume per molecule
um, i ——V,i/N =37214X10 cm, and by requiring that
the volume of the spherical cavity of radius a is equal to
u, i, we get [taking 1 a.u. (length) =0.529 17 A]

ai= =8884.2 A =59956 (a.u. )
4m

The values of the dipole moments (see Table I) were

A.. Numerical estimates

Now the essential question is whether the reaction field
that we can expect in such a physical situation is suffi-
ciently large for triggering the localization mechanism
discussed in Sec. II. In order to deal with this question,
we shall use, as in the previous workzs (Eq. IV27) the
well-known expression +" of the reaction field I'a corre-
sponding to a dipole is embedded in a spherical cavity of
radius a inside a medium with dielectric constant e:
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taken from the table of Nelson et al. ' Finally, as con-
cerns the dielectric constant e, we used for NHi the exper-
imental value '" @=1.0072, while for PHi and AsHi,
we evaluated e from the Clausius-Mossotti-Debye
equation ""

(10)

where a=a, +a, (a, denotes electronic polarizability, a,
denotes atomic polarizability}, kii denotes the Boltzmann
constant, and all other quantities have already been de-
fined. This formula gives quite satisfactory results for
gases, as we actually checked for NHs. using a, =2.16
A~ (from Ref. 62), hence (4nr/3)Na, =5.45 cmi, and
(4fr/3)Na, =0.75 cm (Ref. 63), we obtained e 1—
=0.007328, in satisfactory agreement with the above
quoted experimental value e —1=0.0072. Then, we took
the experimental data for PHi,

T=16.0'C, P=756 mm Hg, e —1=0.00238,

and for AsHi,

T=16.0'C, P=762 mm Hg, c—1=0.00192

and, using the known values of p, (see Table I), we deter-
mined the following values for the term (4n /3)Na in Eq.
(10): For PHi,

(4n/3)Ma=11. 80 cm

and for AsHi,

(4n/3)Na =14.31 cm

Then, from Eq. (10), we got the desired values of (s —1) at
T=0'C and P=760mm Hg: For PH3,

e—1=0.00259,

and for AsH&,

e—1=0.00204 .

We now discuss briefly the accuracy of our reaction-
field model. First of all, as pointed out above, the reac-
tion field is only the (time or ensemble) average of the in-
stantaneous electric field created by the environment, the
fluctuations of this field (which would be needed in order
to perform a detailed kinetic study) are outside the scope
of this model. Second comes the question of the parame-
ters, essentially the value of the cavity radius a, since the
values of p and e are well defined. It is clear that the
value [about 20 A according to Eq. (9)] derived from the
volume per molecule V,~/N may be taken as an order of
magnitude only, since this radius is about ten times larger
than the molecular radius proper, the spherical cavity will
not remain permanently empty, we shall always find some
of the surrounding molecules passing through it in the
course of time. This would suggest that our cavity model,
which discards these occurrences of intermolecular dis-
tances shorter than the cavity radius a, may underesti-
mate the average field. An argument in favor of this
guess is provided by the influence of the pressure on the
experimental inversion spectrum of NHi. under 1 atm,

this spectrum is already severely disturbed, while our
evaluation of the reaction field gives a perturbation Vi
markedly smaller than the splitting (E& E—o), which
would suggest a weak perturbation of the inversion spec-
trum. But already our (possibly underestimated) value of
the reaction field for AsHi (and PHi) gives a clearcut re-
sult for these molecules, namely

~
V,

~
&&(E& —Eo} (with

the ensuing localization); a larger value of the reaction
field would only reinforce this conclusion. In actual fact,
for these molecules the orders of magnitude of

~
V&

~
and

of (Ei Eo)—v are so different, due to the smallness of the

latter, that even a very rough evaluation of the former is
sufficient for drawing a nonambiguous conclusion.

B. Physical consequences: localization versus delocalization

From these values of p, (e—1},and a~, we could evalu-
ate from Eq. (8) the values of the perturbation potential
V& due to the reaction field, and these values are
displayed in Table I, together with the values of the split-
tings (E, Eo}v —to which they must be compared.

Indeed, according to the discussion in Sec. II, the minimal
requirement for localization is

~
V&

~
&&

~
(E& Eo}i-

since this corresponds to condition (4) for az —1, which
means a perturbation acting at the minimum (which is the
most efficient position). In actual fact, our perturbation
(namely the reaction field) is not strongly localized and we
may, therefore, hope that the minimal requirement above
is a reasonable criterion. The result of this comparison is
quite striking: when going from ammonia to arsine,

~
Vi decreases by 2 orders of magnitude (from 10 to

10 ' a.u.}, while (E,—Eo)i decreases by 18 orders of
magnitude (from 10 to 10 i a.u. ), so that we have

~
Vi

~
/(E~ Eo)i &&1 f—or NH& and &&1 for AsHi. It is

clear that even if we had adopted a criterion more severe
than the "minimal requirement" above, the contrast be-
tween NHs and AsHi would be maintained. Therefore,
for AsH&, which according to (6b) is definitely semiclassi-
cal, the "cooperative" effect of the other molecules (mani-
festing itself through the reaction field acting on each
molecule) may result in the stabilization of the localized
states in the course of time. Note that, as mentioned
above, when evaluating the reaction field due to a polar
molecule, it is immaterial whether the surrounding mole-
cules are in localized or delocalized states, since the dielec-
tric constant of the medium is essentially the same in any
case, as emphasized by Woolley (Ref. 1, Sec. V). By the
way, let us mention that it is possible to construct simple
statistical models which indicate that a true phase transi-
tion might be involved in the problem under considera-
tion.

By contrast, in the case of NHi,
~

Vi
~

remains small
with respect to the inversion splitting (at least under
reasonably low pressure), and we therefore expect that the
delocalization states will persist in the presence of
the usual surroundings. As concerns PH3, %eston's
value for (Ei Eo}q reported in —Table I leads to

~
V~

~
&&(Ei Eo)v, , which implie—s that, under the stan-

dard conditions considered, this molecule should, like
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ASH3 be localized with respect to the inversion coordi-
nate. It is clear that the above discussion raises the prob-
lem of the transition between the genuine quantum
behavior and the semiclassical behavior for some degrees
of freedom (essentially the nuclear ones) in molecules. In
particular, by considering intermediate situations between
those of ammonia and arsine, we may wonder whether,
under suitably varying conditions of pressure and tem-
perature, it would be possible to realize the switching
from one regime to the other, which would appear as
some kind of phase transition. Indeed, (Ei Eo)—v is a

characteristic of the individual molecule, while Vi de-
pends on the environment; according to Fq. (9), a ~ V,~,

and, according to Eq. (10), (e—1) ~1/V, ~, hence, ac-
cording to Eq. {8),

I
Vi I

1/(V, ~) =(P/RT)

Let us now consider the case of phosphine. According
to Table I, we have (for normal conditions T =O'C and
P =760 mm Hg) I Vi I

/(Ei —Eo)v -0.5x10'; then, we

should bring this ratio to the value 1 by reducing the pres-
sure through a factor 10 namely by taking P=10 to
10 mm Hg, which seems quite feasible. The transition
from the quantum (delocalized) regime to the classical (lo-

calized) one should manifest itself through the disappear-
ance of the "inversion" transition line (and of other spec-
troscopic features) related with the existence of the "inver-
sion delocalized" states such as $0 and Pi. To be sure, in

the case of phosphine the transition frequency
(E, Eo)v /h =—10 Hz seems too small to detect even

indirectly (moreover, the low pressure required would
reduce the absorption coefficient and therefore make spec-
troscopic detection more difficult), and anyway, with such
a small value of (Ei Eo)v, other —factors may still alter

the picture [e.g., the interaction with the electromagnetic
vacuum field, as proposed by Pfeifer (Ref. 15, Sec. 10;
Refs. 16—19); see conclusion below]. However, by search-
ing intermediate cases between ammonia and phosphine
(e.g., by replacing H atoms by bulkier substituents in

NHq), we could expect to find some better candidates for
the experimental observation of the expected "quantum to
semiclassical transition. " For example, indirect evalua-
tion of the barrier height from experimental data {vibra-
tional force constants and molecular geometrical par~ime-

ters) actually gives for N(CH3)3 a value intermediate be-
tween those of NHq and PH3 (see Table II},and, on anoth-
er hand, according to quantum chemical computa-
tions, ' the same situation should hold for the other two
molecules NHzF and NClq (see Table II). Consequently,
further work (both theoretical and experimental) concern-
ing such molecules appears desirable, in order to investi-
gate the possibility that they would exhibit the transition
from quantum (delocalized) regime to classical (localized)
regime under suitable physical conditions.

Let us mention that the transition mechanism that we
propose might be only weakly cooperative, so that the
transition would not be very sharp; but this is not an
essential point, since the main problem is rather to ac-

NH3

PH3

AsH3

N(CH3)3
NH2F
NC13

6.00'
593b 5 78

17.45a

27.4 (31.8)b

32.09'
350
8.19b

59
9.01 (2.04)'

36 8f's

38.0 (35 0)"
42.09 {31.94)'
46'

20.16 (13.0)'
22.9 (24. 1)j

'Reference 53. The barrier estimated for PH3 is certainly too
low, as discussed by Westan (Ref. 54}.
'Reference 54.
'J. D. Swalen and J. A. Ibers, J. Chem. Phys. 36, 1914 (1962).
~R. M. Stevens, J. Chem. Phys. 61, 2086 (1974).
'Reference 65. The two values correspond to different basis
sets.
D. S. Marynick and D. A. Dixon, Faraday Discuss. Chem. Soc.
62, 47 (1976)
IJ. M. Lehn and B.Munsch, Mol. Phys. 23, 91 (1972).
"R. Ahlrichs, F. Keil, H. Lischka, W. Kutxelnigg, and V.
Staemmler, J. Chem. Phys. 63, 455 (1975). SCF and (CEPA)
values.
'D. A. Dixon and D. S. Marynick, J. Am. Chem. Soc. 99, 6101
(1977).
'D. S. Marynick, J. Chem. Phys. 73, 3939 (1980).

count for the appearance of such different states as the
delocalized and the localized ones, under correspondingly
different appropriate conditions.

Finally, as concerns the so-called enantiomer molecules
{optical isomers), they are endowed with very high poten-
tial barriers, and correspondingly with extremely small
values of the splitting (Ei —Eo) {in the case of the amino
acid alanine, for example, Pfeifer" proposes the value
10 70 a.u.). Under such conditians, the mechanism pro-
pceed in the present work is obviously operative and
therefore accounts for the existence of the (optically ac-
tive) localized enantiomer states instead af the symmetri-
cal {optically inactive) delocalized state.

V. CONCLUSION

In the present work, by using (1) the nation of the high
instability of delocalized states (in a symmetric double-
well potential) under semiclassical conditions and their
propensity to give rise to localized states under fairly arbi-
trary perturbations, and then by invoking (2) a special per-
turbation endowed with a systematic character (nonzero
average), namely the reaction field due to the environ-
ment, we have been able to propose a rather definite
scheme concerning the appearance of some features per-
taining to the concept of classical molecular structure,
namely well-defined (localized) configurations with
respect to soine (nuclear) degrees of freedom.

TABLE II. Inversion barriers of NH3, PH3, AsH3, and
N(CH3)3, NHgF, NC13.

Barrier (kcal/mole)
Experimental Computed
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It is appropriate to recall here that Pfeifer (Ref. 15, Sec.
10; Refs. 16—19) also invoked a phase transition analogy
in the framework of his own work concerning the locali-
zation of certain molecular degrees of freedom due to the
interaction of the molecule with the electromagnetic vacu-
um field which is introduced in quantum electrodynamics.

As a somewhat related topic, we may notice that Prat
proposed an interpretation of atomic valency (namely the
property of forming chemical bonds according to a well-
definei geometrical scheme) as a result of breaking the
(spherical) symmetry of the (isolated) atom through its in-
teraction with the environment (the type of symmetry
breaking, namely the possible resulting subgroups of the
full rotation group, should of course depend on the atomic
species under consideration). The common feature with
our own problem which deserves to be mentioned is the
capability of the environment to elicit a response (symme
try breaking) whose characteristics depend on the subsys
tern itself and not at ail upon the detailed structure of the
enuironment Two. other proposals concerning the oc-
currence of symmetry breaking for electronic (rather than
nuclear) wave functions map be quoted here: the so-called
sudden polarization effect and the appearance of un-
symmetrical electronic states for some molecules in polar
solvents. It seems worth emphasizing that, in the latter
case, the author proposes a nonlinear "effective" wave
equation for determining the unsymmetrical state, just as
done in the previously quoted work of Davies, who dealt
with a quite different specific problem. This methodolog-
ical convergence well illustrates the very general character
of the conceptual framework under consideration, namely
the symmetry breaking in appropriate quantum systems
(e.g., symmetric double-well potential) as a result of the
interaction with their environment.

It may finally be mentioned that Woolley " had also
considered the possibility that the interaction of an indivi-
dual molecule with its environment could play an instru-
mental role in the appearance of the classical features of
the usual concept of molecular structure, but his proposal
was essentially of a qualitative nature (Ref. 23, end of Sec.
IVE). We can also quote in this respect a very recent
work by Joos and Zeh, who try to give a more precise
content to this idea, namely the emergence of classical
properties through interaction with the environment; fol-

lowing a line of thought akin to that of Harris and Stodol-
sky and of Simonius, these authors aim at justifying
the vanishing of nondiagonal "interference" terms of the
reduced density matrix pertaining to the subsystem under
consideration, with the purpose of accounting for the ap-
pearance of "localized" classical-type states instead of the
"delocalized" genuine eigenstates pertaining to a fully iso-
lated subsystem. Their proposed schemes are, at the
present stage, of a rather general and abstract nature. By
contrast, the scheme proposed in our present work initial-

ly concerns a specific problem (symmetrical double-well

systems), and it can therefore exhibit a much more defin-
ite nature (this scheme indeed introduces usual well-

defined physical parameters and discusses their role in
terms of actual numerical values). Accordingly, when

compared with other attempts, the present work should
significantly contribute towards answering the questions
raised, for example, in a previous paper (Ref. 23, Sec.
IV 6) about the generation and maintenance (in the course
of time) of localized states pertaining not only to the in-
version coordinate (as considered in the present work), but
to other degrees of freedom as well (e.g., rotational and
translational ones}. Developing such a general scheme
would, in our opinion, enable us to understand the so-
called transition to the classical limit in a much more
thorough and physical way than has been achieved
through the treatments proposed until now.
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