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Conditions are derived under which the steady-state probability density of a multivariate stochas-
tic process, driven by exponentially correlated broadband noise, can be obtained in an analytical
form, provided the steady-state density of the corresponding white-noise process is known explicitly.
The general results are illustrated by three examples: optical bistability, a laser model with detuning,

and a model of Brownian motion.

I. INTRODUCTION

The stochastic description of a macroscopic physical
system is an attempt to formulate the dynamics of a
many-body problem in terms of only a small number of
variables, while the irregularities—due to the many de-
grees of freedom of the system itself as well as the noise
imposed by a fluctuating environment—are represented by
a fluctuating force. The separation into collective vari-
ables and random terms is based on the intuitive physical
picture that these processes are characterized by vastly
different time scales—a slow global evolution on a
coarse-grained time scale with superimposed random ex-
cursions that are visible only on a much higher resolution.
The time constant of the gross behavior, which is speci-
fied by the deterministic parameters of the model, has to
be compared with the correlation time of the fluctuations
which in most physical cases is much shorter. However,
when a clear separation of time scales is not possible, this
approach looses its intuitive meaning and a stochastic
description is no longer appropriate.

A first attempt to describe dynamical systems under the
influence of noise in chemical reaction dynamics or quan-
tum optics is based on the assumption that the time scale
of noise is so short that it is entirely irrelevant, not acces-
sible experimentally and, therefore, can safely be set to
zero. In this limit the problem can be formulated in terms
of a continuous Markov process where the hierarchy of
probability distributions satisfies a Fokker-Planck equa-
tion.!—*

There is also a good physical reason why Markov pro-
cesses should play a dominant role for problems with fluc-
tuations. As is well known, noise becomes especially visi-
ble on a macroscopic scale near points of instability,
where the restoring forces of the system diminish, making
it susceptible to any kind of internal or external perturba-
tion. In such cases of continuous bifurcations the weak-
ening of the deterministic forces causes the system to slow
down dramatically when approaching the bifurcation
point. Therefore, in the neighborhood of a critical point
the time scale of the fluctuations can always be expected
to be much smaller than the time scale of the gross evolu-
tion of the system.

This picture, however, changes entirely when we con-
sider the case of a discontinuous instability where two
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deterministically stable states are connected by fluctua-
tions. In this case the deterministic dynamics is not
characterized by a diverging time scale in regions of pa-
rameter space where fluctuations become important.
Therefore, it is quite possible that the time scales of the
fluctuations—still short compared to the times of the
deterministic evolution—do not become irrelevant and the
assumption of zero correlation time may break down.
This is just one example which shows that there exist in-
teresting physical systems where it is necessary to study
the effects of noise with a finite nonvanishing correlation
time.

In this paper we want to demonstrate how one can
analyze systems with fluctuations which are correlated
over a short but finite time without leaving the framework
of Markov processes. This is done by enlarging the phase
space of the process and treating the fluctuating forces as
dynamically evolving variables as well. It has been shown
that in the physically relevant limit of weak noise this
concept can be made into a practical tool for analyzing
simple model systems.>~’ This is done by eliminating the
auxiliary degrees of freedom by a systematic adiabatic
method.>® The phase space is thereby reduced again to its
original dimension.

As is well known, the properties of a one-dimensional
Markov process in a steady state can be studied analyti-
cally since the steady-state distribution can always be
found up to quadratures. When we now enlarge the phase
space for inclusion of noise with a finite correlation time,
integration of the Fokker-Planck equation in general is no
longer possible. Therefore, the adiabatic reduction of the
phase space mentioned above is essential in order to turn
the problem back into a solvable one.

Multivariate Markov processes, however, cannot be
solved analytically and in a systematic way for their sta-
tionary distribution. In those cases where the system has
the property of detailed balance an explicit solution be-
comes possible.”~!! When we now try to generalize these
processes to also include non-white noise by doubling the
phase space and then return to the original dimension
again by adiabatic reduction, we will end up with a modi-
fied process in more than one dimension which in general
does not satisfy the condition of detailed balance any
more. It will turn out, however, that with short-range
memory noise the stationary density can be constructed
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explicitly in a broad class of systems, independent of their
detailed balance property, if the stationary distribution in
the white-noise case is known.

It is the aim of the paper to formulate conditions under
which the stationary distribution of the final model can be
found by systematic methods. The paper is organized as
follows. In Sec. IT we formulate the problem in terms of a
two-dimensional process with non-white noise. Section
IIT presents the adiabatic reduction of the phase space
back to the original two dimensions which yields a
Fokker-Planck-type equation describing the long-time
behavior of the reduced distribution in the case of short-
range memory. In the following Sec. IV we derive the sta-
tionary distribution and the condition under which it can
be expressed directly in terms of the stationary distribu-
tion of the corresponding white-noise limit. We then il-
lustrate this formal concept by three explicit examples—
optical bistability, a laser model with detuning, and a
model of Brownian motion—in the next three sections.
Finally, some concluding remarks are given.

II. THE MODEL

We investigate here a general stochastic process in two
dimensions described by the variables x' and x? and
characterized by the deterministic drifts k(x!,x?),
i=1,2, and colored external noise. The Langevin equa-
tion of this system is written as

Xi=kix,x2)+ &), i=1,2 2.1)

where £’ is assumed to be a Gaussian noise characterized
by a finite bandwidth €~2. In order to stay within the
framework of Markov processes, an exponentially decay-
ing correlation function has been taken:

<§i(t)§j(t'))=—227Qijexp(— |[t—t'|e?). 2.2)
For simplicity, the symmetric correlation matrix Q¥ is as-
sumed to be independent of the variables x. We have
chosen the normalization in such a way that the limit
€—0 corresponds to the white-noise case. For later con-
venience, the factor 7, which measures the noise intensity,
has been separated from the matrix Q%Y. For the purpose
of adiabatic elimination it is useful to scale the non-white
force as gi =y’/e where y' denotes a stationary Ornstein-
Uhlenbeck process:

yi=elit)=—y'/eE+E(t) /e, i=1,2

driven directly by Gaussian white noise &, the correlation
matrix of which is just nQY.

The joint process of (2.1) and (2.3) represents a mul-
tivariate Markov process in four dimensions and thus
traditional methods can be applied. The Fokker-Planck
equation for the joint single-time probability distribution
P(x!,x%yl,y%t), abbreviated by P(x,y,t), follows im-
mediately:

(2.3)

d d _—k
L pxy,t)=——" [ki+ L |P
3 (x,p,t) P { + 6
1 3 ; nQY7 32
——y'P —P, 2.4)
+62 ay’y + 2¢€*> dy‘dy’

and the complete hierarchy of multitime distribution
functions can be formulated in the usual way.!=> Here
and in the following, summation over repeated indices is
implied. )
Our aim is to investigate how the stochastic properties
of the dynamical variables x!,x? change by varying the
memory of the noise. In a realistic physical situation one
cannot follow the rapid variations of the noise in detail
and P(x,y,t), therefore, contains more information than

. there is experimentally accessible. Thus we are interested

only in the reduced probability distributions obtained by
integrating the joint densities over the y variables. The
most elementary and most important of these reduced dis-
tributions is

W (x,0)= [ P(x,y,0)dy (2.5)

specifying all transient moments and containing the sta-
tionary density Wj(x) too. The reduced dynamics on the
two-dimensional phase space x, however, is non-
Markovian and, consequently, the entire hierarchy of the
reduced multitime distributions cannot be constructed
from the knowledge of W (x,t) and Wy(x) alone.! ™

III. ADIABATIC ELIMINATION EQUATION
FOR THE SINGLE-TIME REDUCED DISTRIBUTION

In the case of short-range memory when the relaxation
time of the noise is much shorter than any other charac-
teristic times of the system, i.e., for small €, the variables
y* relax rapidly and follow the evolution of x in an adia-
batic way. In this case a generalization of the expansion
method developed by Wilemsky!? can be used successful-
ly. In a variety of one-dimensional examples a resumma-
tion of this series was possible, yielding results for arbi-
trary values of €.’

In order to find the reduced probability W(x,t) we
proceed as follows. By means of the definition

Jnmxlx2 0= [ (pHp2mP(xtxty i ndyldy?  (3.1)

we introduce time-dependent moments of the irrelevant
variables y. In this notation it is obvious that we have to
identify W (x,t)=J%%x,t). The equations of motion for
J™™ are obtained by multiplying the evolution equation
(2.4) by (y)*(»2)™ and integrating over y',y2. Using the
Laplace transform j™»™(x,z) of J™"™(x,t)

Jmmx,2)= [T Immx, exp( —zode (3.2)
we find
2 a i ih,m
n+m-+e€ |z+4+ —a—-ik Jj"®
X
=J"M(x,t =0)—gjf T —ejFm !
+07Q " n(n —1)j" =" /243Q Pnmj" —1m !
+7Q%2m(m —1)j»m~2/2 . (3.3)

Here and in the following a subscript i/ stands for a
derivative with respect to x‘. Our aim is now to deduce a
closed equation for j%%x,z) and its Laplace transform,
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the reduced single-time density, from the hierarchy (3.3).
For arbitrary values of € this is, in general, not possible
analytically. It turns out, however, that for small € the
equations with »n+m <4 only play a role. In the follow-
ing we will not care about the terms J™™(x,t =0) in (3.3)
as these terms are only remnants of the rapid initial tran-
sients and we will be interested here only in the asymptot-
ic behavior of W(x,t).>%1314

The leading-order solutions of (3.3) are listed below.
Terms of order unity (€°):

ILQU 0.0, -1 J]_le 0.0
j4,0:}£i(Qll)2j0,0’ J 3, =_Q11Q12 00 (34)

2
j2’2=%[Q”QZZ—FZ(QIZ)ZUO’O .
Terms of order €':

j1,o_ _”fL(Qn 00+Q12 oo

j3’°=———’]—6 [(@"78°+0"Q %81, (3.5)

j2,1: {3Q11Q12 00+[Q11Q22+2(Q12)2]j(2),0} .

The elements j™" are easily obtained from j™™ by inter-
changing the indices 1 and 2. Substituting (3.4) and (3.5)
into the equation of j*° we find in lowest order in €

3 .
z4+—kK!
dx’ J

0.0 legv‘jgf (3.6)

which is just the Laplace transform of the Fokker-Planck
equation in the white-noise case.

In order to keep all terms up to the first nontnv1a1
correction, i.e., up to order e . 1n the equation of 7%° we
also need to know j"° and j*! up to order € as these
terms appear w1th a prefactor € -1 Smce the equations
for j1° and j®! contain j* 1, and j* one has also to
calculate the latter elements up to order €. For this
reason, we formally divide the corresponding equations of
(3.3) by the operator

a_k,.
ox'

n+m+e*|z+

and expand the right-hand side in successive powers of €.
By using the formulas (3.4) and (3.5), terms like zj%° will
also appear which are to be expressed through (3.6) lead-
ing to expressions which become independent of z and,
consequently, no further time derivatives are introduced
after inversion of the Laplace transformation.

Collecting all the contributions, we obtain

12 2,2
. € 1
,1,1=ﬂ%—10’°+ SQQ™jn +detQ) D)

3.7
. Ui 1 . 62”2 .
]2,0= g ]0,0+ 2 (Qllle]‘O'S detQ]g:(z))

and similarly for j®2. The subscripts i,j denote partial

derivatives with respect to x‘ and x/. By inserting (3.7)
into the equation of j"° one finds after some minor rear-
rangements that the terms containing quadratic powers of
QY and partial derivatives higher than second order can-
cel, resulting in

3
_I]__le .0,0 L;Z_le(k'injo,O)‘_ . (3.8)

]
The expression of j®! is obtained by replacing the super-
script 1 by 2 on the right-hand side. As j'° and j%! do
not contain any explicit z dependence, one may easily per-
form the inverse Laplace transformation of j%%x,z) and
find the equation of the single-time reduced distribution
W (x,t), in the form

.9 9 1 K
3 Wi(x,t)= e k ‘W4 2 9x ,a ; K9 (x)W (3.9)
with
KI=QY+ LeXQ™k], +Q/™kL,) (3.10)

In the present approximation, the initial conditions which
would contribute through terms like J»™(¢t =0) in Eq.
(3.3) would generate an inhomogeneity in Eq. (3.9) of the
structure I (x,0/9¢)8(¢t). However, these terms would not
influence the asymptotic behavior of the solution of Eq.
(3.9) but only renormalize the initial values.

The resulting equation, (3.9), for the reduced single-
time probability density valid for ¢ /€?>>1 has the formal
appearance of a Fokker-Planck equation of a process with
multiplicative noise owing to the fact that up to order €?,
higher than second-order derivatives cancel in (3.8). It
has to be emphasized, however, that the reduction of the
process onto the variables x!,x? leaves us with a process
which is no longer Markovian, thus, W (x,?) alone only
provides a partial description of the system. The solution
of Eq. (3.9) subject to a & initial condition yields the con-
ditional two-time probability density W ;(x,¢|x",t")
which together with W (x,t) specifies the joint distribu-
tion W,(x,t;x',t'); multitime distributions like
Wi(x,t;x',t';x",t"), however, cannot be expressed
through W and W, ;. Their calculation is also possible
along similar lines by starting from the equation for mul-
titime distributions like, e.g., P(x,y,t;x",y’,t";x",y",t") of
the four-variable Markov-process and performing the adi-
abatic elimination in those schemes.’

1IV. THE REDUCED STATIONARY DISTRIBUTION

The stationary distribution is one of the most important
characteristics of a stochastic system since it describes the
fluctuations in the asymptotic state reached for large
times. This distribution is universal in the sense that it
does not contain any information about the initial state.
The negative logarithm of this density Wj(x) may be con-
sidered as a generalized thermodynamic potential of the
nonequilibrium system under consideration. More pre-
cisely, we will write Wy=exp(—®/7) and if ® does not
depend on the noise intensity 7 it will be called the poten-
tial of the stochastic system which plays the role of a
Lyapunov function for the corresponding deterministic
dynamics.
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The stationary distribution Wy(x) of the process with
broad-bandwidth noise is the time-independent solution of
the evolution equation (3.9). It is the principle aim of this
paper to find out whether it is possible to construct the
distribution Wy(x) from the stationary density of the
underlying white-noise case without explicitly solving the
partial differential equation (3.9).

We first assume that the drift terms k‘ possess a poten-
tial ¢ with respect to the diffusion matrix QY i.e., one
may write

ki=— ';'Qij ¢ j -
This means that the system in the limit e—0 satisfies the
potential condition in the sense of Stratonovich! and,
thus, the stationary distribution is given by exp(—d¢ /7).

We now ask whether the stationary solution of (3.9) and
(3.10),

WO(X)=eXp[-—‘D(x,77)/”‘7] ’

can be expressed in terms of ¢. By inserting the ansatz
(4.2) into the stationary evolution equation we find

9
ox!

@.1)

4.2)

[cp,- = (2k'+K'i®; —nK/)=0, 4.3)

which is the well-known condition for the stationary solu-
tion of the Fokker-Planck equation.>* A possible solution
of Eq. (4.3) is

;= (K Vi -2k + 9K , (4.4)

where K~! stands for the inverse of the matrix K of
(3.10). Note that under general conditions the stationary
solution is unique.!® By substituting (4.1) and (3.9) one
finds after some straightforward algebra that the right-
hand side of (4.4) is in fact a gradient, and a solution is
possible in the form

62 .s 62 P
¢=¢+TQU¢i¢j’—”’ITQU¢i,j . (4.5)
This implies that the stationary density of the non-
Markovian process in the limit of short-range memory
can easily be constructed if the stationary distribution of
the corresponding white-noise system is known.

Next, we turn to the more general case when the drift
k'’ not only contains gradient terms of a function ¢ but
can be written as

ki=—5QY¢;+r 4.6)
with ,
nri—rig;=0. 4.7)

The stationary distribution is then given by exp(—d¢ /7).
The solution of Egs. (4.6) and (4.7) is equivalent to that of
the time-independent Fokker-Planck equation in the
white-noise case. Note that in general ¢ and r may de-
pend on the noise intensity 7. If ¢ is independent of 7
and r is divergence-free, r is called the circulation as it
describes the motion on equipotential surfaces of ¢. In
general, the vector r represents a contribution to the drift
term which does not appear explicitly in the density itself

but which causes a persistent probability current given by
rexp(—¢/n) even in the steady state.

If there is a nonzero r in the white-noise case, it must
be present in the system with short-range memory as well.
In fact, we may search for a general solution of Eq. (4.3)
in the form :

®; =(K "'V —2k'4+ K" +2R") , (4.8)
where
PRI—R'®;=0. 4.9)

The stationary probability current in the present case is
given by RW,.

So far it is not clear a priori whether the presence of a
nonvanishing vector r may modify the expression (4.5)
which was obtained in the absence of such terms. There-
fore, we may ask under which conditions the solution Eq.
(4.5) still remains a solution in the general case in spite of
the fact that the drifts k are now expressed by (4.6) and
(4.7). From Egs. (4.8) and (4.5) one may explicitly calcu-
late R’ which reads

. . 2 . . s . . . . .
Ri=r'+ %[Q"”r”n% +Qrm; —(Q i, + QT )]
(4.10)

The quantities R’, however, must fulfill the relation (4.9)
as well. Inserting (4.10) and remembering that r’ and ¢,
are not independent owing to Eq. (4.7), many terms cancel
and Eq. (4.9) reduces to the condition
77Qurjm¢i,m =0
which must also be true in order to have the distribution
(4.5) unchanged. In other words, the terms r’ in (4.6) do
not modify the form of the stationary density as long as
the additional condition (4.11) is fulfilled simultaneously.
The vector R of the non-Markovian system is then given
by (4.10). In cases where the stationary solution of the
white-noise system is characterized by such a ¢ and r that
do not satisfy (4.11) & is no longer given by (4.5). It will
have terms more complicated than such simple expres-
sions containing derivatives of ¢ and can be obtained only
by a direct solution of Eq. (3.9). In a whole class of sys-
tems specified by (4.11), however, ® is given by (4.5) in-
dependently of the presence of an additional r in the Mar-
kovian limit.

It may be worthwhile to briefly discuss the changes in-
troduced by finite-bandwidth noise in the shape of the
probability density from a general point of view. This can
most easily be done by restricting our considerations to
weak noise intensities which is a realistic description for
most macroscopic systems. The third term in (4.5) can
then be neglected and one finds that in the weak-noise
limit a potential ®; exists in the form

(4.11)

2 Py
Po=¢o+ %Qlj¢0i¢0j , 4.12)

where ¢, stands for the potential of the white-noise sys-
tem in the weak-noise limit. In order for the expansion to

- be valid we have to assume that ¢ is smoothly differenti-
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able which in nonequilibrium systems will not always be
the case.!”!® First, we note that the extrema of ¢, and
those of @, coincide, since the first derivatives of ®, van-
ish in those points where ¢; vanishes.as well. On the oth-
er hand, it has been pointed out'’~!° that in the weak-
noise limit of stochastic processes with white noise the ex-
trema of the potential coincide with the limit sets of the
deterministic dynamical system defined by x‘=k'(x).
This implies, e.g., that the potential has a minimum or
maximum in those points x where the deterministic
dynamics possesses an attractor or repellor. We conclude,
therefore, that this coincidence remains valid also in the
presence of broad-bandwidth colored noise. Away from
the extrema the difference between @, and ¢,, however,
can be quite significant. As the diffusion matrix in gen-
eral is positive definite, or at least positive semidefinite,
Qo; $o; cannot be negative and, consequently, @ is nev-
er smaller than ¢,. We can, therefore, say that the mini-
ma of @, are situated on the attractors of the determinis-
tic dynamical system and that the corresponding peaks of
the probability density, in general, become narrower with
increasing noise correlation time €. The narrowing of the
peaks in the stationary distribution is the most important
qualitative change when replacing white noise by colored
noise. In the case of a finite noise intensity the extrema of
® may be shifted from those of ®, according to the more
general expression (4.8) and the change of the width of the
distribution depends on the details of the model.

V. OPTICAL BISTABILITY
WITH FINITE-BANDWIDTH NOISE

As a first example illustrating the general ideas dis-
cussed above we consider a system with vanishing proba-
bility current in the stationary state. The phenomenon of
optical bistability is an example of a discontinuous insta-
bility which exhibits a hysteresis-type behavior analogous
to that of first-order phase transitions.?=2* Besides the
practical interest in such optical devices they also provide
some elementary, but nevertheless realistic, physical
models for studying theoretically the influence of colored
noise on the steady state of nonequilibrium systems. Con-
trary to continuous bifurcations, where due to the
phenomenon of critical slowing down, the white-noise ap-
proximation seems to be always realistic, at least in the vi-
cinity of the transition point, a finite bandwidth of the
noise may lead to qualitative changes in multistable sys-
tems. These systems are characterized by several time
constants which do not diverge simultaneously.

We consider the case of absorptive optical bistability
where the driving field is in resonance with the Fabry-
Perot étalon on the one hand and with an atomic reso-
nance of the nonlinear medium on the other hand.?»?? In
the adiabatic limit, where the time scale of the atomic re-
laxation is short compared to the damping of the cavity
mode, the macroscopic behavior of the system is described
by the complex amplitude E () of the cavity mode. This
field changes in time due to the excitation by a driving
field of constant amplitude E,, due to the linear loss of
the cavity, due to the nonlinear loss and saturation in the
medium characterized phenomenologically by a function
f(| E?|)—a function of the field intensity—and finally,

due to random perturbations. Measuring the time scale in
units of the cavity.damping time the equation of motion
for E is thus given by

E()=—E[1+f(|E*|)]+Eq+F(1).

F(t) represents all fluctuating influences coming from
spontaneous emission, thermal motion, and fast changes
in the pump field E,, among which the last may well
dominate all other influences. We assume that F(z) has a
characteristic time scale €2, and is exponentially correlated
in time:

(F())=0, (F(t)F(¢'))=0,

(5.1)

(5.2)
(F*(t)F(t'))=—;]2—exp(— |t —1"| /€2) .

The function f(|E?|) describing the nonlinear response
of the medium can be derived from a microscopic model.
For large intensities f( | E2|) goes to zero owing to the
nonlinearity of the material response. In the case of a
homogeneously broadened two-level system as a model for
the medium one finds,?*?’ for example,

fUE?)=T2/(1+ | E?|), (5.3)

where I'? is a material constant.
By decomposing the field E and the random force in
their real and imaginary parts by

E=x'+ix? F=Qy!'+ip?)/e, (5.4)

and assuming, without the loss of generality, that E, is a
real parameter, Eq=x,, one realizes that the stochastic
process of (5.1) and (5.2) is a special case of the general
process (2.1)—(2.3) with

kixLx?)= —x"h((x )2+ (x2)?)+x,8'",
o (5.5)
h(z)=1+4f(z), QU=8".

Therefore, the results of Sec. IV can directly be applied to
the present problem. It is easy to find the potential ¢ as-
sociated with the drift through (4.1),*? and the function ®
[Eq. (4.5)] in the presence of colored noise is then obtained
in the form

r2
®(x ' x2)= [ h(2)dz+erh(r?)
—2rxgcosp[1+€%h (#2)]
+x5(1+€e)—2[h(r) +r2h"(rH)],
(5.6)

where the prime denotes the derivative with respect to the
argument. For the sake of simplicity, polar coordinates
x'4+ix?=r exp(i@) have been used.

The changes introduced by altering the correlation time
€* of the fluctuations are most easily seen in a plot of the
probability density. As a particular choice we have taken
the case of the homogeneously broadened two-level system
characterized by (5.3) with T'>=25. It is well-known from
the deterministic theory?! that bistable behavior is then
observed in the range 9.73 <xy<13.54. For a field
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amplitude x7,=10.75 the probability distribution
exp(—®/7) is shown in Fig. 1(a) in the limit of white

noise (e=0). It possesses two peaks: a narrower one con- .
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centrated around a small value of the field (absorptive
branch) and a broader one representing the transmitting
state of the bistable device. With increasing € both peaks
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FIG. 1. This series of three-dimensional plots shows the steady-state probability density, Wy(x',x?) for .optical bistability for

=25, xo=10.75, and p=2. White-noise result, (a), is compared with the finite-bandwidth solutions in (b)—(e). Correlation time of
noise increases from (b) to (e): (b) €2=0.1, (c) €=0.2, (d) €2=0.5 (e) €2=1.0.
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become narrower but the width of the absorptive peak
shrinks much more drastically than that of the transmit-
ting one [Figs. 1(b)—1(e)]. A direct comparison of these
changes is shown in Fig. 2 where we have cut through the
probability density along the x! axis. This shows that the
absorptive state is much more sensitive to the decrease of
the noise bandwidth than the transmitting state. This ten-
dency becomes more pronounced when the distribution is
plotted by cutting through the most probable values
orthogonal to the phase of the external field (i.e., at
x!=const). Here an observable amount of shrinking in
the absorptive branch is already obtained for values of €?
as small as 0.03 [Fig. 3(a)], while no modifications are yet
to be seen for the peak corresponding to the upper branch
[Fig. 3(b)]. Thus the increase of the correlation. time of
noise results in a lowering of the statistical weight of the
lower branch, causing the device to be less likely to be ob-
served in the lower absorbing state. Note that in order to
visualize clearly the shrinking of the peaks in the figures
we have chosen a rather large value for 1, n=2, but still
plotted the distribution as valid in the weak-noise limit.
Otherwise, the peaks would be very narrow already in the
white-noise case.

This behavior can be understood qualitatively by notic-
ing that the bistable device possesses two different time
scales.”* Below and above the multistable regime there ex-
ists only a single stationary solution and, consequently, a
single characteristic relaxation time. For small external
field amplitudes this is approximately 7;~1/(1+1?),
while for large amplitudes one finds 7,~1>>7;. In the
bistable regime both time scales are relevant simultaneous-
ly and as the bandwidth of noise is narrowed the time
scale of the lower branch (1) of the bistable hysteresis cy-
cle is approached first and, therefore, only the width of
the narrow peak is affected while the other peak first
remains roughly unchanged. Thus we may conclude that
in a multistable system, in general, branches with the
smallest characteristic time will more strongly feel the
finiteness of the correlation time of the applied colored
noise and will shrink more drastically compared to the
corresponding white-noise case. This behavior has been
demonstrated qualitatively in Figs. 1—3, where the band-
width of noise is varied over a rather wide range. Howev-
er, quantitatively correct distributions are only guaranteed

L 1 I L 1

o+ 2 3 4 s 6 7 8 9 10 11 X
FIG. 2. Wy(x',x?=0)—a cut through the probability distri-
bution shown in Fig. 1 along the x! axis for the same parame-
ters. Widest distribution corresponds to the white-noise case.

)

I 14 2.1

-2 -1 o 1 2 x2
FIG. 3. Steady-state distribution cut parallel to the x? axis
through the peaks of the probability density for €2=0, 0.03, 0.1,
0.2, 0.5, 1.0, otherwise at the same parameters as Fig. 1. (a)
displays the absorptive branch, (b) the transmitting one. Outer-
most curve corresponds to the white-noise case and can hardly
be distinguished from that belonging to €2=0.03 in (b).

as long as the correlation time €? of the fluctuations
remains shorter than 7.

VI. SINGLE-MODE LASER
WITH FINITE-BANDWIDTH NOISE

In our second example we investigate a system with a
nonvanishing probability current in the stationary state.
The drift terms are supposed to be of the form

kixlx?)=—x'h(r?)—x2g(r?),
6.1)
EAx'x?)=—x%h(r?)+x'g(r?),

where r2=(x!)?2+(x2)?, and the diffusion matrix Q is
chosen to be the unit matrix. The process has a potential
in the white-noise case:

1 .2y __ r?
o(x'xt)= ["h(z)dz . (6.2)

Consequently, the components of the circulation vector
[cf. (4.6) and (4.7)] are given as

2 (6.3)

rl=—x%g(r?), ri=x'g(+?).

It is worth mentioning that the single-mode laser with
detuning belongs to the class characterized by (6.1). The
equation for the field amplitude E (¢) obtained after adia-
batically eliminating the rapidly varying degrees of free-

dom is of the form?®?7
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E()=—E[1+f(|E |»)]+iAEf(|E|?)+F(1) .

The second term on the right-hand side describes the pre-
cession owing to the detuning A. In the case of a homo-
geneously broadened two-level system f is given by (5.3).
Assuming that the noise F(¢) is Gaussian, has a charac-
teristic time €2, and its correlation functions are given by
(5.2), one finds that the real and imaginary parts of the
field (x! and x?) are described by a process of the form of
(2.1)—(2.3) with (6.1) as the drift, where h=1+f and
g=Af.

By applying the results of Sec. IV, we first notice that
the condition (4.11) is satisfied by the potential ¢ and the
circulation r of the white-noise case. Therefore, the sta-
tionary solution of the generalized model with colored
noise is determined by Eq. (4.5) and, in particular, we find

(6.4)

ox' x4 = [ h(@dz+erhir?)
—2ey[h(r)+rh'(rH)] . (6.5)

The new vector R is obtained from Eq. (4.10) in the form

R'=—x2G(r?), R*=x'G(r?) (6.6)

with
G (r)=g(r)+€er%' (rHh (r1)—el2g'(r?)+rg"(r))] .
6.7

Note that the symmetry of the stationary state has not
been altered by the generalization to finite-bandwidth
noise: ® depends only on 72 and R is orthogonal to the
gradient of ®. Again, the steady-state distribution nar-
rows with decreasing bandwidth of the noise, thereby sta-
bilizing the amplitude fluctuations of the laser. The pres-
ence of a nonvanishing vector R does not modify ®, and,
therefore, Eq. (6.5) is formally a special case of the prob-
lem (5.6) for vanishing external field E,. The vector R,
however, depends on the potential ¢ owing to the presence
of the second term of (6.7).

VII. “BROWNIAN MOTION”
WITH A FINITE-BANDWIDTH NOISE

Finally, we consider the one-dimensional Brownian
motion of a particle of unit mass in a mechanical poten-
tial ¥(x!) in the nonequilibrium situation characterized
by an instantaneous damping and colored external noise
with bandwidth €2, acting on the momentum x2. The
system is, thus, defined by (2.1) and (2.2) with

kl=x? k’=—yx?—V'(x!), QU=2y87, (7.1
where ¥ denotes the damping constant. In the Markovian
limit the stationary state is described by the potential

dx,xH)=(x2)?2/24+V(x"), (7.2)

which leads to the well-known Boltzmann distribution
with y=kpT. This process carries a nonvanishing proba-
bility current even in steady state j=rexp(—¢/7) with
the circulation

rl=x2 r’=—v'(x". (7.3)

In the case of short-range memory a simple substitution
in (3.10) shows that the diffusion matrix of the Fokker-
Planck equation (3.9) remains constant, though no longer
diagonal:

K'=0, K?=€%y, K2=2y(1—€%). (7.4)

Then either a direct solution of the time-independent
Fokker-Planck equation or an application of the general
result (4.5) yields an 7-independent @, i.e., a nonequilibri-
um potential

B(xL,x2)=(1+y)x?)?*/2+V(x!) . (7.5)

[The latter method is justified as (4.11) is found to be
valid.] Note that the x! dependence has not been modi-
fied owing to the fact that only Q?* differs from zero.
The “kinetic energy” part has been renormalized so that
the distribution becomes narrower in the x? direction in
accordance with the general observation of Sec. IV. The
circulation vector has also been changed into

R'=(14€/2)x% R*=—(1—€eXy/2)V'(x") (1.6

as it follows directly from (4.10).

It is worth briefly discussing the overdamped case
where x? becomes a fast variable as well which can be el-
iminated adiabatically. Thus one obtains the following
stochastic process for ¥ >>e™2:

$l=—v(x/y+y!,
: (7.7
jle —ple=2 4 EQ2qy—le= )2
with Gaussian white noise £ of unit intensity. This, how-
ever, is a special case of (2.1)—(2.3) without the auxiliary
variable of superscript 2. In the case of short-range
memory, therefore, (4.5) can be applied yielding

D(x',n)=V(xH+e[V'(xH]*/(2y)

—eV(x")/y . (7.8)
For e=0 exp[ —®(x',%)/7] is identical to the solution of
the Smoluchowski equation. For €540, however, ®(x L)
cannot be  obtained by merely integrating
exp[ —®(x!,x2)/n] over x2, where ® is given by (7.5).
The reason is that the limit of short-range memory of the
nonoverdamped case is defined by €2y << 1, therefore,
(7.5) is no longer valid in the limit ¥ — o, with € fixed.

The interplay between the limits y— « and €—0 can
most easily be understood by studying exactly solvable
models. We have, therefore, investigated the motion in a
harmonic potential ¥ (x')=w?(x!)?/2, described by the
equations

xl=x2? x2= -yxz—w2x1+e"‘x3 ,

(7.9)

x 3 _6—2x3+§(27n,e——2)1/2 .

The Fokker-Planck equation of this three-variable Mar-
kov process can easily be solved since the system is linear.
The stationary distribution is of Gaussian form, which
after integration over x? yields the following potential:
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2
®(x,x) =31+ +€*w?) w2 (x1?4+(xH?| .

1+€y
(7.10)

This expression is valid without any restrictions on the
parameters €,7. One immediately sees how the different
asymptotic forms are obtained for e—0 with y,0 fixed,
and for y— oo with €,0 fixed. In fact, the two results
(7.5) and (7.8) are found to be consistent with (7.10) in the
first and second limits, respectively. The potential (7.10)
also nicely illustrates that, in general, the probability dis-
tribution becomes narrower with increasing € in both
variables, and that equipartition is no longer valid in
nonequilibrium situations.

It is also of importance to study a special case of (7.9),
namely that of the free Brownian motion, @ =0. No nor-
malizable stationary solution will then be reached, but the
temporal asymptotic behavior can be specified. Investi-
gating the probability distribution at sufficiently large
times so that initial conditions do not play a role any
longer, one may find a solution with the following ansatz:

P(x',x%x3,t)~t~2exp[ —xA(t)x] , (7.11)

where the matrix A is assumed to contain constant terms

as well as terms proportional to t~!. After integration

over x° one obtains

12
2
wixlxtn= | LLEED)
4t
X ex _ Lty 1+1+€27 (x2)?
P 2 2yt
2
e AN S A
2nt 4nt
(7.12)

The parameters € and y here are also arbitrary. Note that
although this is not a stationary density and, therefore,
the arguments of Sec. IV are not valid, the distribution in
x? is again found to be narrower than in the white-noise
case. On the other hand, there is no change in the x!
direction and, consequently, after averaging over the
momentum we obtain a pure diffusion with diffusion con-
stant D =27 /y independent of the noise bandwidth.

Finally, a comment is in order on Brownian motion
with colored noise in thermal equilibrium. According to
the fluctuation-dissipation theorem*2%2?° in this case the
damping must then be noninstantaneous®®*! and of the
form — [ X(t —t)xt')dt’, where kzTX(t—1t') is the
correlation function of the noise. With exponentially
correlated Gaussian noise,

X(t)=(ye 2exp(— |t|e™?), (7.13)
therefore, the system is specified by
XN =x%1),
E 2(r)=—(ye—2)f0'exp(— |t —2'| e 2)x(¢)dt"
—V'(x'(2)+x3t)e"!, (7.14)

x' 3(t)= —x3(t)e_2+§(2177/e’2)1/2 ,

with n=kpT. By differentiating the second equation
with respect to time one can eliminate the variables x 2 x°
and finds a third-order stochastic equation for x !:

¥l=—xle?—xlye V" (x)x 1 —V'(x e ?

+EQyye= 4172, (7.15)

" The corresponding third-order equation for the case de-

fined by (7.1) turns out to be exactly of the same structure
as (7.15), the only difference is found in the coefficient of
the term x ! which there is (y +€~2) instead of € 2. This
observation makes it plausible that, replacing 1+€%y by 1
in (7.5), (7.10), and (7.12), expressions characterizing ther-
modynamic equilibrium are recovered.

VIII. DISCUSSION

In this paper we have shown that the stationary proba-
bility density in a broad class of two-dimensional stochas-
tic systems with a short-range memory noise can be expli-
citly constructed from the knowledge of the steady-state
distribution of the same system with white noise.

It is well known that the time-independent Fokker-
Planck equation of multivariate stochastic processes can
only be solved systematically in the case of detailed bal-
ance. The possibility of finding a solution for the steady-
state density of the colored-noise case, however, does not
require the existence of the detailed balance property of
the corresponding white-noise case. It only depends on
the availability of an explicit solution for the latter.
Nevertheless, we can ask whether detailed balance is valid
for the Fokker-Planck equation (3.9), describing now a
non-Markovian system, supposing it was satisfied in the
original problem. Of course, since this equation governs
only the asymptotic behavior of the system, even a posi-
tive answer does not involve detailed balance for the sys-
tem itself in a strict sense.

As is usual,’~!! we classify the variables according to
their transformation properties with respect to time rever-
sal and write for the transformed variables X ‘=¢'x’ where
€=1 or —1 for even or odd variables. The drift term k*
is then split into an irreversible part which transforms in
the same way as x itself and into a reversible part which
transforms like the time derivative of x’. The condition
of detailed balance of a Fokker-Planck equation is shown
to be satisfied if certain relations among the reversible and
irreversible drift terms and the stationary distribution are
fulfilled®~!! and if the diffusion matrix Q%(x) transforms
according to

QU(x)=€'¢QY(ex) . (8.1

Now ,&e apply these conditions to the bivariate processes
investigated above. Let us assume that the two variables
have opposite transformation rules. Then, if detailed bal-
ance is satisfied in the white-noise case, the vector r [cf.
(4.6) and (4.7)] must be identical with the reversible drift.
It follows now from (3.10) that the diffusion matrix for
the non-Markov process, in general, does not satisfy the

/ condition (8.1) for €=0, i.e., detailed balance cannot be

valid.
When the two variables follow the same transformation
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rule the complete drift must be irreversible in order to
have detailed balance in the white-noise case. As one can
see from Egs. (3.10), (4.4), and (4.5), condition (8.1) is then
valid, showing that detailed balance property of Eq. (3.9)
can only be expected for processes with vanishing steady-
state probability current.

Finally, we briefly discuss a consequence of the general
result of Sec. IV when applied to the limit of weak noise
intensity which is realized in most macroscopic systems.
In leading order in the noise intensity 7, the ansatz (4.2)
with a smooth function ®, [Eq. (4.12)] satisfies the sta-
tionary Fokker-Planck equation (3.9) identically—the ad-
ditional constraints (4.11) must only be satisfied if arbi-
trary noise intensities are considered. It has been pointed
out recently!’~!® that contrary to thermodynamic equili-
brium, nonequilibrium systems under the influence of
white noise do not necessarily have a smooth potential.

The reason is that the equation specifying the potential
turns out to be of the form of a Hamilton-Jacobi equation
and the corresponding Hamiltonian system is typically
nonintegrable. The stationary probability distribution at
very small but finite noise intensity is found to have cer-
tain regions where its first derivatives change very rapid-
ly.' This occurs where a given separatrix of the associat-
ed Hamiltonian system shows wild oscillations. Since Eq.
(3.9) is of Fokker-Planck type and in the weak-noise limit
a Hamilton-Jacobi equation can be associated with it,
similar phenomena are expected in the case of colored
noise, too. :
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