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We have recently suggested an approximate computer simulation technique, based on the scan-
ning method, which enables one to extract the entropy (and hence the free energy) of polymer chains
from a relatively small sample. So far this technique has been discussed in terms of chains with ex-
cluded volume (EV); in the present work we extend its scope to chains, which also have finite in-
teractions. In order to obtain better approximations for the entropy we utilize the concepts of the
generalized Monte Carlo procedure suggested by Schmidt [Phys. Rev. Lett. 51, 2175 (1983)j (and
discussed in the preceding paper). We analyze our results from the preceding paper for self-
attracting random walks (without EV) on square and simple-cubic lattices, and show that our tech-
niques lead to accuracy which is better than 0.3% for both the free energy and the entropy. For
chain models which include EV, we use, in addition to Schmidt s procedure, an alternative one based
on "importance sampling. " We test these two procedures as applied to self-avoiding walks (SAW's)
on a square lattice, where the SAW's are unbounded in space or bounded in relatively small "boxes."
Very accurate results for the entropy are also obtained here. It turns out, however, that importance
sampling is slightly more efficient than the Schmidt procedure.

I. INTRODUCTION

Most simulation methods for polymer chains' do not
provide the Ualue of the sampling probability P and hence
the entropy, which is related to lnP, cannot be estimated
in a statistical-mechanical manner. There is, however, an
interest in calculating the entropy, stemming from three
reasons. First, the entropy constitutes a measure of order
Second, it leads, together with the energy, to the free ener-

gy, from which all the thermodynamic properties can be
derived. Third, the free energy constitutes a criterion of
stability, which may be employed, for example, to deter-
mine the most stable state of a protein in a protein folding
procedure. In this case simulation runs, starting from dif-
ferent conformations, lead the chain to different free-
energy minima', the most stable state is defined as that
with the lowest free-energy minimum. Go and Schera-
ga ' developed a method (based on normal coordinate
analysis) for calculating the entropy of macromolecules
undergoing small (i.e., harmonic) fluctuations around
their stable state (e.g., the a-helical state of a polypeptide)
and applied it to several short polypeptides. ' They also
calculated the entropy of a polypeptide in its random coil
state at the 0 point, ' i.e., neglected the excluded volume
effect (see also Ref. 11). Karplus and Kushick' (see also
Ref. 13) suggested calculating the covariances of the
internal coordinates directly from the molecular-dynamics
or Monte Carlo simulation rather than performing normal
coordinate analysis and applied their method to the
molecular-dynamics simulation of decaglycine and bu-
tane. These approximate treatments cover only the two
extreme cases of very small and very large conformational
fluctuations and are not applicable to states with inter-
mediate chain flexibility.

Recently we have suggested a new technique, '

based on the concepts of the scanning method, ' ' which
enables one to estimate approximately the value of the
probability with which a conformation is sampled and
hence to extract the entropy from a relatively small sam-
ple of chain conformations. This technique, in contrast to
those described above, ' can in principle be applied to
any macromolecular state. So far' ' it has been dis-
cussed in terms of self-avoiding walks (SAW's) on a lat-
tice; in the present work we extend its scope to general
chain models, i.e., models with both excluded volume
(EV) and finite attractive or repulsive interactions. We
show that a better approximation for the entropy can be
obtained by utilizing the concepts of Schmidt's pro-
cedu're' that has been discussed in detail in the preceding
article. (In this work we shall refer frequently to Ref.
20, which for convenience will be denoted I.) In the first
stage the theory is developed for chains with finite in-
teractions but without EV and the accuracy of the tech-
nique is tested by analyzing results for the entropy and the
free energy obtained in I for self-attracting random walks.
In the next stage the more realistic case of a chain with
both EV and finite interactions is discussed. We show
that for such a model, one can also employ, in addition to
Schmidt's procedure, an alternative one based on "impor-
tance sampling;" ' however, the Schmidt procedure, in
contrast to importance sampling, enables one to estimate
the statistical error. We test the efficiency of these two
procedures for SAW's on a square lattice. As in our pre-
vious work' ' we treat SAW's which are free to "grow"
in space, and also SAW's which are bounded in small
"boxes." This model, while relatively simple, has the ad-
vantage that its entropy is known from series expansion
studies and other sources (see Sec. II). Finally, it should
be pointed out that the theory of our technique, developed
in Sec. II, is based, to a large extent, on the theory of the
scanning method described in the preceding paper (I).
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II. THEORY

Consider a chain model of % steps (bonds) lying on a
lattice with coordination number q. The chain has finite
interactions but no EV. The Boltzmann probability P; of
chain conformation i is

P; = exp( —E; /ksT)/Z,

FA(F
The above inequalities enable one to optimize P;(b, m),
for a given b, with respect to m at the value m =m ' at
which S" (F") obtains its minimal (maximal) value.

One can also define other approximations S and F
where

where E; is the chain energy, kz is the Boltzmann con-
stant, T is the absolute temperature, and Z is the partition
function. The entropy S, the energy E, and the free ener-

gy Fare

S = —kz gP;(b, m) lnP;(b, m)

F = gP;(b, m)[E;+ksTlnP;(b, m)].

(10)

S=—kg gP; lnP;,

Z=QP, Z, ,

(2)

(3)

(4)

It should be noticed that Eq. (1 1) [in contrast to Eq. (7)]
consists of one type of probability, P;(b, m), and there-
fore, according to the minimum free-energy principle, F
is never smaller than the correct free energy F [Eq. (4)],

As has been already discussed in I, for b «N, P;(b, m) is
approximate, i.e., it differs from the sampling probability
P; [Eq. (1)]. However, one can assign to each i a random
variable lnP;(b, m), and define approximations S and F"
for the entropy and the free energy, respectively, where

S"=—k' g P; lnP;(b, m), (6)

F =E—TS

One can show rigorously (using Jensen's inequality )
that S"overestimates the correct entropy S [Eq. (2)],

SA&S .

This relation and the fact that F and F are both defined
with the correct energy E [Eq. (3)] lead to

Assume now that a sample of n conformations has been
generated with the help of an exact simulation method,
such as the Metropolis method. ' It should be pointed
out that this method, while it does enable one to select
conformation i correctly with its Boltzmann probability
P; [Eq. (1)], does not provide the Ualue of P; and therefore
the entropy cannot be calculated with Eq. (2). We there-
fore suggest estimating the value of P; by using the con-
cepts of the scanning method' ' ' in the following
manner. ' ' Since a large sample in equilibrium can be
obtained, in principle, by any exact simulation method,
one can assume that the given sample has been construct-
ed with the scanning method (rather than with the
Metropolis method), employing certain values for the
scanning parameter b and the mean-field parameter m
(see I). Thus, taking into account the particular interac-
tions of the model (any kind of finite repulsions or attrac-
tions) one can reconstruct for each step k, 1&k &K of
conformation i the transition probability pk(vk, b, m) [see
Eq. (I22); equations from the preceding paper being denot-
ed by I], with which the direction vk has hypothetically
been chosen and define P;(b, m) [Eq. (I23)], the probabili-
ty of conformation i, where

N

P;(b,m)=(1/q) g pk(vk, b, m) .

F~&F . (12)

Obviously, both F and F" approach F (from above and
below, respectively) as the approximation improves (i.e., as
b is increased) and, therefore, one would expect their aver-
age,

F =(F"+F )/2, (13)

to be a better approximation than each of them individu-
ally. Accordingly, the entropy S is expected to be a
better approximation than either S or S, where

SM (~ FM)/T (14)

It should be pointed out that S" [Eq. (6)] is a statistical
average defined with the exact probability P; [Eq. (1)],
which also constitutes the sampling probability; therefore
S can be estimated from the given sample in the usual
manner, by S

S"=n 'g InP;(, )(b, m),

A;J = min[1, P;P~(b, m)/PJP;(b, m)] (16)

and the acceptance rate A for the biased conformations is
defined in the same way as in Eq. (I36), i.e.

accepted ~n

where n„pt d is the number of accepted chains. S can

where i(t) is conformation i obtained at time t and n is
the sample size. On the other hand, S and F are de-
fined with the probability P;(b, m) and, therefore, their
estimation is not straightforward. To estimate them, we
suggest utilizing the generalized Monte Carlo procedure
of Schmidt' as outlined below. In I and Ref. 19 this pro-
cedure was employed to extract an unbiased sample from
an initially biased one; here we propose to extract from
the given unbiased sample (generated with P;) an effec-
tively smaller sample (which will be referred to as the
biased sample) generated with P;(b, m). For that one
should replace in Eq. (I34) Tz by Pz and Pz by P;(b, m).
The probability A,J for accepting a trial conformation j,
therefore, becomes
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now be estimated by S from the biased sample of ac-
cepted chains obtained with the above procedure [see Eq.
(15)],

S =n ' g'1nP(, )(b,m), (18)

where g' denotes summation over the biased sample. It
should be pointed out that the statistical error of S can
be estimated from the number of accepted conformations
in the biased sample (see I).

So far we have discussed chain models without EV. If
EV is also taken into account the chains become self-
interacting SAW's and some modifications should be
made in the above theory. First, it should be pointed out
that construction of a self-interacting SAW with the scan-
ning method may fail because of trapping of the chain in
a "dead end. "' ' In this case the chain is discarded and
a new one is started (sample attrition). This means that
P;(b, m ) is not normalized over the ensemble of all self-
interacting SAW s and a normalized probability P (b, m )

1s

FFv ——g P/ (b, m )[E;+kg T lnP;(b, m )] .
SAW's

(20)

Obviously, FEv, in contrast to F, is based on two dif-
ferent probability distributions and therefore does not
necessarily satisfy FEv )F. However, one can show from
Eqs. (6)—(1'2), (19), and (20) that the following relation al-
ways holds,

F~Ev &F (21)

and, therefore, one would still expect that the average F
[Eq. (13)], defined with FEv, constitutes a better approxi-
mation for F than either F" or FFv. FEv can be estimat-
ed by employing the Schmidt procedure [Eq. (16)] using
the known values of P;(b, m ) [rather than P/ (b, m)]; it
can also be estimated with importance sampling ' as fol-
lows. Let us define F; by

F; =E; +kg T 1nP; (b, m ),
then, using Eqs. (1), (19), and (20), one obtains

(22)

known. We therefore redefine F [Eq. (11)], and denote
it FEv, where

P (b, m)=P;(b, m) P;(b, m)=P;(b, m)/A .
SAW's

(19)

FEv = g Pi'(bm )F; = g P (bm)F;
SAW's SAW's SAW's

P;(b, m )

The value of A can easily be estimated from the numbers
of SAW's attempted and generated. ' ' However, in the
present case, the sample is not obtained with the scanning
method, hence the values of 3 and P (b, m) are un-

P;[P; P;(b, m)F;]
SAW's

P;[P; P;(b, m)] .
SAW's

(23)

Replacing P; by its explicit expression [Eq. (1)] leads to

FEv ——g P;[exp(E; Ik&T)P;(b, m)F;]
SAW's

P; [ exp(E; Ik~ T )P; (b, m ) ] .
SAW's

(24)

The expressions in the square brackets can be considered as random variables averaged with the sampling probability P;
[Eq. (1)]. Therefore, FFv [Eq. (24)] can be estimated from the given sample by F Ev [see Eq. (15)], where

FEv= g exp(Er(t) IkaT)P((i)(b, m )F (,) g e xp(E; ,(l)k~T)P (,)(b, m) . (25)

P;=C~', (26)

It should be pointed out that Schmidt's procedure, as well
as importance sampling, are efficient only if the probabili-
ties P;(b, m) and P; are sufficiently close. Otherwise the
acceptance rate becomes very small, which means that the
sample size n should be very large. It is of interest to
compare the efficiency of these two procedures for es-
timating FEv. We shall perform such a study for SAW's
without finite interactions on a square lattice, which is a
relatively simple model but has the advantage that its en-
tropy can be calculated with other methods. For this
model the Boltzmann probability [Eq. (1)] becomes

A sample of SAW's will be generated with the direct
Monte Carlo (DMC) procedure, from which the entropy
will be calculated by our techniques. With the DMC pro-
cedure a SAW is generated step by step, where at each
step a direction is selected at random. Therefore, this pro-
cedure is exact, i.e., enables one to construct SAW i with
P; [Eq. (26)]; however, it is also extremely inefficient for
generating long SAW's due to a strong sample attrition.
An advantage of the DMC procedure is the fact that it
enables one to estimate the entropy from an asymptotical-
ly exact formula, based on the extent of attrition
8'~ /8'o, where 8'0 is the number of SAW's attempted
and 8')v is the number of SAW's generated. The entropy
due to the contribution of the EV effect, SEv, is

where C& is the total number of SAW's. Obviously, here
the entropy plays the role of the free energy, where SEv ——SI —S= —kg ln( W~ I8'0 ), (28)

S= kg g P; lnP;=k~ 1nC~ .—
SAW's

(27)
SI kB [lnq + (N 1) ln(q —1)]—(29)

where SI is the entropy of ideal walks (i.e., without EV),
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Correspondingly, we shall calculate

SFv ——SI —g P; lnP;(b, m),
sAw's

(30)

SFv ——SI— ~~ P (b, m) lnP;(b, m),
SAW's

(31)

SEv = (SEv+SEv ) /2 . (32)

SEv (and hence SEv) will be estimated in two ways, by
importance sampling [see Eqs. (23)—(25), using E; =0]
and from the biased sample defined with Schmidt's pro-
cedure, ' these estimates will be denoted by IS and A,
respectively.

III. RESULTS AND DISCUSSION

A. Self-interacting chains without EV

We first test our theory for a model without EV, the
model of self-attracting random walks, studied in I. To
do so one should generate a sample of unbiased walks [i.e.,
with P; Eq. (1)] using any exact technique (e.g., the
Metropolis method ) and estimate F [Eq. (7)] from
this sample. F [Eq. (11)] can be estimated from a biased
sample (defined with P;(b, m) [Eq. (5)]) extracted from
the unbiased one by the Schmidt procedure. However, we
shall not carry out this lengthy procedure but will rather
demonstrate the efficiency of our techniques in a simple
way, by analyzing results for the free energy obtained in I.
In I &F)z „[Eq.(I24)] has been obtained from the origi-

nally biased sample [generated with P;(b, m)] and there-
fore one would expect that for a sufficiently large sample
size n [Eq. (18)] F ~ & F)„„.On the other hand, (F ) A

[Eq. (I39)] has been estimated from an unbiased sample
(defined with P; [Eq. (1)])extracted from the original one
by Schmidt's procedure. Hence one would expect

&F)A~F". This suggests that F [Eq. (13)] and S
[Eq. (14)] can be estimated from the results for &F ) A and
&F&b „obtained in I, instead of performing additional

b, m*'
simulations. Our results for F and S can be compared
to those of &F) ts [Eq. (I32)] and &S),s [Eq. (I33)], respec-
tively (see I), which are considered by us to be exact. In
Table I we present results, obtained with the scanning
method (see I), for the free energy &F)b „, &F)A, and

&F)ts and the entropy &S)A and &S)ts, for self-attracting
random walks at the percolation threshold. These results
are not presented in Table I of I. The results for &M)ts,
the average number of distinct sites visited, which plays
the role of the energy in this model, are taken from Table
II of I. Table I reveals that, as expected [see Eqs. (9) and
(12)], the results for (F)

&
~ and & F&A always overesti-

mate and underestimate, respectively, the values of &F),s,
where the deviations are particularly large (-4%) for the
simple cubic lattice (d=3) for b=l. However, the re-
sults for I' are significantly closer to the correct values
with a maximal deviation of -0.3% (d=3 and 6 =1).
Again the results for & S )A overestimate the correct values
by up to -2.S% (d = 3 and b = 1), whereas those for S
are 1 order of magnitude better with a maximal deviation
of -0.25%. Obviously, this relatively high accuracy of
the results for F and S stems from the fact that the
corresponding values of & F )&, and & F )A are approxi-
mately equally deviated (in opposite directions) from the
correct values. It is important to point out that similar
accuracy for I' and S is also obtained for the longer
walks studied in I.

B. Results for SA%'s

Results for SEv(b, m") [Eq. (30)] and SEv(b, m*) [Eq.
(32)] for SAW's on a three-choice square lattice are
presented in Tables II and III. SEv(b, m*) is estimated
by importance sampling [denoted SEv(IS)] and from the
biased sample defined with Schmidt's procedure [Eq. (16)]
[denoted SEv(A)]. We also present in the tables the ac-
ceptance rate A [Eq. (17)] and the number of accepted

TABLE I. Results for the free energy and the entropy of self-attracting random walks at-the percolation threshold. The results for
the free-energy functionals &F) ~ [Eq. (I24)], &F)A [Eq. (I39)], &F)&s [Eq. (I32)), and F [Eq. (13}]are in units of Xk~T, where

kz is the Boltzmann constant, X the number of steps, and T the absolute temperature. The results for the entropy &S)A [Eq. (I40)],
&S)&s [Eq. (I33)], and S [Eq. (14)] are in units of Xkz. Equation numbers which appear with I are of the preceding article (Ref. 20),
but the corresponding results do not appear in Table I or Ref. 20. The result for (M ) &s, the average number of distinct sites visited,
is taken from Table II of I. K„ the interaction parameter (E,= —lnp, ), is 0.52295 for the square lattice (d =2) and 1.1657 for the
simple cubic lattice (d =3).

—&F&A —&F &rs S = F+&M)rs /X—&S &is

1.212 58(1)
1.213 98(2)
1.216 77(2)

1.2390(2)
1.2382(2)
1.2358(2)

1.2258
1.2261
1.2263

d =2, N =150
1.2270(1) 1.356(4)
1.226 93(2) 1.3496(3)
1.226 94(1) 1.3476(4)

1.3373
1.3376
1.3378

1.3385(1)
1.338 40(7)
1.338 55(5)

1

2
3

1.17948(4)
1.19123{5)
1.201 16(3)

1.2647(1)
1.2558(4)
1.2480(3)

1.2221
1.2235
1.2246

d =3, N=70
1.226 07{8) 1.621(2)
1.226 12(6) 1.611(2)
1.226 10(3) 1.604(1)

1.5781
1.5795
1.5806

1.5823(2)
1.5824(8)
1.5819(5)
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TABLE II. Results for unbounded self-avoiding walks on a square lattice. N is the number of steps of a SAW, b is the scanning

parameter, and m~ is the optimal mean-field parameter. SEv [Eq. (30)], SEv(IS), and SEv(A) [Eq. (32)] are estimates for the entro-

py. IS and A mean that SEv has been obtained by importance sampling and by the Schmidt procedure, respectively. These results are
expressed in units of Nkz where kz is the Boltzmann constant. DMC denotes results for the entropy obtained with Eq. (28); "Series"
denotes results obtained with a formula based on series expansion (Refs. 28 and 29). Acceptance rate is defined in Eq. (17). Statistical
error is denoted by parentheses; for example, 0.0733(3)=0.0733+0.0003.

I
4
7
DMC
Series

0.71
0.88
0.94

$EV

0.076 49(7)
0.10090(5)
0.102 96{3)
0.103 55(6)
0.103 65

SEv{IS)

N =49
0.0991(6)
0.103 8(5}
0.103 57(4)
0.103 55(6)
0.103 65

sEv(A)

0.101(2)
0.1036(5)
0.103 57(3)
0.103 55(6)
0.103 65

Acceptance
rate

0.29(I)
0.75(2)
0.88{I)

Number of
accepted

walks

3600
9400

10990

I
4
7
DMC
Series

0.71
0.87
0.93

0.0793(3)
0.10346{3)
0.105 86(2)
0.106 76(4)
0.106 81

N =59
0.1014(7)
0.106 10(9)
0.10672(5)
0.106 76(4)
0.106 81

0.1016(6)
0.10606(6)
0.10667(6)
0.106 76(4)
0.106 81

0.25(1)
0.72(1}
0.85(1)

2950
8440
9970

I
4
7
DMC
Series

0.71
0.87
0.92

0.081 71(8)
0.106 76(2)
0.109 626(7)
0.11089(2)
0.11106

N =79
0.104 5(3)
0.11081(3)
0.11089(2)
0.11089(2)
0.11106

0.103 3(3)
0.1107(2)
0.11097{3)
0.11089(2)
0.11106

0.18(1)
0.62(1)
0.77(1)

2340
7740
9650

SAW's, which define the biased sample. The results in
Table II are for chains, which are not restricted in space
(unbounded); in Table III, however, we also study SAW's,
which are bounded in relatively small boxes of size
(2L+ I) (the chains start at the center of the box, the
walls of which are also excluded). Results are presented
for three values of the scanning parameter, b = 1, 4, and 7,
for the optimal value m'. Self-avoiding walks of length
%=49, 59, and 79 have been generated with the DMC
procedure and the results are averages of results ob-
tained for three samples, each of size W~ —12 000

(Wz n), b——ased on different random number sequences.
This relatively large sample size is required in order to ob-
tain statistically reliable results for SEv(A) for b =1. It
should be pointed out that because of the strong sample
attrition occurring with the DMC method, we are limited
to a chain length of N (79. In fact, the number of walks
attempted [see Eq. (28)] is Wo ——2X10, 6.4X10, and
80 X 10 for N =49, 59, and 79, respectively; for the
bounded SAW's Wo ——29.6X10 and 36X10 for N=49
and 59, respectively. These values and the values for 8'&,
the number of SAW's generated, enabled us to estimate

TABLE III. Results for self-avoiding walks on a square lattice, bounded in a box of size
(2L + I ) & (2L + I ). For details see the caption of Table II.

I
4
7
DMC

I
4
7
DMC

0.86
1.03
1.04

0.84
1.01
1.07

SEv
A

0.0967(1)
0.140 47(2)
0.149 39(2)
0.1580(1)

0.0848(1)
0.121 55(2)
0.127 80(2)
0.1346(1)

s~E (Is)

N =49,
0.1478(8)
0.1584{7)
0.15942{8)
0.1580(1)

N =59,
'0. 130(3)
0.1353(1)
0.1358(2)
0.1346(1)

SEv{A )

L =10
0.149(3)
0.159(2)
0.1600(2)
0.1580(1)

L =14
0.131(4)
0.1369(5)
0.1376(5)
0.1346(1)

Acceptance
rate

0.11(1)
0.36(2)
0.50(1)

0.11(2)
0.38(1)
0.49(1)

Number of
accepted

walks

1380
4600
6390

1400
4860
6330
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the entropy also from the asymptotically exact expression
[Eq. (28)] (these results are denoted DMC in the tables).
For the unbounded chains we also provide the series ex-
pansion estimates for the entropy obtained from the very
accurate formula derived by Martin et al. and Watts.
In order to determine the optimal parameter I* the pro-
gram calculates at each step k of SAW i, for each value
of b, the values of the transition probability pj, (v~, b, m)
[Eq. (I22)] for ten different values of I (see details in I).
This leads to ten different results for SEv and SEv, where
m is the value which minimizes SEv. The application of
the generalized Monte Carlo procedure of Schmidt' is
described in detail in Sec. IIE of I. Approximately six
hours are required on the IBM 3081D computer to per-
form the entire calculation for N =79 and W& —12000.
It should be pointed out that the introduction of the
mean-field parameter does not increase computer time
significantly (see discussion in I).

Let us first discuss the results for the unbounded chains
(Table II). As expected, the results for SEv(b, m*) for a
given N significantly improve as b increases and they al-
ways underestimate the DMC and the series expansion
values, which are considered here to be exact. [A discus-
sion about the effect of m on the results for SEv and SEv
appears in Ref. 16.] For the relatively short SAW's stud-
ied, the deviation of the results for our best approximation
SEv(7,m*) from the DMC values is relatively small, in-
creasing from 0.6% for N=49 to 1.14% for N=79.
However, one would expect the deviation to increase to
several percent when chain length N increases to several
hundred steps, which is unsatisfactory. On the other
hand, the results for SEv(IS) for b =7 are significantly
more accurate; they are equal, within a statistical error of
less than 0.1%, to the corresponding DMC values. The
results for SEv(A) show similar accuracy except for some
cases (b =1 and 4), where a significantly large statistical
error is observed. (This stems probably from the fact that
the accepted SAW's are obtained in a statistical pro-
cedure. ) It should be pointed out that for SEv(IS) and
SEv(A), the difference between the results for b =1 and 7
is not larger than 6%, whereas for SEv it is -26%. This
demonstrates that SEv is relatively accurate even for
small values of b, which might be important in systems
with many degrees of freedom, where only small values of
b are feasible. The results for the acceptance rate behave
as expected. They increase monotonically with improving
the approximation, i.e., increasing b/N. Therefore, this is
another example (see also Refs. 19 and 30 and the results
for self-attracting random walks in I) which demonstrates
that the acceptance rate constitutes a measure of the ex-
tent of bias in a sample, when b /X increases
P; (b, m *

)~P; and the acceptance rate correspondingly
increases.

Confining the chain within the walls of a
(2L+ 1)X(2L+ 1) box imposes additional long-range re-
strictions, which significantly increase the value of the en-
tropy SEv. The results for the entropy in Table III, al-
ways improve as b is increased. However, the results for
SEv are less accurate in Table III than in Table II. For
b=7 and %=49 and 59 these results underestimate the
values obtained with the DMC procedure by -5%%uo.

The results for SEv(A) are always slightly larger than
those for SEv(IS). For b =7 the results for SEv(IS) devi-
ate from the DMC values by less than 0.9% whereas
those for SEv(A) deviate by —1.2% and 2.2% for N =49
and 59, respecti. vely. Also, in most cases the statistical er-
ror of SEv(A) is larger than that of SEv(IS). The values
of the acceptance rate (and hence the number of accepted
SAW's) are significantly lower than the corresponding
values in Table II, which reflects the fact that P (b,m*)
of the restricted walks is more biased. As in Table II the
acceptance rate increases monotonically with improving
the approximation, i.e., increasing b.

We summarize as follows. Our method for estimating
the free energy uses the concepts of the scanning method
to define two free-energy functionals F and F . It is
proved that F &F and F &F where F is the true free
energy. The arithmetic average of F" and F, F, is
therefore expected to constitute a better approximation for
F than either F" or F . In this work the theory is first
described for self-interacting chains without EV, where
estimation of F requires the application of Schmidt's
procedure. We analyze results for self-attracting random
walks obtained in I and conclude that F is 1 order of
magnitude more accurate (the accuracy is better than
0.3%) than both F and F . When the excluded volume
interaction is also included F can be estimated by both
Schmidt's procedure [F (A)] and by importance sam-
pling [F (IS)]; however, the Schmidt procedure, in con-
trast to importance sampling, enables one to estimate the
statistical error of both F and S . We test the accuracy
of these two procedures for SAW's on a square lattice and
find that the entropy S (IS) is slightly more accurate
than S (A). These calculations show that for SAW's (as
for other systems studied before) the acceptance rate con-
stitutes a measure of the extent of bias; it increases mono-
tonically as the bias decreases. Finally, we would like to
state that in our opinion the method has now reached the
stage where it can be applied to more-complex lattice
models ' as well as to continuum models of macro-
molecules, such as polypeptides.
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