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Photoionization cross sections in hot and dense aluminum plasmas have been obtained within the
framework of a detailed-configuration (DC) model and two versions of the average-atom (AA)
model: In the first the same non —local thermodynamic equilibrium (non-LTE) population distribu-
tion was used as that for the DC one (non-LTE-AA), whereas in the second an atom with LTE oc-
cupation numbers was used [Thomas-Fermi type (TF)-AA]. Even using the same non-LTE occupa-
tion numbers, significant differences were found in the photoionization cross sections as calculated
by means of the non-LTE-AA and the DC models particularly near the edge regions. These differ-
ences include mainly the relative shift of the edges and their splitting which leads to a larger tip-to-
dip ratio near the edge in the AA than that in the DC model, as well as a structured edge region in
the DC model relative to the simple sharp edge in the AA model. Far from the edges in the high-
photon-energy region, there are only minor differences in the predictions of the two models. The
comparison between the non-LTE-AA and the TF-AA models reveals huge quantitative differences
in low-density plasmas where a coronal equilibrium prevails; these originate from the different occu-
pation numbers used in the two models. Such differences become smaller in a high-density plasma
where the non-LTE-AA model has, practically, an LTE population similar to that of the TF-AA
model.

I. INTRODUCTION

The effort concentrated in recent years on the research
into hot and dense plasmas, particularly astrophysical and
laser-produced plasmas, has stimulated extensive theoreti-
cal and experimental investigation of x-ray production
and reabsorption in these plasmas. Two aspects of the x-
ray production and/or reabsorption problem are of partic-
ular importance: first, x-ray absorption and reemission is
a central process in the local energy balance of hot and
dense plasmas; second, x-ray spectroscopy has special im-
portance as a major diagnostic tool of dense plasmas, par-
ticularly in laser-produced plasmas where x-ray emission
is the main detectable process carrying information on the
plasma evolution during the stage of heating. From the
emerging x-ray spectrum important information about the
electron temperature, ion density, and the ionization state
distribution can be unfolded. However, since the x-ray
spectrum undergoes reabsorption inside the plasxna, a
good calculation of the absorption coefficient is required
to obtain a unique interpretation of the experimental re-
sults. Similar problems were recently identified in astro-
physical plasmas. '

A full computation of the photoabsorption coefficients
meets the difficulty that a large number of photoioniza-
tion cross sections are required, for all ionization stages,
ground states, and excited states of the relevant ions in the
plasma. This requires major computational effort, espe-
cially for high-Z materials. To overcome this problem an
average-atom (AA) approximation is generally used, '

which replaces the charge and excited-state distributions
in a plasma by a single fictitious ionic species which has
the average charge of the iona in the plasma and the aver-

age population distribution of the ions among the various
excited states. Generally, this results in fractional occupa-
tion numbers. The atomic properties of this average atom
are calculated in various schemes, of which the most po-
pular is the Thomas-Fermi (TF) type of approximation, '

which basically assumes a local thermodynamic equilibri-
um (LTE) in the plasma. Recently, Cauble, Blaha, and
Daviss carried out a comparison of the photoionization
cross section as calculated by three other approximations,
namely, the density-functional theory (DI" l'), the
hypernetted-chain approximation (HNC), and the Debye-
Hiickel (DH) theory.

In recent years only a few attempts were made to carry
out detailed-configuration-type (DC) calculations. A
computation of the photoabsorption cross section of an
aluminum plasma in the density range of 10 —10 cm
and temperature range of 32—1000 eV was carried out by
Salzmann and Wendin. In their calculation a non-LTE
population distribution was used and a frozen-core
Hartree-Fock (HF) method was used to calculate pho-
toionization cross sections. The bound and free electrons
were not, however, treated self-consistently, lim&ting the
validity of their results to relatively "low" densities, below
10 cm .- Recently, a few other DC-type calculations
were reported which treat the bound and free electrons
self-consistently. These include a paper by Skupsky, who
concentrated on the calculation of the level and line shifts
in hot and dense neon plasmas. Blaha and Davis solved
the Schrodinger equation for a single hydrogenic neon ion
immersed in a fully ionized hydrogen plasma, and calcu-
lated the variation with density of the level and line shifts
as well as the Einstein coefficients and the collision
strengths.
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The transit time of a 1-keV photoelectron through the
atom is of the order of 10 ' sec. If the characteristic
time of the various atomic processes is much longer than
this period, a well-defined atomic configuration can be as-
sumed for the ionizing atom during the photoionization
process. Under these circumstances the DC model is the
appropriate physical picture to describe the process. In
the other extreme, the atomic environment is likely to
change repeatedly during the photoelectron-emission time
and a statistical AA model for the atom would probably
better describe the process. In all the examples of the
present paper the characteristic time of the atomic pro-
cesses ( —10 ' sec) is very much longer than the
photoelectron-emission time except very close to the
threshold (electron energy « 1 eV), and one would expect
that the DC model will be the more accurate one.

The AA model is a highly successful model which is
used to calculate various thermodynamic parameters of
high-density plasmas, ' besides the photoionization cross
sections, which could not be tackled by other computa-
tional means. However, in spite of its successes, the valid-
ity of the basic assumptions of the AA model was never
justified by comparison with more accurate DC-type com-
putations. It is the aim of the present paper to compare
these two major models and to investigate the validity of
the two basic assumptions of the AA model, namely, (i)
how accurate is the photoionization cross section from an
average-atom species versus the average of the cross sec-
tions from a realistic charge distribution which is
represented by this average atom and (ii) how much inac-
curacy is introduced into the AA model by the use of the
LTE population distributions in density domains where
LTE is known to be inadequate.

A high-temperature pure-aluminum plasma was chosen
to illustrate our studies. Calculations were done at a con-
stant temperature of kT =500 eV and ion densities nT be-
tween 1&10 —3&10 cm corresponding to plasma
coupling constant" I" between 0.3 and 4.5 (I =Z2e2/
kTR, where R is the ion-sphere radius) covering a range
of transition from weakly to rather strongly coupled plas-
mas. In this density and temperature range the plasma
consists mainly of hydrogenlike and heliumlike ions with
a small percentage of fully ionized and lithiumlike species.
Our choice of constant temperature was influenced by the
fact that temperature variations cause, as a central effect,
corresponding variations in the charge-state distributions
and have only minor influence on the shifts of the eigen-
values or distortion of the wave functions, which are at
the focus of the present paper. Nevertheless, some results
of computations carried out by varying the temperature
are presented in Sec. III. We made computations of the
photoionization cross section, both in the DC and the AA
frameworks, and compared results from the two models.
In Sec. II our basic model is described, and the results are
presented and analyzed in Sec. III.

[ ia V—+Pmc + V(r)]%,~ =ET„~,
where a and P are the Dirac matrices, E is the total (in-
cluding rest mass) energy of the bound electron, and

g~&~m
'p m= —

„ (3)

is the eigenfunction with the corresponding quantum
numbers a=j+—,

' and m. The radial functions g„(r) and
f„(r) are the large and small components connected by the
differential equations

g~ =[E+mc —V(r)]f„(r)— g„(r), —2 K

r

df x f„(r) [E —mc' V—(r)]g„(—r), —
dr r

and Q„stands for the angular components of the wave
function. From these wave functions the bound-electron
spatial distribution can be calculated as

nb(r)=y (2J +1)
~

p/
~

(5)

In all our examples the bound-electron charge distribution
outside the ion sphere was negligibly small.

The free-electron spatial distribution is assumed to fol-
low Fermi-Dirac statistics:

1
nJ(r, p) =

2

3/2
2mkT p eV(r)—

A
F

kT

where

00 J
FJ(x)= 3'

o exp(y —x)+ 1

among the various excited states are predetermined condi-
tions of the problem to be solved. The ion together with

Zg free electrons are confined to the ion sphere
r &R =(3/4m. nT)' . Beyond this sphere the distribution
of the positive charge is assumed to neutralize exactly the
negative electron distribution, thereby producing an elec-
trically neutral background. Similar models, generally
called ion-sphere models (ISM), were used in the litera-
ture, ' ' sometimes with minor variations.

In our model both the bound and the free electrons are
treated self-consistently in a central potential V(r). More
accurately, assuming some initial estimate for the free-
and bound-electron charge distributions, the potential is
obtained from the Poisson equation,

V V(r)= —4n.[nJ(r)+nb(r)],
where nJ(r) and nb(r) are the free- and bound-electron
densities, respectively. The bound-electron eigenvalues
and wave functions are then obtained by solving the rela-
tivistic Dirac equation in this central potential V(r),

II. THE BASIC FORMALISM

We consider an ion having nuclear charge Z and ionic
charge Z~ positioned at r =0. The number of the bound
electrons ( Zb =Z —ZJ ) as well as their distribution

and p is the chemical potential, which is solved numeri-
cally from the equation

R
ZJ =f nJ(r;p)d r . (g)
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Al xiii (H-like): ls, 2s, 2p, 3s, 3p, 3d .

Al xn (He-like): ls, ls2s, ls 2p, ls 3s, ls 3p, ls 3d .

Al xi (Li-like): ls 2s, ls22p, ls 3s, ls 3p, ls 3d .

The solutions for the densities nj(r) and nb(r) are then
substituted back into Eq. (1) to yield a better approxima-
tion for the potential V(r) and the whole procedure is re-
peated until convergence is attained. In this sense the fi-
nal potential can be regarded as self-consistent in both the
bound and free electrons. Exchange interactions are intro-
duced through a zero-temperature Slater-type exchange
potential,

The upper limit for the computations of the photoioniza-
tion cross sections was hv&20 keV, bemuse no new in-
teresting density-dependent phenomena were observed
above this limit. As a lower limit we have chosen the M
edge. The reason for this choice was not only the intent
to save computation time, but also the fact that below this
limit inverse bremsstrahlung rather than photoionization
becomes the dominant photoabsorption process in a hot
and dense aluminum plasma.

In the present work we concentrated mainly on the in-
fluence of the density variation on the plasma properties.
Nevertheless, we have checked the effects of temperature
for a few cases under discussion. We have found that the
main influence of an increased temperature is to produce
a more homogeneous free-electron distribution but gen-
erally temperature variations had only minor effects on
the binding energy relative to those produced by the densi-
ty variations. The temperature, as well as density,
behavior of the occupation numbers, was nonetheless ex-
plicitly inserted into our computations.

Three models are compared in the present paper.
(1) First, we carried out full DC-type computations for

all the above ionic states. The occupation numbers used
for this case were obtained from a full non-LTE-type
steady-state calculation, ' using the low-density values for
the rate coefficients of the various atomic processes; this
fact, however, does not reduce the accuracy of our results,
because at the lower densities the rate coefficients are suf-
ficiently close to their low-density limit, and at the higher
densities, where LTE conditions are established, the occu-
pation numbers are independent of the exact expressions
used for the rate coefficients. '

(2) In a second set of calculations we used an AA model
with the same non-LTE occupation numbers as for the
DC calculations. The aim of this calculation was to study
the consequences of the basic assumption of the AA
model, namely, that a fictitious ion can replace the
charge- and excitation-state distributions in a real plasma.
We shall refer to this model as the non-LTE-AA model.

(3) Finally, we used the predictions of a Thomas-Fermi
(TF) charge- and excited-state distribution in an AA
model to study the difference in the results from such a
statistical LTE-type distribution for the occupation num-
bers and the results from more complete non-LTE-type
distributions. In the following we shall refer to this model
as the TF-AA model. The occupation numbers, the num-
ber of electrons in the various subshells, as mell as the
number of bound electrons used in the calculations are
listed in Table I.

In Fig. 1(a), we show the screening factor S (r)
=rV(r)/Z for a particular configuration of DC model:
ls 2p. Within the DC model wave functions and then
cross sections are calculated in such potentials. To obtain
plasma properties we then average over cross sections re-
flecting the abundances of the various ionic species.

3e
e V„,(r}= — [3+n, (r) j'~

4m

where n, (r) is the total (bound plus free} electron densi-
ty. ' For the calculations of the bound-electron wave
functions a Latter-tail-type asymptotic behavior ffor
rico, rV(r)- —(Z —Zi, —Z/+1)= —1] was used in
calculating nb, but not n/ (since the calculation is classi-
cal, not from wave functions). The Latter tail affects
mainly the threshold behavior of the photoionization
cross section, in fact, Cauble et al. who did not include it
in their calculation found a continuous-threshold behavior
rather than an edge structure. At present, the physical
significance of the Latter tail in hot and dense plasmas is
still an open question and a separate research into this
problem would be highly desirable.

Our calculation lacks a few ingredients, which were in-
cluded in various previous works. First, the free-electron
correlations"' ' are neglected. These are introduced gen-
erally by means of an effective potential, but they prob-
ably have only minor effects on the results. Second, no
finite-radius boundary conditions are used, thereby limit-
ing our treatment to atomic states which are not too close
to the ionization limit. ' Finally, the neighboring ions'
spatial distribution is implicitly included in the ISM by
assuming a neutra1 background beyond the ion sphere,
rather than using an explicit pair-correlation function
(radial distribution function" } g(r). For very high cou-
pling constants 1" such a description may be inadequate,
as a lattice-type structure builds up in the plasma; but for
I —5, which is the limit of our present calculations, a
homogeneous-ion distribution beyond the ion sphere is
still a plausible approximation. '"

Similarly to the bound-state wave function, the
continuum-state wave function of the outgoing photoion-
ized electron was found by solving the Dirac equation in
the same self-consistent field as the bound electron. These
wave functions were used to compute single-particle
bound-free transition matrix elements and photoionization
cross sections which incorporate relativistic, retardation,
and higher multipole effects. ' '

III. RESULTS

Calculations were carried out for a pure-aluminum
plasma at kT =500 eV and ion densities of nr 10——
](}2', l()22, 1023, and 3X 102 atoms/cm, corresponding to
coupling constants of I =0.31, 0.67, 1.44, 3.1, and 4.5.
For all these densities we considered the following species,
which are the most abundant charge and ionic states in
the given temperature and density ranges.



3630 DAVID SALZMANN, R. Y. YIN, AND R. H. PRATT

TABLE I. Occupation numbers of the ionic states vs the ion density for the three models compared in this paper: DC, non-LTE-
AA, and TF-AA.

Model
and

ion state

DCa

non-LTE-AAd

ensity

Alrrr, 1s
AlrII, 2sb

Alrrr, 2p
Alrrr, 3s"
A1III, 3p
AlIII, 3d
Alxrr, 1s
AlxII, 1s2s
AlxII, 1s2p
AlxrI, 1s3s"
Alxrr, 1s3p
Alxrr, 1s3d
Alxr, 1s 2s
AlxI, 1s 2p
AlxI, 1s 3s
AlxI, 1s 3p
AlxI, 1s 3d

n=1
n =2
n =3
Number of
bound electrons

10zo

0.314
4.3( —5)'

2.5( —5)

0.660
1.o6( —3)
2.79( —3)

8.21( —4)

1.61( —3)
4.26( —3)
1.61(—4)
4.52( —4)
6.37( —4)

1.653
9.8( —3)
2.o( —3)
1.665

10 '

0.43
5.5( —4)

3.7( —4)

0.49
1.305( —3)
3.565( —3)

3.04( —3)

1.29( —3)
3.40( —3)
3.33( —4)
9.7, 3( —4)
1.55( —3)

1.435
8.8( —3)
6.3( —3)
1.450

1022

0.375
3.8( —3)

4.0( —3)

0.343
4.27( —3)

12.35( —3)

1.865( —2)

3.43( —3)
9.64( —3)
1.77( —3)
5.25( —.3)
8.67( —3)

1.154
3.3( —2)
3.8( —2)
1.226

1023

0.151
8.5( —3)

9.9( —3)

0.241
1.098( —2)
3.208( —2)

5.46( —2)

1.28( —2)
3.67( —2)
7.63( —3)
2.26( —2)
3.75( —2)

1.06
7.o( —2)
0.16
1.290

3g10

0.195
2.7{—2)

3.5( —2)

0.311
9.88( —3)
2.89( —2)

4.97( —2)

2.01( —2)
5.76( —2)
1.21( —2)
3.58( —2)
5.94( —2)

1.215
0.233
0.172
1.620

TF-AA' n=1
n =2
n =3
Number of
bound electrons

0.189
0.039
0.046
0.274

0.385
0.053
0.067
0.505

0.702
0.103
0.120
0.925

1.26
0.22
0.18
1.66

1.62
0.31
0.23
2.16

'Numbers corresponding to the DC model are the partial densities relative to the total ion density (Ref. 18).
Distributed on the subshells statistically.

'4.3(—5) means 4.3 ~ 10 ', etc.
Numbers corresponding to the non-LTE-AA model represent the number of bound electrons per ion in the given shell. These num-

bers are obtained, in fact, by averaging the DC model results, see main text.
Number of bound electrons for the TF-AA model was obtained from a parametrization of the TF model (see Ref. 4) and were distri-

buted according to a Boltzmann-type distribution among the various excited states. Numbers for this case, like for the non-LTE-AA
case, represent the number of bound electrons per ion in the given shell.

These versions of S(r) are shown in Fig. 1, obtained by
treating the exchange term in three different ways: (1) a
Slater-type exchange potential (curve 1), leading to a
discontinuity at the ion-sphere radius due to the finite
continuum charge density at that point, (2) witho«any
exchange term (curve 2), and (3) a Slater-type exchange
term, with a transition to no exchange in the region near
the ion-sphere radius (curve 3). Et was found that the
differences in inner-shell binding energies or wave func-
tions between type-1 and type-3 potentials are negligibly
small, and the resulting difference in inner-shell photoion-
ization cross sections mainly occurs near threshoM, with a
variation of 10% or less (except for some threshold oscil-
lations). For the convenience of calculation, we have used
type-1 potentials in this work. [The results from type-1

and type-2 potentials are much more different, illustrating
that the variation in potential at small distances
( —10 —10 ' a.u. ) has important effects on the pho-
toionization cross section. This is also the reason we show
the screening factor in a logarithmic scale in Fig. 1.]

Figures 1(b) and 1(c) show the behavior of the screening
factor S(r) =rV(r)/Z for a relatively low-density plasma
of 10 ions/cm [Fig. 1(b)] and for the high-density case
of 10 ions/cm [Fig. 1(c)] for the three models which are
the subject of the comparison in the present paper. Here
(as in some future figures) the Dc model might have been
averaged over an appropriately weighted configuration.
The screening factor is a monotonically decreasing func-
tion of the radius; the decrease is significantly sharper for
the higher-density case due to the stronger screening of
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FIG. 1. (a) Comparison of the screening factors S(r).=rV(r)/Z: (1) with full exchange term, (2) without exchange term, and (3)
with exchange only in the interior of the ion volume. Case shown is for the ground state of a H-like ion, in the DC model, at ion den-
sity 10 cm and temperature T =SOO eV. (b) Screening factors for the DC model averaged over the relevant configurations (solid
line) and TF-AA model (dash-dotted line). Non-LTE-AA result essentially overlaps TF-AA. Density is 10 cm, T =500 eV. (c)
Same as (b), but ion density is 10 cm

the free electrons. The distance at which the screening
factor is reduced to S(r) =O.S is roughly proportional to
the ion radius. The effect of bound-electron screening in
the low-density case can be observed as a sharp change in
the slope of S(r) near the radius of the bound-electron or-
bital (-0.1 a.u.). In the high-ion-density case [Fig. 1(c)]
this change in the slope is smoother due to the higher in-
fluence of the free-electron screening on the potential. A
comparison between the various models in the low-density
case reveals that the difference between the screening fac-
tors as calculated by the DC and non-LTE-AA models is
very small, whereas the TF-AA model exhibits a some-
what different behavior due to the different distribution

of the total electron charge between bound and free elec-
trons. In fact, the TF-AA model predicts a smaller num-
ber of bound electrons, a correspondingly reduced charge
polarization around the nucleus and, therefore, a smooth-
er screening factor at small distances [see Figure 1(b}]. In
the high-density case [Fig. 1(c)] the three models predict a
similar division of the electrons between bound and free,
leading to the very small difference in the screening fac-
tors calculated in the three models.

The variation with ion density of the free-electron spa-
tial distribution in the ion sphere of a ground-state H-like
ion, in the DC model, is shown in Fig. 2. A sharp in-
crease in the free-electron density occurs near the nucleus,
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eV(r) ))
~ p ~, is I'Igz(eV(r)lkT)~ ', [—eV(r)lkT]

which is independent of the plasma density. In spite of
the very high density, the total number of electrons in the
high-density region, however, is very small because of its
tiny dimensions. The use of Eq. (9), assures that the free-
electron distribution is largely independent of the model
used for the computation and the difference between the
predictions of the three inodels was insignificant.

In Fig. 3 the details of the free- and bound-electron dis-
tributions near the nucleus are shown together with a
comparison of these distributions in the various models.
It can be seen that for a density of nz 10——' cm the
free-electron density at the average radius of the ls orbital
(-0.10 a.u.) is more than 1 order of magnitude smaller
than the bound-electron density, greatly reducing the
free-electron influence on the is electron wave function at
this density. At higher densities this influence is in-
creased and becomes important.

In Fig. 4(a) the large coinponent of the 3pt&2 wave
function in an excited lithiumlike aluminum ion (is 3p)
is plotted for ion densities of nT 10 and 1——0 cm as
calculated within the framework of the DC model. As a
consequence of the higher free-electron screening in the
higher-density plasmas, the bound-electron wave function
is significantly shifted away from the nucleus. This re-
sults in a reduced binding energy. In Fig. 4(b) the same
DC wave function is compared with the 3pi&i electron
wave functions in the two AA models, for a density of
10 cm . As mentioned earlier, at such a high density
the level populations of the two AA models are rather
close to each other (and to an LTE Boltzmann-type distri-
bution), both having slightly more than one electron in the
E shell, 0.1—0.2 electrons in the I. shell and about
0.16—0.18 electrons in the M shell. The resulting wave
functions in the two AA models are therefore rather simi-
lar. (But as the number of bound electrons is less in these
two AA models than in the DC case, the 3pI~q electron is
farther away from the nucleus in a DC model due to the
stronger screening by the larger number of ls bound elec-
trons, even though there is weaker free-electron screen-
ing. )

The variation of the is and 2p electron binding energies
in hydrogenlike .and heliumlike ions versus density is
shown in Figs. 5(a) and 5(b), together with the correspond-
ing variation for a plasma having a homogeneous free-
electron distribution. ' The binding energies follow the
values obtained from a homogeneous distribution up to
nT=-10 cm . Substantial deviations from this form
can be observed only above this density, reflecting the im-
portance of the nonhomogeneous free-electron distribu-
tions in high-density plasma. The corresponding varia-
tions in the AA models and their comparison to the aver-
age binding energy in the DC model are shown in Fig.
5(c). It is interesting to note that at low density the bind-
ing energy of the non-LTE-AA model tends to the aver-
age binding energy of the DC-model, but at high density
they differ significantly from each other. The TF-AA
model deviates from both of them at low density but
comes closer to them at higher densities.

Examples of the photoionization cross sections versus
photon energy from individual species are shown in Fig.
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6, for is —continuum transitions in hydrogenlike ions. It
can be seen that in the high-photon-energy portion of the
photoionization cross section there are only minor varia-
tions (of the order of a few percent) with' density. The
reason for this behavior is that the greatest contribution to
the cross section in this portion of the spectrum comes
from photon-electron interactions close to the nucleus.

Due to the small dimensions of this interaction volume
the free-electron screening effects are negligibly small.
Near threshold, however, there are significant differences
with density, originating from the larger interaction
volume. These differences appear both in the location of
the absorption edge and the behavior of the cross section.
Unfortunately, the ion-sphere model is not accurate
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enough close to the ion-sphere boundary and cannot,
therefore, be used for an accurate quantitative study of
the threshold region of the photoionization cross section.
In principle, at very high densities the self-consistent po-
tential should greatly differ from a Coulomb potential
and, consequently, one would expect non-Coulomb phe-
nomena in the behavior of the cross sections, such as the
appearance of Cooper minima, delayed maxima or shape
resonances. The role of these important phenomena in
hot and dense plasmas requires separate investigation.

Our final results are concentrated in Figs. 7 and 8. In
Fig. 7 we compare the photoionization cross sections as
calculated by the DC and the non-LTE-AA methods.
The following four features are noteworthy.

(i) The two models yield the same results for the high-
energy portion (above the K edge) of the cross section.
Only for very high densities, nr &10 cm, is there a
15—20% decrease of the DC model cross section relative
to the AA results. This behavior, already mentioned in
context of Fig. 6, stems from the fact that the main con-
tribution to this portion of the spectrum comes from a
small interaction volume near the nucleus, and the differ-
ence between the models is measurable only at high densi-
ties when the distortion of the potential due to the pres-
ence of free electrons within this volume becomes signifi-
cant.

(ii) The DC model calculations predict structured edge
regions with the main edges. split into several partial edges
corresponding to the relevant charge states and excited
states in the plasma. , This is in contrast to the sharp
single-edge structure from the AA model.

(iii) Curiously, the L and M edges, as calculated from
the AA model are not in the average position of the L and
M edges of the real plasma but somewhat higher than the
maximum L or M position. This fact follows from an in-
herent difficulty of the AA model: The plasmas described
in this paper, at all densities, contain mainly ground-state

H-like ions (see Table I), with only a very small percen-
tage of n =2 or 3 excited states. The greater number of
the L and M electrons in the plasma populate the ground-
and excited-state lithiumlike or excited heliumlike ions.
Nevertheless, the averaging procedure of the AA model
provides an atom with about one X electron, namely an
"almost" hydrogenlike atom, with a very small number of
L and M electrons. Naturally, these electrons will realize
a potential which is close to the potentials felt by excited
electrons in heliumlike ions, and not the average of the
potentials as used in the DC model, resulting in edges
close to the excited heliumlike L or M edge. The AA
model, therefore, cannot reproduce correctly photoioniza-
tion in the edge region and it has a broader dip region
below threshold than the DC model.

(iv) The previous remarks have one more consequence:
since the L edge in the DC model is split into several
edges, the lowest of which is significantly below the L
edge of the AA model, the ratio of edge tip-to-dip is
much smaller in the DC model than is predicted by the
AA model. In fact, at high densities, above nr —10
cm, the DC model predicts a dip that is so shallow that
the cross section can be regarded as almost continuous in
the L-edge region (and probably also for lower edges).

In Fig. 8 a comparison between the non-LTE-AA
model and the TF-AA models is shown. In this compar-
ison we studied the influence of using LTE population
numbers in an AA-type calculation versus more accurate
non-LTE occupation numbers in the same model. Large
quantitative differences can be observed between the re-
sults of the two models. At low densities, nz ——10
cm, the two cross sections differ by a factor of S in the
regions of the K and L slopes, by a factor of 20 near the
L edge, and up to 3 orders of magnitude near the K edge
(including the effect of the edge shift). As the density in-
creases, the non-LTE-AA model population approaches
the LTE-type distribution and as expected the curves be-
come closer to each other.

In the present paper we studied the difference between
the predictions for the photoionization cross sections of
the detailed configuration and the average-atom models in
the framework of the ion-sphere self-consistent potential.
We have found that when using the same occupation
numbers in these two models, substantial differences are
observed near the absorption edges and in the low-
photon-energy portion of the spectrum, while smaller
differences occur above the X edge. We have also found
that the results are very sensitive to the occupation num-
bers used and inadequate accuracy in the population of
the ionic states results in enhanced inaccuracies in the
computed photoionization cross sections.

The relative importance of the accuracy of the predic-
tions of the various models depends, in principle, on the
spectrum emitted from the plasma. For a continuous
emission spectrum the increase of the radiation reabsorp-
tion in a DC-type calculation relative to an AA-type cal-
culation is of the order of the ratio of the edge shift
between the results of the two computations to the
energy difference between two neighboring edges
(b,hv)Dc z~.(b,hv), ds, . This estimate gives an increase of
9% near the K edge and 38% near the L edge of the opa-
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city at a density of 10 atoms/cm . These numbers grow,
respectively, to 12% and 45% at a density of 10 cm

The situation becomes significantly more complicated
for the realistic case when the spectrum is emitted from
an aluminum plasma in temperature and density condi-
tions similar to the absorbing plasma, such as in laser-
produced plasmas. In this case, the reabsorption of the
line spectrum by resonant line absorption should also be
accounted for. Since both the line emission and the
resonant photoabsorption appear right below the edges,
their combined effect tnay reduce the relative importance
of the photoionization in this spectral region and, conse-
quently, also the importance of the differences in the re-
sults of its computation in the various schemes. This
turns out to be true, however, only at relatively low densi-
ties (10 cm ). At high-density plasma ( —10 cm )
the highly excited states ( n & 4) merge into the continuum
so that the emitted line spectrum as well as the corre-
sponding line photoabsorption are greatly thinned out and
broadened, and the photoionization process regains its rel-
ative importance also in the spectral region below the
edges, particularly the lower edges. All in all, one would
expect that the effect of the differences between the DC
and AA methods of computation will be significant for

high-density plasmas especially right below the low-
energy absorption edges. This conclusion will generally
hold true for other elements also.

The photoionization cross section is the dominant pho-
toabsorption effect in the 0.1—100-keV region. Other
important photoabsorption processes are the following:
(i) the resonant (bound-bound) line absorption is dominant
below the absorption edges; (ii) inverse bremsstrahlung is
the principal absorption process at low energies, below
—100 eV; (iii) the Compton effect prevails above a few
tens of keV's; and, finally, (iv) pair production is effective
above 2m' . All these processes are density dependent,
and for a complete computation of the total photoabsorp-
tion cross section in high-density plasmas an investigation
of their density dependence would also be needed.
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