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Total-electron-capture cross sections are reported for fully stripped and H-like ions of C, N, O, F,
and Ne colliding with atomic and molecular hydrogen targets in the energy range 0.18—8.5
keV/amu. At energies above 3 keV/amu the cross sections are approximately energy independent
with magnitudes in the range (4—7}& 10 ' cm, and scale smoothly with projectile charge. Below 3

keV/amu the H-target cross sections for projectiles with even charge are smaller than those for pro-
jectiles of odd charge. For the H2-target data, the opposite trend prevails. For those systems where
calculations exist, molecular orbital and atomic orbital close-coupling calculations are within 20%%uo of
the experimental results except at the lowest energies investigated.

INTRODUCTION

Low-velocity electron-capture collisions involving mul-
ticharged ions play an important role in astrophysical'
and fusion plasmas, and are thus of considerable practi-
cal interest. This applied aspect of electron-capture col-
lisions has spurred considerable theoretical effort in recent
years. Particular theoretical emphasis has been given to
calculations of electron capture by fully stripped projec-
tiles colliding with atomic hydrogen. For these systems
the stationary states of the quasimolecule formed during
slow collisions can be accurately calculated, permitting
systematic studies of the various approximations within
which the transitions between these stationary states can
be calculated. Experimental efforts to provide benchmark
data against which to compare these calculations have
lagged behind theory due to the difficulty of producing
sufficient quantities of fully stripped ions to perform the
required measurements. The development of a new gen-
eration of multicharged-ion sources has recently
opened up this research area to experimental investigation.

Phaneuf and Phaneuf et al. reported total-cross-
section results for electron capture by fully stripped C in
collisions with H and H2 in the energy range 0. 14—0.32
keV/amu, the first such results for a fully stripped ion
(Z & 5) in this energy range. Panov et al. have reported
measurements of total-electron-capture cross sections for
fully stripped, H-like, and He-like ions of C, N, 0, Ne,
and for fully stripped Ar incident on H and H2 in the en-

ergy range 0.33—8.8 keV/amu. However, the large
scatter in their H-target data precludes a meaningful com-
parison. Bendahman et al. have recently made similar
measurements for fully stripped N, 0, and Ne ions in-
cident on H at a few energies in the range 1—5 keV/amu.
Recent measurements of Dijkkamp et al. ' in the energy
range 3.0—7.5 keV/amu included results of line-emission
cross sections for electron-capture collisions between fully
stripped C and N ions and atomic hydrogen in addition to
total-cross-section results. These state-selective results
provide a more stringent test of theory in the vicinity of

the peaks of the capture cross sections.
Vfe report here on a systematic and comprehensive set

of measurements of total-electron-capture cross sections
for fully stripped and H-like ions of C, N, O, F, and Ne
incident on atomic and molecular hydrogen in the energy
range 0. 18—8.5 keV/amu. The measurements were taken
using a fine energy grid, and are of sufficient precision to
permit meaningful comparisons with theoretical calcula-
tions over a wide energy range, including the low-energy
side of the cross-section maxima where the cross sections
have significant dependence on energy. The present mea-
surements for the fully stripped ions colliding with atomic
hydrogen provide important benchmark data against
which to compare theoretical calculations of these one-
electron systems. In addition, our results for the H-like
projectiles shed light on the effect of the presence of a
projectile (ls) core electron on the total-electron-capture
cross section. Parts of this work have already been report-
ed in a paper dealing with oscillations observed in the
charge dependence of the total capture cross sections for
fully stripped projectiles incident on H and H2 at fixed
collision energies below 1 keV/amu. "

EXPERIMENTAL METHOD

Figure 1 shows schematically the experimental configu-
ration used for the present measurements. Fully stripped
and H-like ions of ' C, ' N, ' 0, ' F, and Ne were ex-
tracted from the Oak Ridge National Laboratory (ORNL)
Electron Cyclotron Resonance (ECR) multicharged-ion
source. ' Isotopes were chosen such that the mass-per-
charge ratio for the fully stripped ions was different from
two, to permit magnetic separation from contaminant
H2+ ions. Following momentum and charge selection by
a 90', 40-cm radius-of-curvature stigmatic magnetic spec-
trometer, the beam traversed a collimation section that
limited its divergence to 1.7 mrad prior to entering a 2.1

cm long target cell having 1 and 2 mm diameter entrance
and exit apertures, respectively. An electrostatic parallel-
plate analyzer located immediately downstream of the col-
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FIG. 1. Schematic diagram of the experimental setup. The
straight-through CEM and the provision for beam chopping
were used only during target thickness calibration.

lision target was used to alternately deflect signal ions
(charge q —1) and primary-beam ions (charge q) into a
channel electron multiplier (CEM) operated in pulse
counting mode. A microcomputer facilitated control of
the experiment and data acquisition. Total-electron-
capture cross sections were deduced from the fraction of
signai ions produced in the collision cell at a calibrated
target thickness.

By use of a guard ring situated immediately in front of
the CEM and biased about 100 V more negatively than
the CEM funnel, which was held typically at —3 kV, the
area over which. ion impacts could be detected was essen-
tially equal to the physical cross sectional area of the fun-
nel opening, independent of ion beam energy. Auxiliary
measurements performed in our laboratory of secondary-
electron emission coefficients for multicharged ions in-
cident on a resistive glass surface similar to that found in
our CEM, showed that the 3 &q keV additional energy the
ions acquired prior to impact as a result of the detector
bias was sufficient to ensure secondary-electron emission
coefficients of at least 3. Counting efficiencies were
therefore at least 95%%uo, even at the lowest energies investi-
gated.

At all energies investigated, complete collection of ions
was checked by electrostatically scanning primary and
signal ions across the detector. In all cases a Aat-topped
response was obtained. Our experimental conclusion of
complete collection of all product ions independent of col-
lision energy is consistent with calculations by Olson and
Kimura' of angular scattering associated with electron-
capture collisions between C + and H. This collision sys-
tem is expected to have the largest angular deflection of
projectile ions during capture collisions, because the
projectile-target mass ratio is smallest, and bemuse the
cross sections are small at low energies. Olson and Kimu-
ra calculate for the C ++H system that even at our
lowest measured energy, more than 90%%uo of the product
ions will fall within our CEM acceptance angle of +1.8'.

The atomic hydrogen target was obtained by thermal
dissociation of molecular hydrogen in a high-temperature
tungsten oven. Details of the implementation and calibra-
tion of the hydrogen oven have been previously
described. '" %'hen cold, the oven is a standard gas cell
and was used to measure electron capture in collisions
with H2. %'hen maintained at a typical operating tem-
perature of 2350 K, the target consisted of 93+3% atom-
ic hydrogen, Cross sections for collisions with atomic hy-
drogen were determined by subtracting from the "com-
posite" cross section measured with the oven hot the cross
section measured with the oven cold weighted by the
amount of H2 remaining at 2350 K, 7+3%. Maximum
correction to the atomic hydrogen cross sections due to
undissociated H2 was 20%, and occurred for those sys-
tems for which the H2 target cross section exceeded the H
target cross section by factors of 2—3. H2 and H target
thickness calibrations were obtained by normalization to
well-established electron-capture cross sections for
H++H2 and H++H at 20 keV, as has been previously
described. In the course of the present measurements the
H and H2 target thickness calibrations were checked by
remeasuring the above cross sections, and were found to
be unchanged relative to our previous calibration. An
on-axis CEM in direct view of the collision target was
used during the calibration measurements to detect the H
collision products. For the atomic-hydrogen normaliza-
tion measurement, for which the oven was hot, the beam
was chopped (via power supply 2 in Fig. 1) to permit sub-
traction of background counts due to photons emitted by
the oven tube.

In order to isolate collision events occurring in the tar-
get, i.e., to discriminate against charge changing collisions
on background gas outside the target, the gas-bypass tech-
nique described by Hayfield' was employed. Two gas
feed paths of equal conductance were provided, keeping
the gas load on the vacuum system constant, independent
of the path used. One path led into the target cell and
was used during signal measurements, while the other
bypassed the cell and was used during background mea-
surements. The target cell is differentially pumped
upstream by a 1000-1/s liquid-nitrogen-trapped diffusion
pump, and downstream by a cryopump having a pumping
speed of 500 1/s for Hq, which was sufficient to keep the
operating pressure upstream of the target below 1)&10
Torr during crass-section measurements. Typical correc-
tions made for collisions on background gas were 30%%uo,

and were as high as 50% for the cases where the atomic
hydrogen target capture cross section was much smaller
than the corresponding one for background (mainly H2)
gas. Conversion fractions in the collision cell were below
10%%uo at the target pressures used for the present measure-
ments; corrections for double scattering of typically a few
percent were made as described in the Appendix.

RESULTS AND DISCUSSION

The experimental total-electron-capture cross sections
for fully stripped C, and for fully stripped and H-like N,
0, F, and Ne incident on H and H2 are summarized in
Table I. The total uncertainty quoted in the table consists
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TABLE I. Experimental electron-capture cross sections; total uncertainties are quoted at good confidence level (see the text).

Ion
Energy

(eV/amu)
Velocity

(10 cm/s)

Total
oq q ~(H) uncertainty

(10—» cm2)

Total
cTq q ](H2 ) uncertainty

(10 "cm)
230
346
462
923

1846
2769
3692
4615
5539
6462
7385
8308

2.'11

2.59
2.98
4.22
5.97
7.31
8.44
9.44

10.34
11.17
11.94
12.66

1.30
1.76
2.46
3.31
3.96
4.16
4.10
4.27
4.34
4.34
4.21
4.29

0.35
0.37
0.41
0.52
0.61
0.64
0.64
0.64
0.65
0.65
0.64
0.64

3.90
4.10
4.33
4.51
4.33
4.30
4.16
4.12
4.07
3.98
3.97
3.76

0.6
0.64
0.68
0.71
0.66
0.65
0.64
0.64
0.63
0.62
0.62
0.58

N'+ 233
350
467
700
933

1400
1867
2333
3500
4667
6533
8167

2.12
2.60
3.00
3.68
4.24
5.20
6.00
6.71
8.22
9.49

11.23
12.55

5.02
4.86
4.81
4.69
4.51
4.84
4.69
4.79
4.94
4.92
5.04
4.94

0.72
0.71
0.70
0.70
0.69
0.71
0.70
0.71
0.72
0.72
0.72
0.72

1.14
1.31
1.SO

2.03
2.09
2.69
3.07
3.27
3.74
3.87
4.27
4.25

0.20
0.23
0.26
0.34
0.35
0.44
0.50
0.53
0.61
0.63
0.69
0.69

214
321
429
643
857

1286
1714
2000
2142
3000
4826
6000
7500

2.03
2.49
2.88
3.52
4.07
4.98
5.75
6.21
6.43
7.61
9.09

10.76
12.03

2.30
2.77
3.17
3.41
3.31
3.51
3.73
3.85

3.88
4.17
4.27
4.20

0.39
0.44
0.51
0.57
0.56
0.58
0.63
0.64

0.64
0.71
0.72
0.72

3.83
4.27
4.49
4.55
4.48
4.37
4.34
4.34
4.20
4.11
4.16
4.11
3.97

0.64
0.69
0.69
0.77
0.76
0.74
0.74
0.74
0.71
0.69
0.70
0.69
0.67

O8+ 178
222
333
444
667
889

1333
1778
2222
3333
4444
6222
8000

1 ~ 85
2.07
2.53
2.93
3.59
4.14
5.07
5.86
6.55
8.02
9.26

10.96
12.42

1.41
2.24
2.88
3.42
4.04
4.48
5.27
5.38
5.43
5.51
5.61
5.78
5.SO

0.36
0.36
0.46
0.54
0.63
0.70
0.82
0.84
0.85
0.85
0.88
0.89
0.85

2.92
4.22
4.73
4.98
5.16
5.27
5.23
5.14
5.01
4.91
4.92
5.02
4.8S

0.50
0.70
0.74
0.78
0.81
0.83
0.82
0.81
0.79
0.78
0.78
0.79
0.76

o'+ 175
219
328

1.84
2.06
2.52

4.76
4.92
5.14

0.88
0.78
0.81

1.17
1.88
1.71

0.34
0.43
0.27
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Ion
Energy

(eV/amu)
Velocity

(10~ cm/s)

TABLE I. (Continued).

Total
crq q ~(H) uncertainty

(10 ' cm )

Total
0 q q ](H2 ) uncertainty

(10 ' cm )

438
656
875

1313
1750
2188
3281
4375
6125
7875

2.91
3.56
4.11
5.03
5.81
6.50
7.96
9.19

10.87
12.33

5.08
4.77
4.78
5.14
S.03
4.96
4.80
4.87
4.84
5.04

0.80
0.75
0.75
0.81
0.78
0.77
0.75
0.76
0.76
0.78

1.82
2.24
2.57
3.03
3.31
3.49
3.70
3.89
4.12
4.22

0.47
0.35
0.40
0.48
0.52
0.55
O.S8
0.61
0.65
0.66

F9+ 379
474
592
711
947

1184
1421
1705
1990
2386
3553
4737
6632
8526

2.70
3.02
3.38
3.70
4.27
4.78
5.24
5.74
6.20
6.76
8.28
9.56

11.31
12.83

7.36
6.73
6.66
6.29
6.57
6.89
6.77
6.51
6.66
6.29
6.75
6.97
7.16
6.69

1.33
121
1.20
1.13
1.18
1.24
1.22
1.17
1.20
1.13
1.22
1.25
1.29
1.20

3.58
3.66

4.13
4.25

4.80

5.12
5.51
5.71
6.07
6.02

0.64
0.66

0.74
0.77

0.92
1.00
1.03
1.09
1.08

Fs+ 421
632
842

1263
2105
3158
4211
5895
7579

2.85
3.49
4.03
4.94
6.37
7.81
9.01

10.67
12.09

3.96
4.51
4.66
5.05
5.15
5.54
5.91
5.98
5.99

0.67
0.76
0.78
0.85
0.87
0.93
1.00
1.00
1.01

5.51
5.64
5.51
5.61
5.57
5.35
5.38
5.27
5 ~ 32

0.93
0.95
0.93
0.94
0.94
0.90
0.89
0.88
0.89

Ne' + 909
1364
2273
2773
3409
4545
6364
8182

4.19
5.13
6.62
7.32
8.11
9.37

11.08
12.57

6.36
7.03
6.84
7.08
7.20
7.02
7.16
7.07

1.15
1.27
1.04
1.08
1.10
1.07
1.09
1.08

6.38
6.54
6.01
5.96
6.10
6.07
6.01
5.92

0.95
1.33
0.90
0.90
0.92
0.92
0.91
0.89

Ne'+ 205
307
409
614
818

1227
2045
3068
4091
5727
7364

1.99
2.43
2.81
3.44
3.97
4.87
6.28
7.69
8.89

10.51
11.92

7.33
6.73
6.74
6.71
6.70
6.67
6.63
6.68
6.47
6.57
6.77

0.99
1.28
1.14
1.13
1.06
1.05
1.08
1.06
1.08
1.10
1.35

3.56
3.70
4.06
4.39
4.61
4.90
5.08
5.51
5.55
5.69
5.56

0.64
0.64
0.70
0.76
0.74
0.77
0.95
0.86
0.94
0.93
0.90
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FIG. 2. Total electron-capture cross sections for C + ions in-
cident on H and Hq. ~ and 4, present results; f and (&, mea-
surements of Phaneuf et al. (Ref. 7); g and 6, data of Panov
et al. (Ref. 8); 0, data of Dijkkamp et al. (Ref. 10);,(AO)
expansion calculation by Fritsch and Lin (Ref. 18);
(MO) expansion calculation by Green et al. (Ref. 17); —- —-,
MLZRC calculation by Janev et al. (Ref. 19). Error bars on
present data represent total absolute experimental uncertainty at
"good confidence" level (see the text).
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FIG. 3. Total-electron-capture cross sections for N + and
N + ions incident on H and H2. o, data of Bendahman et al.
(Ref. 9); remaining symbols and curves defined as in Fig. 2, ex-
cept for open diamonds, which here are data of Dijkkamp et al.
(Ref. 10). Some error bars omitted from the present data to
avoid cluttering.

of an absolute systematic uncertainty of 13.5%%uo as
described previously' summed in quadrature with a rela-
tive uncertainty of typically 8—12%%uo (though higher for
some of the lower energy data points). The relative uncer-
tainty was estimated from the larger of either counting
statistics or repeated measurements of certain points (usu-
ally on different days). Both systematic and relative un-
certainties were estimated at "good confidence, " intended
to be equivalent to 90% confidence level on statistics. To-
tal uncertainty associated with a cross-section measure-
ment is typically +17% at this level. In Figs. 2—6 the
present results are graphically summarized and compared
with other measurements as well as theoretical calcula-
tions.

C + projectiles

Figure 2 shows the present results for C + incident on
H and H2. For both the atomic and molecular hydrogen
target data the present data join smoothly with the less
precise low-energy results of Phaneuf et al. Atomic hy-
drogen target measurements of Dijkkamp et al. ' at 3.6,
5.4, and 6.9 keV/amu are in excellent agreement with the
present results. The data of Panov et al. for molecular
hydrogen are characterized by a steeper energy depen-
dence than our results, and agree with the present mea-

surements only above -5 keV/amu, falling above our re-
sults by as much as 50%%uo at lower energies. The atomic
hydrogen data of Panov et al. are also shown in Fig. 2, as
well as in subsequent figures, despite the large scatter that
makes comparison difficult. The large scatter in the H
target data of Panov et a/. is believed to be due partly to
the large corrections required in their measurements as a
result of a low effective dissociation fraction ( -35%).

Also shown in Fig. 2 is a 33-state molecular orbital
(MO) perturbed-stationary-state calculation by Green
et al. , ' which lies slightly above the present experimental
results above 2 keV/amu, but still within the experimental
uncertainty of the measurements. Below 2 keV/amu, the
calculation of Green et al. does not fall with decreasing
energy as steeply as the present results, and lies -50%
higher than the present data at the lowest energy mea-
sured. A calculation by Fritsch and Lin' based on a 35-
state atomic orbital (AO) expansion also is in very good
agreement with the present results at energies above 1

keV/amu, and lies in magnitude between the calculation
of Careen et ah. and our experimental results. Also shown
in Fig. 2 is a multichannel Landau-Zener with rotational
coupling (MLZRC) calculation by Janev et ai. '9 The in-
clusion of rotational coupling has the effect of slightly
shifting the calculated cross-section maximum to lower
energies and of increasing the magnitude of the cross sec-
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the usual Landau-Zener model, and brings the calculation
into surprisingly good accord with the present measure-
ments. Additional calculations of the C ++H system ex-
ist (see Refs. 9, 17, 19, and 20 and references therein); the
calculations explicitly referred to in the above comparison
are illustrative of three different theoretical approaches,
and are all believed to be converged with respect to the
size of the basis sets used.
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N +, N + projectiles

Figure 3 shows the present measurements for N + and
N + projectiles colliding with H and H2. As can be seen
from the figure, the measurements of Bendahman et al.
for the N ++H system are in reasonable accord with the
present results, falling 15—30% below our data but still
within combined experimental uncertainties of the two
measurements. The results of Dijkkamp et al. for the
same collision system in the range 2.7 to 6.9 keV/amu are
in excellent accord with the present results. The results of
Bendahman et al for the N +.+H system at 1.7 and 4.4
keV/amu lie within 10% of the present data for this sys-
tem. For both the N + and N + projectiles incident on
Hq, the measurements of Panov et al. lie above the
present results by 20—50%. The atomic hydrogen target
results of Panov et al. are shown for completeness only,
as discussed in the previous section.
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FIG. 6. Total-electron-capture cross sections for Ne' + and
Ne + ions incident on H and H2. Symbols and curves defined as
in Figs. 2 and 3. Some error bars omitted from present data to
avoid cluttering.
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Included in Fig. 3 are an AO close-coupling calculation
by Fritsch and Lin and a MLZRC calculation by Janev
et al. , both for the N ++H system. The AO calculation
is in reasonable agreement with the present measurements
above 3 keV/amu, while tending to overestimate the cross
section by up to 30% at the lowest measured energy. The
MLZRC calculation falls 30—60% below the AO curve
and is in very good agreement with the present results
below 1 keV/amu. The excellent accord between the
five-state molecular orbital expansion calculation of Ref.
9, not shown in Fig. 3, and the present data may be fortui-
tous, since their restricted basis size probably lead~ to an
underestimation of the total capture cross section.

0 +, O + projectiles

The present results for O + and O + projectiles in-

cident on H and H2 are shown in Fig. 4. In the case of
the 0 ++H system, both the measurements of Bendah-
man in the energy range 1.2—4.0 keV/amu, and the mea-
surements of Dijkkamp et al. at 4.3 and 6.9 keV/amu are
within experimental uncertainty of the present results.
The molecular hydrogen target results of Panov et al. for
0 + and 0 + projectiles lie about 75% and 25% above
the present measurements, respectively. Again, the H tar-
get results of Panov et al. are shown for completeness; see
the comments in the C + section.

For the 0 ++H system, Fig. 4 also shows theoretical
results of a 33-state MO perturbed stationary state calcu-
lation by Shipsey et al. , an AO close-coupling calcula-
tion by Fritsch and Lin, and a MLZRC calculation from
Ref. 19. As was the case in the C ++H system, the AO
calculation is in best accord with the present results,
agreeing with the measurements to within experimental
uncertainty at all but the lowest two energies. The MO
calculation lies @bove the AO results, and thus is charac-
terized by a larger discrepancy relative to our measure-
ments, of typically 20% above 1 keV/amu, and of as
much as a factor of 2 at the lowest energies. The
MLZRC calculation overestimates the experimental re-
sults of low energies by more than a factor of 2, but is in
excellent agreement with experiment above 1 keV/amu.
The five-state MO calculation in Ref. 9, not shown in the
figure, gives results indistinguishable from those of
Fritsch and Lin below 1 keV/amu, while lying slightly
below (by less than 10%) the latter results in the energy
range 1—10 keV/amu, presumably because of the smaller
basis set used.

F +, F + projectiles

Figure 5 summarizes the present results for F + and
F + projectiles incident on H and H2. We are aware of no
other measurements for either of these systems with
which to compare the present results. The only calcula-
tions for the F ++H system are believed to be the
MLZRC calculation of Ref. 19, which, despite a slightly
different energy dependence, is in reasonable accord with
the present measurements; and the seven-state molecular
expansion calculation of Ref. 9, which lies within 10% of
the present measurements over the whole energy range in-
vestigated.

Ne +, Ne' + projectiles

The present results for Ne + and Ne' + ions are shown
in Fig. 6. The cross-section data for the Ne' ++H sys-
tem at 2.0 and 4.8 keV/amu by Bendahman et al. , also
shown in the figure, lie -20% above the present measure-
ments, yet still within the combined experimental uncer-
tainties. The measurement for the Ne ++H system by
Bendahman et al. at 3.6 keV/amu is in excellent agree-
ment with the present results for that system. In the case
of the H2 results of Panov et al. , their cross-section re-
sults are in excellent agreement with the present measure-
ments of the Ne ++H system, and about 35% above our
values in the case of the Ne' ++H system. As was the
case with the other H target data of Panov et al. , their
data for Ne + and Ne' + projectiles are scattered widely,
and thus have a poorly defined energy dependence and
mean magnitude. The only calculations of the Ne' ++H
capture cross section are believed to be the MLZRC result
from Ref. 19 and the seven-state MO calculation of Ref.
9, not shown in Fig. 6. Again agreement with the present
results in the energy range investigated is good in the case
of the MLZRC results, even though, as was already noted
for the F ++H system, the calculation has a slightly
stronger energy dependence than the present measure-
ments. The molecular orbital calculation in Ref. 9 repro-
duces very well the present measurements of the
Ne'0++H system below 3 keV/amu, while falling slightly
below the present results at higher energies (by up to 10%
at 8 keV/amu).

Projectile core effect

Figure 7 shows a comparison between our measured to-
tal capture cross sections for fully stripped ions and for
H-like ions having the same charge, at two different col-
lision energies. It may be seen from the figure that the
cross-section magnitude depends primarily on the ionic
charge, and is rather insensitive to the presence of the (ls)
core electron in the H-like projectiles. The relative insen-
sitivity of the total capture cross section to the presence or
number of core electrons has been previously observed by
Crandall et al. ' when comparing He-like and Li-like ions
of charge 3—6 incident on H and H2, by Bliman et al. '

for fully stripped and H-like ions of charge 3—7 incident
on H2, and by Iwai et a/. when comparing fully
stripped, H-like and He-like ions of charge 5—8 incident
on He. For all the above systems, capture is expected to
occur into excited states having principal quantum num-
ber, i.e., n )3.' ' ' It is reasonable that the level struc-
ture and binding energies of these highly excited states
should be only weakly influenced by a tightly bound core,
due to the small spatial overlap of the core and excited
electrons. The energies of these excited levels, therefore,
depend to a first approximation only on ionic charge.
Since at the collision energies investigated in the present
measurements the final excited state level structure is the
prime determinant of the electron-capture cross sec-
tion, ' the cross sections themselves should also only de-
pend on ionic charge. This point is illustrated very nicely
in the work of Gordeev et al. , who measured cross sec-
tions for electron capture into particular nl states during
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low energy collisions of C +, N +, and 0 + incident on
He, and found that, as long as the populated n/ levels
have hydrogenlike binding energies, the influence of the
ionic core on the capture process is small, i.e., the o.„~'s de-
pend only on q.

Oscillations in q dependence

Figure 8 shows in greater detail the charge scaling of
the total capture cross sections for the fully stripped pro-
jectiles at several different fixed collision energies. As
may be seen from the figure, at energies below 3
keV/amu, the cross sections for both atomic and molecu-
lar hydrogen are characterized by an oscillatory depen-
dence on projectile charge. In the case of the atomic hy-
drogen target data, cross sections for projectiles having
even charge are smaller (by up to a factor of 3 at the
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FIG. 7. Comparison of experimental electron-capture cross
sections for fully stripped projectiles (solid symbols) and H-like
projectiles (open symbols) incident on H and H2 targets; trian-
gles and dashed lines —7.5 keV/amu collision energy; squares
and solid lines —0.45 keV/amu collision energy.

lowest energy) than those for projectiles of odd charge.
For the molecular hydrogen target data, the opposite
trend prevails. As the collision velocity is increased from
0.3 keV/amu, the above patterns in the charge scaling
persist; however, the deviations from a purely monotonic
charge dependence of the cross sections become progres-
sively smaller. At energies of 3 keV/amu and higher, the
oscillations are no longer apparent, the cross sections be-

ing characterized instead by a more or less smooth depen-
dence on projectile charge.

The observ ed oscillatory dependence of the total-
electron-capture cross sections on projectile charge is at-
tributed to the extreme state selectivity of the capture col-
lision at low velocities, and has been predicted theoretical-
ly. ' ' The oscillatory charge dependence observed in
the present collision systems and its interpretation in
terms of a simple Landau-Zener model has been discussed
in a separate publication. "

SUMMARY

Total-electron-capture cross sections have been mea-
sured for fully stripped and H-like ions of C, N, 0, F, and
Ne colliding with atomic and molecular hydrogen in the
energy range 0.18—8.5 keV/amu. Both the measurements
of Bendahman et aL for the N +, N +, 0 +, Ne +, and
Ne' ++H systems and the results of Dijkkamp et al. for
the C +, N +, and 0 ++H systems are in very good
agreement with the present measurements, the maximum
discrepancy in all cases being less than the combined ex-
perimental uncertainties of the two measurements
(=30%). As regards comparison with theory, both the
AO and MO calculations reproduce the measured cross
sections extremely well (to better than 20%) above 2
keV/amu where the cross sections have little energy
dependence. At energies below 2 keV/amu, where the en-
ergy dependence is more pronounced, both calculations
tend to overestimate the measured cross sections, due ei-
ther to a weaker predicted energy dependence in those
cases (C +, 0 ++H) where the cross sections fall with de-
creasing energy below 2 keV/amu, or a slightly stronger
energy dependence in the N ++H case where the mea-
sured cross section rises slightly below 2 keV/amu. Max-
imum disagreement for the AO calculation is =40%
(C ++H) and about a factor of 2 (0 ++H) for the MO
calculation, both occurring at the lowest energies mea-
sured. The MLZRC calculation gives a surprisingly good
estimate of the capture cross section at energies above 1

keV/amu, but significantly overestimates the C +,
O ++H cross sections below 1 keV/amu where there is
significant energy dependence.

I I I I I
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FIG. 8. Charge dependence of experimental total-electron-
capture cross sections for fu11y stripped projectiles (6(Z & 10)
incident on H and H2. Q, 0.3 keV/amu; 0, 0.6 keV/amu; 4,
1.0 keV/amu; Q, 3.0 keV/amu; Q, 8.0 kev/amu. A few
representative error bars are indicated.
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APPENDIX

Consider a projectile beam. of charge i incident on a gas
target of thickness nA. c. cording to Allison, the fraction
of ions of charge i —1 emerging from the target is given,
in a three-component approximation, by

F; t F; —
&
—+ [P (i,i —1)exp(mq )

+N (i,i —1)exp( —mq) ]exp —,' n g —o,I

present experiment, electron capture is the dominant
charge changing collision, i.e., stripping collisions can be
neglected. The following simplification results in Eq.
(Al) when all the stripping cross sections are set to zero,

F. OI, S —1 1sinh(~q)exp —, sr g—o,I
q

(A2)

(A3)

since F; ] ——0, F; z
——1, and b ——0.;; ~ in the absence

of stripping. When Eq. (A2) is expanded in powers of the
target thickness, and only linear and quadratic terms in m

are retained, one obtains

where

and

P (i,i —1)= [F; ~ (s —q) bF;" 2
—]

q

('A 1)
Whet'e

g ~if tTii —1,+tri, i —2+~i —1, E —2 .

Solving for cr;; t, and making the assumption that
'tr Q cTf« 1, one'obtains

F
1+—,n. g o,I

N(i, i —1)= — [F;" t(s+q) bF; z], —
q

F; t and F; z are the equilibrium fractions for charge
states i —1 and i —2, respectively; and s, q, b, and g o/f
are different combinations of the various cross sections
through which the three components are coupled, as de-
fined in Ref. 28. At the energies investigated in the

Provided that stripping can be neglected, the double
scattering correction applied to the experimentally deter-
mined fraction F; t is thus seen to be the factor
(1+ 2 trg oif), where 'g otI is the sum of all single and
multiple electron-capture cross sections that deplete either
primary or signal beams.
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