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We present the first space-resolved experimental determination of electronic density and ternpera-

ture profiles 'in the transport region for plane target irradiation with 400—600-ps pulses at 0.53- and

0.26-pm wavelengths, and (1—3) & 10' -W/cm laser intensity. The experimental technique is x-ray

spot spectroscopy on thin Al microdots deposited on a carbon substrate. A knife-edge imaging tech-

nique ensures a spatial resolution of 3 pm along the laser axis. The electronic density and tempera-

ture are deduced from Stark broadening and intensity ratios of Al" + and Al' + n=4 resonance

lines, respectively. The experimental profiles are well reproduced by one-dimensional spherical
simulations including nonlocalized thermal flux inhibition or very low inhibition.

I. INTRODUCTION

X-ray spectroscopy of low-Z H-like and He-like ions
has proved to be a powerful diagnostic method of the
transport region in laser-produced plasmas. ' Indeed,
the emission of these ions is strongly peaked in the
0.6—1-keV electron temperature, high-density conduction
region. The profiles and the intensity ratios of resonance
lines and of dielectronic satellites are very sensitive to den-
sity and temperature variations. Due to steep gradients
and fast expansion, spectral, spatial, and temporal resolu-
tion together with homogeneity of the plasma along the
line of sight of the spectrograph are crucial problems for
these diagnostics. In the present work we use spot spec-
troscopy to ensure good spectral resolution and radial
homogeneity of the emitting region, the targets being
composed of embedded aluminum dots on a carbon sub-
strate. 3-pm spatial resolution along the laser axis is ob-
tained by inserting an imaging knife edge very close to the
plasma. In addition, the use of thin aluminum dots as
targets shortens the duration of x-ray emission to control
time integration effects.

In this paper we apply these techniques to measure the
electron density and temperature profiles in the transport
region of a plasma created by a 0.53- or 0.26-pm wave-
length laser at intermediate intensities [(I—3) && 10'
W/cm ] and compare them to one-dimensional (1D) hy-
drocode simulations. In Sec. II we describe the experi-
mental conditions and the hydrocode parameters. Section
III is devoted to a discussion of the validity conditions of
the diagnostics, in particular time integration effects. In
Sec. IV we show the experimental data and compare them
to the simulations in Sec. V. Conclusions are found in
Sec.' VI.

II. PLASMA CONDITIONS
AND COMPUTER MODELING

Experiments have been performed at the Groupement
de Recherches Coordonnees Interaction Laser Matiere
(GRECO ILM) laser facility. We studied the interaction
of a 400—600-ps pulse duration Nd:glass laser at O.S3-
and 0.26-pm wavelengths with a plane carbon target em-
bedded with. 30—100-pm-diam aluminum dots. Rough
time resolution was provided by the use of aluminum
layers with a thickness close to the ablation depth. We
chose 1.3- and 0.9-pm layers for 0.53- and 0.26-pm wave-

length shots, respectively. Typical laser energies were 2S J
at 0.53-pm and 10 J at 0.26-pm wavelength. Maximum
laser intensities were 3)&10' and I X 10' W/cm, respec-
tively Laser . intensity was varied by defocusing the f/3
lens.

The centering of the tracer dots on the focal diameter
was controlled by a pinhole camera. X-ray emission of
Al" + and Al' + ions were recorded with a multiposition
flat pentaerythritol (PET) crystal spectrograph covering a
3—8-A range with 3—S-mA spectral resolution. The line
of sight of the spectrograph made an angle of 7' with
respect to the target surface in order to avoid x-ray-
emission shielding by the edge of the target. An imaging
knife edge was positioned between the plasma and the
spectrograph slit at O.S or 1 mm from the laser axis pro-
viding an integrated image magnified 1SO times. The
parallelism of the knife edge with respect to the target
surface was verified at each shot by superposing the spa-
tial emissivity profiles of He-like lines and the underlying
He-like continuum of H-like lines. Associated with com-
puter deconvolution, this technique provides 3-pm spatial
resolution along the laser axis. More details on the decon-
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volution process can be found in Refs. 6 and 7.
Typical spectra showing the Al" + Rydberg series and

the n =3 resonance line of Al' + are shown in Fig. l.
From the bottom to the top, the spectra are integrated
from the target surface outwards to different positions
along the laser axis (3, 6, 9, 12, and 15 pm). Spectra close
to the target are emitted by the denser part of the plasma
and exhibit typical Stark line broadening (Al" + n =4 in
particular). Away from the target, the electron density is
decreasing and the lines get thinner. The figure shows
also that H-like lines are emitted at larger distances from
the target than He-like lines: At a distance of 3 pm from
the target, the H-like line is negligible and the variation of

seen. This is characteristic of the presence of an electron
temperature gradient.

In the present study we have extensively used our 10
h dry rodynamic code FILM to optimize the plasma condi-
tions and to compare with the measured data. We used
t e version of the code which describes the ionic popula-
tions by a time-dependent collisional-radiative model in-
cluding ladderlike ionization and recombination through
excited states by a quasi-steady-state model. The laser
absorption process is inverse bremsstrahlung which is
dominant for green and uv laser light. At 0.53-pm wave-
length, we assumed that 30%%uo of the energy reaching the
critical density goes into 6-keV fast electrons. For the uv
case, we did not include fast electrons. Thermal conduc-
tion was described either by a delocalized theory' or by
the usual flux-limited conductivity. In this case the heat
flux is the quadratic mean value of the limited free
streaming and the Spitzer-Harm values. We used either
planar or spherical geometry. In this last case the target
was a 150-pm-radius aluminum microsphere. The laser
pulse duration has been fixed to 600 ps for 0.53-pm wave-
length and 450 ps for uv light.

III. DETERMINATION GF THE ELECTRONIC
DENSITY AND TEMPERATURE

A. Density

The electronic density is determined from the Stark
broadening of n =4 lines of the Lyman series of Al" +
and Al "+. These lines are well resolved from the recom-
bination continuum and are less sensitive to reabsorption
than the lines of lower quantum number. They will be
respectively referred to as Her and Hr hereafter. To ob-
tain a whole density profile along the laser axis, several
steps are necessary. First, we compare to a theoretical line
profile" the data measured at the position along the laser
axis where the maximum of emissivity is obtained T.his
theoretical profile includes a rough estimate of ion
dynamics effects' and is convoluted with Doppler and in-
strumental profiles. For Al" + lines, we use the Stark
profiles calculated for magnesium H-like lines. The opti-
cal depth (i.e., the product of the absorption coefficient at
hne center by the photon path length) is considered as an
adjustable parameter. The best fit of the experimental
profile provides the electronic density and the optical
depth. Figure 2 shows such an adjustment. The experi-
mental data correspond to the Her line measured for a
0.53-pm wavelength, 3 X 10' -W/cm laser shot. They are
compared with two theoretical profiles calculated for an

(2—3 1

optical depth ~= 1.5 and two electron d 't'n ensi ies
) X 0 cm . The figure shows that profile asym-

metries add some uncertainty to the density determina-
tion. However, direct profile comparison gives a good es-
timate of the optical depth.

The whole electron density gradient is obtained by
measuring the width of each line profile for several spatial
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FKJ. 1. Examples of He-like and H-like aluminum resonance
line spectra obtained with the knife-edge technique {laser condi-
tions: 0.53-pm wavelength; 3 &(10' -W/cm incident energy) n

~ ~is the pnncipal quantum number of the upper level. The dif-
ferent spectra are integrated from the target outwards to dif-
ferent positions along the laser axis (3, 6, 9, 12, and 15 p, m from
the bottom to the top).

FIG. 2. Line profile of Al" + n =4 line (He~). Circles: ex-
perimental profile measured in a 0.53-pm —3)& 10' -W/cm laser
shot. Lines: theoretical profiles including Stark, Doppler, and
instrumental broadening, opacity effects, and ion dynamics.
This best fit is obtained with an optical depth at line center of
1.5.
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positions along the laser axis. This is done through a nu-
merical fit to a Gaussian or an asymmetric Lorentzian
line shape. A preliminary calibration using the same kind
of fit on the theoretical line profiles provides the
correspondence between the full line width and the elec-
tron density. The optical depth of the line is included for
this calibration. It is extrapolated from a few measure-
ments done with direct comparison of experimental and
theoretical profiles, as described in the preceding para-
graph. This method gives the electronic density gradient
shape with about 30/o precision and 3-pm spatial resolu-
tion. More accurate density measurements can be ob-
tained by a detailed analysis of several lines of a Rydberg
series. ' ' However, in our case where a large amount of
data is to be treated, the present method was found more
convenient and less computer time consuming.

B. Temperature

We deduce the electronic temperature from the intensi-
ty ratio of the n =4 lines of Al" + and Al' +. The validi-
ty of this classical method'" is to be justified in the tran-
sient, out-of-equilibrium plasma under study. We have
used the numerical simulations to test this validity and to
evaluate the precision of the measurements. The line in-
tensity ratio is proportional to the ratio of the populations
of the bare and hydrogenic ions NP and NH:

IH /IHe (fH /f H )(8 H/gPgHe )

X(A,H, /kH ) (NP/NH),

where f is the oscillator strength of a transition, g is the
statistical weight of the fundamental level of the ion, and
k is the wavelength of the transition. He, H, and P refer,
respectively, to heliumlike, hydrogenlike, and bare ions.

The temperature and density dependence of the NP /NH
ratio are given by a collisional-radiative equilibrium
(CRE) model. Figure 3 shows that NP/NH is only weak-
ly dependent on electron density (we will neglect this

dependence in the present study) but strongly temperature
dependent in the 0.2—2-keV range.

In writing Eq. (1), we have assumed that the n =4 lev-
els are in partial local thermodynamic equilibrium (partial
LTE) with the upper ion stage. This is justified since, for
the high-electron densities considered here, the collisional
rates greatly exceed the radiative rates for transitions be-
tween high quantum number levels. We have also as-
sumed that He& and H& lines have the same opacity. This
is likely to be valid as we have- measured low reabsorption
on these lines. However, we have checked the correspond-
ing maximum error on the temperature measurement.
Detailed theoretical calculations are given in the Appen-
dix. They show that reabsorption effects are negligible in
the outer part of the plasma (at the Hr maximum emis-
sion and outwards) and that the ratio IH /IH, is multi-

y 'r
plied by no more than a factor of 2 in the Her emitting
zone. As shown in Fig. 3, a factor of 2 in NP/NH corre-
sponds to a maximum overestimate of 60 eV in the elec-
tron temperature of the Her emitting zone (around 500
eV), that is, about 12 Jo. This error concerns mainly the
part of the spatial profile close to the target. This will be
included in the error bars.

The use of a steady-state model to link the ionic popu-
lations to the temperature can certainly be questioned.
Taking into account a delay of the ionization would lead
to a smaller N~/XH ratio for a given temperature. As
our code includes the ionization dynamics of the ground
levels, we used it to estimate the error made in deducing
the electron temperature from the line intensity ratio with
a CRE model. We computed at different times of the
simulation (laser pulse maximum +100 ps) the ratio
Np/NH as a function of electron temperature. Then, we
used the CRE model depicted in Fig. 3 to deduce from
this ratio a "diagnostic" temperature. Figure 4 shows the
diagnostic temperature as a function of the electron tem-
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FICi. 3. Collisional radiative equilibrium of aluminum: ratio
of the populations of the bare and hydrogenic ions as a function
of electron temperature, calculated for three different electron
densities, i.e., 10 ', 10, and 10 cm

FIG. 4. Code simulation for 0.53-pm —3&&10'"-W/cm laser
conditions. The "diagnostic" temperature calculated with a
CRE model from the population ratio N~/NH is plotted vs the
temperature around the laser pulse maximum. The dashed area
represents the variations in a time interval of 200 ps centered on
the laser pulse maximum.
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perature calculated in the simulation. As expected with
an ionization delay, the diagnostic temperature is lower
than the simulation temperature. The difference is about
20% at high-temperature values, but a better agreement is
found for the lower values. Taking into account the error
due to reabsorption as mentioned above, we can expect the
temperature measured from the line intensity. ratio to be
about 20% lower than the real temperature of the plasma.

C. Time integration effects

We adjust the thickness of the target to shorten the
emission duration and to minimize the time integration of
the emissivities. Figure 5 shows the time dependence of
the He& and H& emissivities for two irradiation condi-
tions: 1.3-pm- and 0.9-pm-thick aluminum layers irradi-
ated, respectively, by a 0.53-pm —3X10' -W/cm and a
0.26-pm —1)& 10' -W/cm laser pulse. The emission dura-
tion is roughly the same as the laser pulse duration and
emission occurs very close to the laser maximum. One
can notice that the H-like emissivity is slightly delayed
with respect to the He-like emissivity (less. than 100 ps in
all the calculated conditions).

(a)

We calculated the effect of this time duration and delay
on the measured density and temperature. This is shown,
respectively, in Figs. 6(a) and 6(b) for 0.53-pm —3X10
W/cm laser irradiation. Figure 6(a) represents the densi-
ty profiles around the laser pulse maximum (b, t = —100,
0, + 100 ps) and the time integrated density weighted by
the emissivities of Her and Hr lines defined by

( n, )H H, (z) = f n, (t,z)IH H, (t,z)dt I IH H, (t,z)dt,

where z is the coordinate along the laser axis.
This "weighted" density corresponds to what is actually

measured by Stark broadening diagnostics. As can be
seen in Fig. 6(a), it gives results very close to the real den-
sity gradient shape. As expected, the H& weighting gives
a slightly lower density value due to the delay of the H&
emissivity.

Figure 6(b) shows the "diagnostic temperature" gra-
dient, deduced from the ratio of the time integrated line
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FIG. 5. Calculated time dependence of He& and Hz ernissivi-
ties. Solid line: He~ emissivity. Short-dashed line: H~ emis-
sivity. (a) and (b) correspond to different simulation conditions:
(a) 0.53-pm —3 && 10' -W/cm incident intensity, 1.3-pm Al
thickness; (b) 0.26-pm —1 &(10' -W/cm incident intensity, 0.9-
pm Al thickness.

FIG. 6. Code simulation (0.53-pm —3 && 10' -W/cm } showing
the effects of time integration on electronic density and tem-
perature measurements. (a) Density profiles. Solid lines: densi-
ty around the laser pulse maximum (0, +100 ps). Dashed lines:
"weighted" density profiles by He~ emissivity (long-short
dashes) and H~ emissivity (short dashes). (b) Temperature pro-
files. Error bars indicate the temperature around the laser pulse
maximum (+100 ps). The solid line represents the "weighted di-
agnostic" temperature deduced from a CRE model, using the
ratio of the time integrated populations of the bare and hydro-
genic ions.
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emissivities, together with the temperature gradient
around the laser pulse maximum ( —100 ps &dr & 100 ps).
Here, time integration effects are added to the non-
equilibrium-state systematic error described in Sec. IIIB.
We see that time integration does not affect the results
very much, due to the short emission duration. In con-
clusion, the diagnostic temperature gives results departing
from the real temperature by no more than 20—30%,
with a systematic underestimate.

IV. EXPERIMENTAL RESULTS

With the methods described previously, we studied the
spatial profiles of the line emissivities, of the electronic
density, and of the electronic temperature as a function of
the laser wavelength and intensity.

ne{lQ cm ) A =0.53pm Te( keV )

0.5

A. Laser wavelength effects

We show in Fig. 7 the density and temperature profiles
measured for 0.53-pm —3 X 10' -W/cm and 0.26-
pm —1X10' -W/cm laser shots. The comparison is in-
teresting since the density range is identical (the difference
of laser intensity is apparently compensated by the differ-

ence of wavelength). The maximum density reaches
3&10 cm in the two cases. One can notice that the
critical density is in the measured range for the uv case.
It is clearly evident that the density and temperature gra-
dients are steeper for 0.26-pm laser wavelength. The tem-
perature profile bends slightly around the critical point, in
the 700-eV region. Extrapolation in the coronal region
gives electron temperatures around 1 keV. However, this
has to be confirmed by other experiments due to the insuf-
ficient precision of the measurements.

B. Laser intensity dependence

Figure 8 shows the density profiles measured for 0.53-
pm laser wavelength and for intensities of 3X10' and
1~10' W/cm . The electron density is higher and the
density gradient is steeper for the greater laser intensity.
For the lower intensity, the emissivities were too small to
deduce the temperature profile. However, direct compar-
ison of the spatial position of the He& and H& emissivities
shows that the temperature gradient steepens for higher
laser intensity. Figure 9 shows the measured He& and H~
emissivities for three laser irradiances (1.1 X 10'",
1.4X10', and 3.0X10' W/cm ). The separation of the
He& and Hz emissivity maxima decreases when laser in-
tensity increases. This is characteristic of a steeper tem-
perature gradient because each ionic emissivity peaks for a
given temperature. This is clearly evidenced by the simu-
lations in which the maximum of Her is obtained at 520-
eV electron temperature and H& at 1 keV whatever the
time, the laser intensity, ' or wavelength may be.

V. CGMPARISQN BETWEEN EXPERIMENTS
AND SIMULATIQN
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We can get more physical insight from our experimen-
tal results by comparing them to code simulations. This
determines the parameters of the simulations which give
the best agreement. We discuss here the choice of these
parameters, i.e., the thermal flux limitation, the geometry,
and the laser intensity. Also, we look at the possible
reasons for remaining discrepancies. As the experimental
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FICx. 7. Experimental electronic density and temperature pro-
files for 0.53- and 0.26-pm wavelength laser irradiation. Lines
are drawn as an aid to the eye, solid line for density, long-
short —dashed line for temperature. Density is drawn from two
shots represented by different positions of the triangles. (a)
0.53-pm —3 & 10' -W/cm incident intensity. The long-
short —dashed line is the density profile obtained for 1)&10'-
W/cm laser intensity. (b) 0.26-pm —1 & 10' -W/cm incident
intensity.

)0 2Q zojm)

FIG. 8. Measured electron density profiles for varying laser
intensity. Laser wavelength is 0.53 pm.
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FIG. 9. He~ and Hz lines emissivity profiles measured for
0.53-pm wavelength shots at several laser intensities. Solid
lines: 3 && 10' W/cm . Short-dashed lines: 1.4&& 10' W/cm .
Long-short —dashed lines: 1.1 && 10' W/cm . The origin is
shifted to put in coincidence the He& line maximum.
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results have no absolute spatial origin, we shifted the ex-
perimental curves along the laser axis to bring the He&
emissivity to coincide with the computed one.

Figures 10 and 11 show the experimental electron den-
sity and temperature profiles of Figs. 7(a) and 7(b), drawn
to a smaller scale, and several computed fits. The simu-
lated electronic density profile is weighted by the He&
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FIG. 11. Influence of the geometry of the simulation on the
electron density and temperature profiles. Experimental profiles
are indicated by triangles and circles and simulation by lines
(solid line, spherical geometry; long-short —dashed line, planar
geometry). (a) 0.53-pm laser wavelength, (b) 0.26-pm laser
wavelength.
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FIG. 10. Comparison of experimental electronic density and
temperature profiles to simulations done for variable thermal
flux limitation. (a) 0.53-pm —3 & 10' -W/cm incident intensity,
spherical simulation. (b) 0.26-pm —1)& 10'"--W/cm incident in-

tensity, planar simulation. Experimental profiles are represent-
ed by triangles (density) and circles (temperature). The different
curves correspond to different flux inhibition, i.e., delocalized,

f=0.12, or f =0.03.

emissivity and time integrated. The electronic tempera-
ture profile is calculated at the maximum of the laser
pulse. As mentioned before, we expect the experimental
temperature profile to be about 20%%uo lower than the calcu-
lated one, especially in the outer regions. Transport
theory is checked in Fig. 10 and geometric effects in Fig.
11. For 0.53-p,m laser wavelength [Fig. 10(a)], the best fit
(solid line) has been obtained using the delocalized trans-
port theory, ' associated with spherical geometry. Long-
short —dashed lines show a strong inhibition case
(f =0.03). Clearly, it does not fit the experiment, as the
density profile is too low and the temperature profile too
steep. A flux limitation of 0.12 (short-dashed lines) can
also explain our data even if it is not the best fit. For the
uv case [Fig. 10(b)], very similar conclusions can be de-
rived, but the overall agreement is not as good as in the
0.53-pm case. Delocalized theory and f =0.12 flux limi-
tation give exactly the same profiles. The density profile
obtained for 0.03 flux limitation is compatible with the
experiment but the corresponding temperature profile is
still too steep. One can see that the sensitivity of the cal-
culated profiles on the transport flux limitation is weaker
for the 0.26-pm case. This is probably due to the fact
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that the measured range is no longer centered in the con-
duction zone but around the critical density.

As we expect that the geometry of the experiment is in-
termediate between planar and spherical, we have checked
the influence of geometry in the simulations. In Fig. 11
we have plotted the profiles computed with delocalized
theory and with both spherical (solid lines) and planar
(long-short —dashed lines) geometry. Figure 11(a) is
drawn for 0.53-pm laser wavelength and Fig. 11(b) for
0.26-pm. It shows that 0.53-pm experiments are better
described by spherical geometry and 0.26-pm data by pla-
nar geometry. However, in both cases the spatial profiles
are less sensitive to geometry than to thermal transport
description. As the focal spot is about the same in 0.53-
and 0.26-pm cases, we can explain this difference in terms
of the penetration of the laser light in the plasma. As the
critical density is closer to the solid in the uv case, the
conduction zone has a smaller spatial extent along the
laser axis and behaves as a planar layer. On the other
hand, in the 0.53-pm case critical density lies outwards
from the target and the lateral expansion is no longer
negligible. in the conduction zone.

Some discrepancies remain between experiment and the
closest simulation. They can be attributed to uncertainties
in the laser intensity fixed in the simulations: As shown
in Fig. 12, when we have plotted the weighted density
profiles obtained for 1 && 10' - and 1.5 && 10'"-W/cm laser
intensity, the calculated density profiles are very sensitive
to the laser intensity used in the simulation. A systematic
underestimate of the laser intensity can be a possible ex-
planation of the high measured electron density values.
Another explanation may be directly related to the Stark
broadening measurements. Indeed, we compare the He&
line profiles to theory for hydrogenlike lines. Overesti-
mates of the electron density can be made if forbidden
lines broaden the profile. '

Finally, two-dimensional effects can be invoked to ex-
plain the decrease of the density near the target. Indeed,
if a crater is formed very early during the interaction, '

the outer regions of the crater can reabsorb the emitted x

rays more strongly. The opacity will be very different
from its value at the maximum of emissivity, and the
"calibration" of the linewidth versus the density may be
wrong for this part of the spatial profile.

VI. CONCLUSION

The use of spot spectroscopy on layered targets and of
an imaging knife edge enable one to obtain a sufficient
spatial resolution for the determination of electronic den-
sity and temperature gradients in the transport region.
We have obtained here a set of density and temperature
profiles with about 20% precision and 3-pm spatial reso-
lution in the 15-pm-wide region accessible to measure-
ments in our spectral range. We made measurements
around the critical surface in the 0.26-pm laser wave-
length interaction.

Comparison of experimental profiles and simulations
shows that weak flux inhibition (nonlocalized or f=0.12)
prevails in the conduction region and near the critical
density region. Spatial resolution minimizes time integra-
tion effects when the emitting zone is moving in the plas-
ma. Indeed, x-ray emissions are strongly peaked at max-
imum laser irradiance, and spatial resolution seems to be a
much more critical point than time resolution in the
transport region.

Finally, these experiments not only point to the interest
of spectroscopic diagnostics for plasma measurements but
also show that the high-density conduction region of a
laser plasma is a well-diagnosed x-ray source perfectly
suited for high-density detailed spectroscopic studies.
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APPENDIX
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We have calculated the optical depth ~o and the line in-
tensity attenuation I/Io for the Her and Hr transitions
assuming that the plasma is homogeneous and that line
profiles are Stark broadened. The optical depth ro is
given by

ro —— fN(Z, I )D
ah 1

2m,
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FIG. 12. Sensitivity of the .simulation to laser intensity.
Comparison of the density profile measured for 0.53-pm wave-
length and 1)&10' -W/cm incident laser intensity with the
simulations calculated for 1.0& $0'" and 1.5)& 10' W/cm .

where a, h, and m, are the fine-structure constant, the
Planck constant, and the electron mass; f is the oscillator
strength of the considered transition (here n =4 through
n =1); N(Z, 1) is the population of the ground level of
the Z-time ionized ion; D is the plasma dimension along
the line of sight; and 3 is defined by

A = I q&(v)dv,

where p(v) is the line profile normalized to y(0) = 1 (3 is
of the order of magnitude of the linewidth).
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Using Stark profiles calculated by Kepple and Griem"
we find that A has a very slow temperature dependence
and varies as N, . For an electron temperature of 600
eV, we find

A(10' s ') =4.82+0.72(N /10 ')

maximum emissivity, Z being the average charge number
of the plasma. With these assumptions, we find the fol-
lowing.

(1) At the maximum emissivity of the Her line, assum-
ing N, =2& 10 cm

A(10' s ')=4 99+0 58(N /10 ')

for the He& line,

for the Hr line,

rp 6 I/Ip 0.5 for the Her line

'rp ((1, I/Io ——1 for the H& line

(2) At the maximum emissivity of the H& line, assum-
ing %,=10 cm

where X, is expressed in cm
The plasma is approximated by a 25-pm-thick homo-

geneous slab, which is a reasonable approximation for a
SO-pm-diam cylindrical plasma. We have calculated ~0
and I/Io at the spatial positions corresponding to the
maximum emissivity of the He& and H& lines. We have
estimated the populations of the ground states NH, and
NH from simulations and from a CRE model. Both of
these models give NH, -N, /Z and NH &&NH, at the Her
maximum emissivity and NH —NH, -N, /2Z at the Hr

rq —1 9, I./Iq —0.7 for the Her line,

ro—1 2, I./I& —0.8 for the Hr line .

Thus we find that under our experimental conditions,
taking into account opacity effects, the intensity ratio
IH /I„, is multiplied at worst by a factor of 2 where the

y
Her line dominates and is not modified in the outer part
of the plasma in the Hr line emitting zone.
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