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A finite-basis method [B.R. Johnson and W. P. Reinhardt, Phys. Rev. A 28, 1930 (1983)] recent-

ly introduced for calculating bound-free transition amplitudes is extended here to apply to the
Coulomb potential. This method is based upon the use of complex-coordinate techniques to calcu-
late matrix elements of the time-independent wave operators of formal scattering theory, and avoids
explicit enforcement of coordinate-space boundary conditions. Numerical experiments aiming at the
calculation of the known hydrogenic ground-state photoionization amplitude have been made with

use of different known forms of the two-body Coulomb wave operator. We have successfully repro-
duced the hydrogenic photoionization amplitude, but only within an accuracy and precision of about
l%%uo. The most plausible explanation for these numerical difficulties is associated with the singular
behavior of the "is" limit in Coulomb scattering theory. In shorter-range problems, this limit is

conveniently implemented by complex-coordinate techniques or complex-coordinate techniques in

conjunction with Pade extrapolation. However, neither of these methods effectively implements the
c~O limit in the Coulomb case.

I. INTRODUCTION

A new method has recently been introduced' for the
construction of bound-free transition amplitudes in a
broad range of systems. This requires the calculation of
matrix elements of Mqfller wave operators, and has the
promising features of using only finite-basis techniques
while automatically satisfying the asymptotic boundary
conditions on the scattering wave function. The first cal-
culations demonstrated the feasibility of the method for
both short-range (exponentially decaying) and long-range
( —1ir ) single-channel problems. This provides real en-
couragement for the extension to multichannel and
Coulomb scattering problems. This paper describes at-
tempts to numerically calculate bound-free amplitudes for
the Kepler problem. This differs from the previous
single-channel examples in that the wave operators for in-
teractions of charged particles are well-known to be of a
qualitatively different form.

The incentive for the pursuit of the present wave-
operator methods is the hope that partial scattering ampli-
tudes can be obtained even when a large, potentially infin-
ite, number of open channels are present. One specific ap-
plication we have in mind is the double-electron photoion-
ization amplitude for H above the three-body breakup
threshold, ' a region for which there do not as yet exist
systematic computational methods since the detailed
specification of the three-body Coulomb asymptotic form
has not been given. In this case the fact that explicit

Here D is the dipole moment operator and c the polariza-
tion vector. The continuum wave function can be ex-
pressed formally as

i
k+) =0' +—'

i
k), (1.2)

where 0' +—' is a Coulomb wave operator and
~
k) is a

free-particle state. When operating upon
~

k), 0' —+' can
be expressed in different forms involving the resolvent

coordinate-space boundary conditions need not be en-
forced in the finite L basis calculation would be used ad-
vantageously. Another planned application is in the cal-
culation of electronic amplitudes for molecular photoioni-
zation in the adiabatic nuclei approximation. ' This
would allow calculation of electron angular distributions,
in addition to the total cross sections, which are currently
calculable via moment imaging techniques. '

The use of wave operators is very straightforward in
principle. We take

i

ls ) to be the ground-state hydrogen-
ic wave function and ~k+) to be the three-dimensional
Coulomb continuum wave function for an ionized elec-
tron of momentum k. The superscript + ( —) denotes a
state asymptotically prepared in the past (future). The
transition matrix element describing ionization by a pho-
ton of frequency co (fixed by energy conservation) is then
given by'

1/2
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G(E+i e) =(E+ic,—H) (1.3)

of the internal two-body Coulomb Hamiltonian H.
Complex-coordinate techniques for calculating matrix ele-
ments of resolvents" ' can then be exploited, facilitat-
ing the necessary implementation of the limit m~0. The
key to the success of this approach is the fact that the ma-
trix element A is damped exponentially by the presence of
the bound-state wave function. Thus good approxima-
tions to the resolvent are required only over localized re-
gions of coordinate space.

We show that use of one of the standard forms of the
wave operator from the scattering theory of shorter-range
potentials leads to very stable partia/ results in the compu-
tation of the ground-state hydrogenic photoionization am-
plitude. This provides encouragement that the finite-basis
methods can indeed be adapted to transition amplitudes
for Coulomb problems. It is not possible to recover the
complete amplitude in this manner, however, because the
shorter-range wave operator is simply inappropriate to
Coulomb potentials. This is manifested by the appearance
in the resulting amplitude of the phase factor e+'
where Z is the nuclear charge. This factor is ill-behaved
in the limit c,~O. The same difficulty is well-known in
the context of the scattering amplitude for the two-body
problem, and also appears when more charged fragments
.are present. For N-particle Coulomb systems, Zorbas
has given a generalization of the wave operator which ex-
plicitly contains the inverse of the corresponding ill-
behaved phase factor. Computations based on this opera-
tor do not suit our purpose, however, in that we are seek-
ing a stable numerical method for determining matrix ele-
ments of the continuum wave functions (with the correct
normalization and phase) without singularities as the real
energy axis is approached.

Within time-dependent scattering theory, it was shown
by Dollard that wave operators for Coulomb scattering
could be obtained which contain extra terms over those in
the shorter-range case. It has been shown subsequently by
Gibson and Chandler that Dollard's results, when
transformed into the time-independent framework, lead
naturally to an operator involving a complex power of the
resolvent. (See also Refs. 7, 9, 11, and 12 for related
work. ) This complex power is no real complication for
our numerical methods, and so attempts were made to ob-
tain the photoionization amplitude using the wave opera-
tor corresponding to the work of Gibson and Chandler.
While these efforts were successful, there is unfortunately
a substantial sensitivity to the parameters used in the
finite-basis calculations, and nonsystematic convergence
or even divergence seems to be the general rule. The best
relative accuracy is approximately on the order of 1%.
Should this prove to be an absolute limit on the accuracy
available for a one-channel problem, it is unlikely that the
Gibson-Chandler method would yield a practical tool for
the much more difficult double photoionization problem.

There is a third wave operator, due to Mulherin and
Zinnes, which is more naturally suited to parabolic rather
than spherical coordinates. This operator has the advan-
tage of incorporating explicitly the leading asymptotic
distortion of the plane wave by the Coulomb potential.

(See also Refs. 20 and 21). This is in the spirit of distort-
ed wave calculations, but with no approximations made.
The problem thereby reduces to one involving operators
which take into account the ultra-long-range Coulomb
forces. Unlike the Gibson-Chandler and Zorbas opera-
tors, the Mulherin-Zinnes wave operator does not adapt
readily to a partial-wave expansion, but this slight techni-
cal disadvantage can be overcome in the current applica-
tion by projecting out the relevant partial wave. The nu-
merical results do indeed represent a small improvement
over those from the Gibson-Chandler operator, but not a
dramatic improvement.

Several other numerical experiments were made in at-
tempts to obtain higher accuracy. One finding was that
taking the wave operators off the energy shell (i.e., using a
finite value of e) causes the resulting amplitudes to con-
verge very rapidly. The finite-basis methodology is there-
fore capable of calculating the necessary matrix elements
extremely well, but only at unphysical complex values of

- the energy. Furthermore, attempts to extrapolate well-
converged off-shell amplitudes back to the real energy
axis also failed to lead to greater accuracy than the primi-
tive real-axis calculations. We now consider these diffi-
culties to be related to those discussed by McCartor and
Nuttall in extrapolating T-matrix amplitudes for
Coulomb scattering from the complex energy plane on to
the real axis. The problem for any of the wave operators
used is apparently due to a pathological behavior of the
function calculated in the iE limit. It is important to re-
mark that this is transparently so for the Zorbas operator,
but not for the others. In fact, our previous work for
non-Coulombic interactions had led us to hope that the
other operators would readily lend themselves to simple,
stable computational procedures.

Another point arising from the experiments with finite
c. is that the use of complex scaling actually destabilizes
the convergence of the off-shell amplitudes. The usual ex-
perience" ' in bound-bound and shorter-range bound-
free amplitudes is that the scaling allows one to effectively
avoid the poles occurring on the real axis in the finite-
basis approximation to the resolvent, thereby stabilizing
the results. On the other hand, in the off-shell ampli-
tudes, where the poles are avoided automatically, the op-
timal value of the rotation angle is found to be zero or
very close to zero, with larger values resulting in ampli-
tudes which diverge as the basis size increases. Not only
is the use of complex coordinates unnecessary in this con-
text, but it actually appears to be deleterious. This will be
discussed in more detail below.

The quality of the results obtained by the above
methods must be judged in terms of intended use. For the
problem of single-channel atomic or molecular photoioni-
zation a promising new method for calculation of ampli-
tudes may be at hand. Some numerical study will be
necessary to verify that in this case the combination of
short-range correlation and long-range Coulomb effects
are correctly described in this method. If the numerical
inaccuracies should prove to be comparable in one-
channel and multichannel photoionization, then the pro-
cedures outlined here would warrant further investigation.
However, viewed as a step towards calculating double
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photoionization amplitudes, it is likely to be a far more
difficult numerical procedure. The methods developed in
these initial efforts would not warrant a full-scale compu-
tational attack on the two-electron continuum.

The organization is the following. In Sec. II the
methods used in Ref. 1 for standard scattering problems is
reviewed. In Sec. III, the necessary operators and wave
functions for the two-body Coulomb problem are summa-
rized. The Zorbas operator is treated in Sec. IV, the
Gibson-Chandler operator in Sec. V, and the Mulherin-
Zinnes operator in Sec. VI. Section VII contains a discus-
sion. Analytic results connecting the Zorbas and Gibson-
Chandler operators are sketched in an Appendix.

wave function.
If the potential V is spherically symmetric, one can

make a partial-wave expansion of the plane wave %'p(k, r),

1/2
2

Xt'tl'lp(kr»i~(r ) ~in(k»
kr I, m

(2.6)

where the radial function «/ip(kr) is simply the regular
function corresponding to energy E and radial Hamiltoni-
an

II. NON-COULOMB %AVE-OPERATOR METHODS 1 d l(l+1)
2 2p 2

(2.7)

In our previous paper, ' we showed that it is possible to
use complex-coordinate techniques' ' to calculate
bound-free matrix elements of the form (&I&b,„„d

~

k+),
where +b,„„d is a function which decays exponentially
with r and

~

k+ ) is the continuum state appropriate to a
Hamiltonian

Similarly, the full three-dimensional wave function can be
expanded as

1/2

(k r)= gt Pi (k r)I'i~(r)&pm(k) '
(2 g)

kr

H=Hp+ V . (2.1)
with Pi

—'(k, r) corresponding to the radial operator

Here Hp is a free-particle Hamiltonian and V is a poten-
tial decaying faster at infinity than 1/r The . scattering
function can be obtained by application of the M@11er
wave operator to a plane wave, as indicated in Eq.
(1.2). Within time-dependent scattering theory, these
operators are expressed (with Pi= 1) as

0& +—& =s — lim exp(iHt)exp( iH&&t) . — (2.2)

Equations (1.2) and (2.2) correspond to propagating the
free-particle wave function backward (forward) in time
until the scattering potential is completely turned off, and
then propagating it back to the present with the full Ham-
iltonian H.

In the time-independent picture with which we shall be
working, the Mufller operator may be recast in integral
terms with a suitable convergence factor, '"' "

~(+ ) d~ e
—ate +iHte —' 0 (2.3)

0

The strong limit s~O is implied in Eq. (2.3). Application
to a plane-wave state then yields

)
~
k) e dte c& +iH& —'

&& +ik &/2 ~—k)
0

hi =hip+ V(r) . (2.9)

&4 11&'1 '&=&CIAO&+(0 ~~„~,r AD) (2.10)

The second integral can be subjected to the dilatation
transformation r —+re' with the result

(2.11)

in terms of the rotated quantities

(r) i e2ey/( ri e)e

hie=e ' chip+ Ve(r)

Ve(r) = V(«' ),

(2.12)

(2.13)

(2.14)

The radial wave operator is then as in Eqs. (2.5), except
that H is replaced by hi. The last form is convenient for
utilizing the coordinate-rotation method because c, only
occurs in the combination E+is. Lettiny P be a purely
radial function, the matrix element (p

~

p'i —') becomes

=+is( ,
' k +is H) '

~

k—)—
=[1+(,'k +is H—) 'V]

~

k—) . (2.4) p (ike, )=re &)/i p( k, re ) (2.15)

=1+G(E+ie.) V (2.5)

as standard forms of the Mgller operators, with the under-
standing that they are operating upon the free-particle

The fact that
~

k) is a solution of the free-particle wave
equation with energy E=k /2 has been used in obtaining
these identities. In terms of the resolvent of H, we shall
frequently refer in the following to

fl& +—'= +i eG (E+is)

C'ni«) =
(n +2l +2)!

)i+1 kr/21 2l+2(g—
(2.16)

For a given basis size X, this results in X complex eigen-
values E;e and eigenvectors X;e(r) The matri. x element in
Eq. (2.11) can then be approximated by

The radial Hamiltonian hIO is next diagonalized in a
convenient basis, in our applications the Laguerre basis

1/2
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In the examination of the Zorbas wave operator for the
two-body problem, we shall also consider the individual
spherical waves

(2.17) f+(k, v) =e " 'IV+;g, 3/2(+2ikr), (3.7)
where the parentheses indicate that there is to be no corn-
plex conjugation. This approximation of the resolvent
Green's function by square-integrable functions is only ex-
pected to be valid over a localized region of configuration
space, but this is the only region sampled in any case due
to the presence of the bound-state function (i] in the origi-
nal matrix element. The importance of the coordinate ro-
tation lies in the fact that the branch cut of the resolvent
is swept down into the complex energy plane at an angle
28 with respect to the positive real axis. ' This allows one
to take the s~O limit smoothly in each term of the sum
in Eq. (2.17) with no danger of a vanishing denominator.
The practical utility of this method has been demonstrat-
ed in our earlier examples. '

f+(k, r)~(2kr) +'"e +—'""—as v —+ co . (3.8)

In terms of these functions, the physical wave function
P(+](k,r) is

(k)
g(+'(k, r) = ——f (k, r)+ f+(k,r), (3.9)

2 ' J+k +

where the Jost functions J+(k) are given by

where the W's are Whittaker functions. These are the
solutions of the radial equation which are irregular at the
origin, and which have the following asymptotic
behaviors:

III. COULOMB WAVE FUNCTIONS
AND PARTIAL WAVES

The properties of the hydrogenic functions needed
below can be succinctly described. The discussion closely
follows that of Newton and the parallel description for
shorter-range potentials in Ref. 1.

The attractive Coulomb Hamiltonian is given by

(3.1)

1X»(r)= —R»(v) Yoo(v),r
(3.2)

where- F00 is a spherical harmonic and R&, is the radial
wave function

where Z is' the nuclear charge. The ground-state wave
function for this Hamiltonian is

I (k)=e " / /I (2+i') . (3.10)

~(1,2)f (k, r) f(] (k, r)= —h] (kr),

f(+'(k, r)~go+'(k, r) =j,(kr) .

(3.11)

(3.12)

~(1,2)
Here h] (kr) are spherical Riccati-Hankel functions,
and j](kr) is the regular spherical Riccati-Bessel function
mentioned in Eq. (2.6).

By use of Eq. (2.8) in (1.1), the Coulomb photoioniza-
tion amplitude can be reduced to

/I(k)= —(2') (I +q )'/ s.kI(k), (3.13)

where the radial integral I (k) is

In the limit that the nuclear charge Z vanishes, the above
radial functions reduce to the appropriate free-particle
analog s:

R] (r)=2Z3/2ve zr— (3.3) I(k)= I dr]t/( '*rR], . (3.14)
The three-dimensional scattering function has the expli-

cit form Since g( '(k, r)=g(+'(k, r) for real k, and R»(r) is real,
I (k) can also be written in the convenient form

I(k)= I drR„vq(+],
0

(3.15)

Xe'"']F](+ig; 1;+i(kr+k r) ), . (3.4) adopted in the remainder of the paper. The integral I is
straightforwardly evaluated in closed form:

where the ]F] is a confluent hypergeometric function and

Z/k . (3.5)

The wave function 4(+—'(k, r) has a partial wave expansion
as in Eq. (2.8) with the radial function g'] '(k, r) given by-

(,(k )
(2kr) +' „ /2 I (I+1+i')

I (2l +2)

3/p 4 — /2 I (2 ]7)) 1 ig
(1+q')' 1+ig

(3.16)

This will provide us with an absolute standard for judging
the numerical results of later sections. The helicity-
averaged cross section is then given by'

X ]F]( & + &+i g; 21+2; +2i kr ), (3.6)
(r= (1+g )

~

I(k)
~3c

(3.17)

Hereafter, we shall restrict discussion to l =1 and drop
this index except when necessary for clarity.

We will also have occasion to examine the individual
contributions of f+(k, r) to I(k). Thus we define
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I+(k)= J drRi, (r)rf+(k, r)/J+(k)

192iq I (2—ig)
Z ~ I (4—ill)(1+i')

&&2Fi(5,2 —iq;4 —ig;(I i—q)/(I ~ig)) .

(3.18)

I(k) = —J (k)Re[I~(k)] . (3.19)

We have taken the simple expedient in computing this
amplitude of summing the Gauss hypergeometric series
via Fade approximants. Inspection of Eq. (3.9) gives the
explicit connection between J+ (k) and &(k),

l

the two irregular functions. The inhomogeneous terms
f+/J+ cancel when the two spherical waves fp+ and
fo are combined to give go+' since

0o= ——,
' (fo~+fo (4.5)

i' fp+ ——0,(+) (4.6)

based on a proof for the analogous s-wave result. ' Ac-
cepting Eq. (4.6) for the moment, Eqs. (4.4) and (4.6) «11
us that

Equation (4.4) is valid even in the Coulomb case, as is
possible to verify directly through use of known forms of
the radial Coulomb Green's function. It was also con-
jectured that

IV. ZORBAS WAVE OPERATOR

As mentioned in the Introduction, it is known in the
literature of the two-body Coulomb problem that matrix
elements of the standard form of the T operator yield the
correct scattering amplitude, but multiplied by a
momentum-dependent term containing a phase factor that
diverges as c—+0. This phase factor also occurs in the
present context. If the standard wave operators in Eqs.
(2.5) are applied to a plane wave ~Pp(k, r), then

(1+g'+'V)fo+ =f~/~+

Furthermore, the radial analog of Eq. (4.1),

i sg'+'Qo =r(1+ ig)(2k /s)'"g'+',

combines with Eqs. (4.5) and (4.6) to yield

i''+'fo = —2I (1+iii)(2k /s)'"g'+' .

Finally, this and Eq. (4.4) lead to

(1+gi+ i V)f = —21"( 1+iri)(2k 2/e )'"g'+ i f /J—

(4.7)

(4.8)

(4.9)

+le
0' —'ep ——r( 1 /iq ) @i+—i(ir, r),

E
(4.1)

where ~P' —' is defined in Eq. (3.4). This identity can be
verified explicitly in the same vein as results presented in
the Appendix, although we do not do so here. %'e see that
the correct wave function is thus obtained except for a
multiplicative factor. This factor can, of course, be in-
cluded in the wave operator, which is then in the form de-
rived by Zorbas,

1 c.

I (1+iii)

+ltd
(+i c, )

E+i c.—H
(4.2)

~(+)
r(1+i') 2k'

+l fJ
(+is)

E+i c —h)
(4.3)

Zorbas has also given the generalization of this operator
to the case of X charged fragments.

This wave operator carries over directly to an expansion
in partial waves, in which case we have

I (k) = &R i, I
r(1 ~g'+'V)

I fp~ &, (4.11)

the terms involving the resolvent can be approximated by

&Ris I

rg'+'V Ifo+ &

iv (Ri.e I

re'I y e)(y e I
Ve

I
fo+e)

Egin E;e—(4.12)

(4.10)

With these developments, we have the extremely in-
teresting fact that the application of 1 ~g'+'V to fp+ pro-
duces a function which is well-behaved in the limit a~0.
Application of 1+g'+'V. to fo, however, produces both
terms that are well-behaved and terms that are not. The
validity of analogous results in the s-wave case has been
explicitly verified analytically. For the p wave, we instead
turned directly to numerical verification. The techniques
discussed in Sec. II were accordingly applied to the indivi-
dual free-particle spherical waves. Defining the ampli-
tudes

It appears from Eq. (4.3) that there is no simple expedient
for expressing this operator strictly in terms of the vari-
able E+sc, which would allow computations analogous to
our earlier work. However, certain identities derived
there are of interest in the present investigation. Specifi-
cally, it was proven that, if we denote the p-wave radial
resolvent with E+ic by g'+', then

'fo+ =(1+g'+'V)fo++ f /J (4.4)

In other words, although the two standard forms of the
wave operator produce the same result when acting upon
the spherical Riccati-Bessel function that is regular at the
origin, they produce different results when acting upon

Here Ri, e and fp+e are the rotated versions of the func-
tions [cf. Eqs. (2.12) and (2.15)], and E;e and X;e are ob-
tained by numerical diagonalization of the complex radial
Hamiltonian in the Laguerre basis of order 4. Comparing
Eqs. (4.7) and (4.11), the amplitude I+ is seen to agree
with the earlier definition in Eq. (3.18). The results ob-
tained for I+ are shown as a function of basis size in
Table I. It is seen there that the calculated amplitude is
converging to the correct value, but at a fairly slow rate.

It is possible that faster convergence could be obtained
by a careful optimization of the parameters I, and 0, but
this was not investigated. Instead, an extrapolation pro-
cedure which previously proved successful was adopted. '
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TABLE I. Values of the amplitude I+(k)=(R~,
~

r
~ f+ )/J+ calculated by use of Q'+'=1+6'+'V

and coordinate rotation. Extrapolated values refer to use of the epsilon algorithm on the intermediate
sum in Eq. (4.13). Parameters used are A, =1.8, 0=0.18, Z=1, and k =1. The exact I+(k} is
—2.617 17923 —i 1.735 61995.

10
20
30
40
50
60

Calculated
I+ (k)

—2.032 064 37—i 1.398 925 44
—2.492073 21 —i 1.886 849 68
—2.655 939 32—i 1.761 497 77
—2.620 834 85 —i 1.726 257 69
—2.615 087 98—i 1.735 459 66
—2.617201 15—i1.735 61945

Extrapolated
I+(k}

—2.617051 06—i 1.735 732 35
—2.617 17927 —i 1.735 61996
—2.617 17923 —i 1.735 61995
—2.617 17923 —i 1.735 61995
—2.617 17923 —E' 1.735 61995
—2.617 17923—i 1.735 61995

Inserting a resolution of the identity in terms of the
Laguerre basis into Eq. (4.12), we have

n=o i =1

«i.e «"
I
&ie)(& e I

~'n)

+tc— i8

(4.13)

A sequence of partial sums is generated by successively
taking the sum over n up to 0, 1,2, . . . , X —1. These par-
tial sums can be extrapolated by the epsilon algorithm,
which is used to form pointwise Pade approximants from
a given Taylor series. The results are given in the extra-
polated column of Table I, and show convincingly that
the complex-coordinate method is performing very well at
recovering the amplitude I+. Similar efforts with I
failed to shown any evidence of convergence, either with
or without the extrapolation procedure. This confirms
Eq. (4.4) and following. The partial amplitude lacking the
phase factor is computationally quite stable, while the am-
plitude containing this factor is not.

It was mentioned in Eq. (3.18) that the full amplitude
I(k) could be obtained from the partial amplitude I+(k)
if only there were an independent means of calculating the
Jost function to the same accuracy. The Jost function is,
of course, exactly known in the two-body problem, but
this is of little help for extension to three or more parti-

. cles.
The use of the operator QIz ' off the energy shell, that

is, for a finite value of E, is well-defined. Using the ap-
propriate form of the radial Coulomb Green's function,
we have been able to calculate analytically the result of
applying the Zorbas wave operator with a finite value of E

to a free-particle wave function. (Actually, the calcula-
tion was for the s wave, but this does not matter. ) At-
tempts to numerically analytically continue the resulting
amplitude back to the real axis were only accurate to
within a few per cent, which is in no way comparable to
the accuracy shown in Table I. This appears to be due to
the fact that the off-shell amplitude near the real axis is a
sum of two different series in the variable c.. The dom-
inant series for small c has a multiplicative phase factor
involving c. The off-, shell amplitude can be multiplied by

the inverse of this phase factor and the analytic continua-
tion procedure applied to the result. It then turns out that
the second series, even though vanishing for c—+0, muses
interference in the extrapolation. Exactly this phe-
nomenon has been discussed in the context of Coulomb
T-matrix calculations by McCartor and Nuttall. Simi-
lar difficulties in extrapolating e —-H amplitudes have
been discussed by Nuttall.

V. TIME-INDEPENDENT FORMS
OF THE DOLLARD WAVE OPERATOR

It was first shown by Dollard that the wave operators
for charged-particle interactions must be modified to ac-
count for the fact that the effects of Coulomb forces ex-
tend out to infinite separation. Working within the
framework of time-dependent scattering theory, he ob-
tained, instead of Eq. (2.2),

—rHOC(t j

f~+ oo

(5.1)

where Hoc(t) is given by

Hcc(t)=Hot Zsgn(t)( —V' ) —'/ ln( —2
~

t
~

V ) . (5.2)

;,(+) s "
~ y —1 u+tH~ +-'~oci'~—

QGc —— dtt e e e
I y 0

(5.3)

Besides the presence of Hoc(t) instead of Hot, Eq. (5.3)
also differs from Eq. (2.4) by the parameter y. This is
positive real, but otherwise unrestricted. Related develop-
ments ' may be found in the works of Prugovecki and
Zorbas, Tip, "and Gesztesy. '

Upon application of QD
+—' to the plane wave state

~

k),
one obtains

This operator has recently been used in finite-basis calcu-
lations of the Coulomb scattering amplitude by Kroger.
His work is in a certain sense a time-dependent analog of
ours.

~ A transcription of Dollard's work to the time-
independent framework has been given by Gibson and
Chandler. From their work, it is found that QD—' may be
expressed in similar fashion to Eq. (2.4),
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~(+)
~

j ) dt iy —1 Et—e+iHte+ik t/2+ivln(2k t)
~

1 )I (y)

(2k2)+ig di iv —le+it(H E+—it)
~

1 )I (y) 0

=i+-"(2k )+'" (E+i e H—) "~ k), (5.4)I y

holds as well, but these results are not discussed here.
The key point in the use of QGc' would seem to be that

the problems associated with the phase factor c+'" are
avoided when the complex power of the resolvent is used.
We therefore used the matrix methods described before to
construct the amplitude I(k) according to

where we have used Eq. (3.5) and the definition I(k)=(R„irQ', +
i P ) . (5.9)

V= f+l 7j' (5.5)

Thus, the Gibson-Chandler form of the wave operator in-
volves a complex power of the resolvent rather than the
usual real power found in Eq. (2.5). As with the Zorbas
operator, these results extend to multiparticle Coulomb
problems with more than two charged fragments —a
necessary feature for the possibility of extending our cal-
culational methods to the three-body breakup in H . In
proving that this leads to the correct Rutherford scatter-
ing cross section, Gibson and Chandler use the fact that
this complex power of the resolvent can be replaced by a
convolution integral over the energy appearing in the usu-
al resolvent,

(E+i a H)—l
~ +(1—v)

r(v)r(1 —v)

X I dyy (E+iy+ie H)—
0

0&y&1 . (5.6)

QiGc i -+'(2k )+'"e——r (E+i e h)—
I y

(5.7)

We have used derivations along the lines of the Appendix
to verify that the radial equation

'(k r)=Q)+—Gcfo(k r) (5.8)

We have used this fact and Hostler's integral representa-
tion for the Coulomb Green's function to verify that ap-
Plication of QGc' to %o does indeed Produce qt'+' of Eq.
(3 4). As mentioned earlier, there is also a straightforward
radial analog to these equations in which the wave opera-
tor contains the radial resolvent instead of the three-
dimensional one,

We now take advantage of the freedom of choice for the
specific value of y. Using y = 1 and the free-particle wave
equation satisfied by go, we get

QI+~'~go iE(——2ik ) '"I (1 i g—)(E+i c h)—'+'"go

I (1—ig) [( .
~ )tq)

( 2 'k 2
)
l'tt

+ (E +ich) ,—'+'"V]go . (5.10)

This puts the wave operator into a form suitable for tak-
ing the e~O limit, since it only appears within the com-
bination E+i E, as discussed above for the standard wave
operators of Eqs. (2.5).

The results of the above procedure are exemplified by
the second column in Table II. The amplitudes obtained
with varying basis size are clearly in the proximity of the
exact amplitude, but there does not appear to be a sys-
tematic approach to the latter, and they eventually diverge
as N is increased with all of the other parameters fixed.
This is in distinction to the behavior (at least the observed
behavior) for the shorter-range potentials considered in
Ref. 1. It is, however, consistent with the general pattern
of the results obtained by Kroger in using Dollard's
wave operator, upon which QGc' is based, for calculating
the two-body scattering amplitude. We have found a very
sharp dependence of our results upon the rotation angle 8
and, to a lesser extent, the nonlinear parameter A, . In fact,
it is very easy to enter into a parameter regime in which
the calculated I(k) diverges quite strongly with basis size.
Attempts at extrapolating an intermediate sum as in the
case of Eq. (4.13) met with no success.

With this disappointing turn, we attempted another
procedure which recently proved successful in extracting

TABLE II. Values of I(k) from Eq. (5.9) with Gibson-Chandler wave operator. The parameters
used are the same as in Table I. Extrapolated values in this case are the [X/2 1, X/2 —1] appr—oxi-
mants obtained from the sequence of calculated I(k) for basis sizes 1,2, . . . , 2V; Exact
I(k) =0.652965 5 —i0.343065 8. Shown in the fourth column is the extrapolated total photoabsorption
cross section, for which the exact value is 0.03326 a.u. . The extrapolated value for the Coulomb phase
shift 5, =arg[1 (2+i')] is given in the last column; the exact value is 0.4838 rad.

10
20
30
40
50
60
70
80

Calculated
I(k)

0.7024 —i 0.2463
0.6973—i 0.2781
0.6846 —i 0.2927
0.6824 —i 0.3012
0.6714—i 0.3017
0.6737—i 0.3302
0.7135—i 0.2661
0.4399—i 0.3255

Extrapolated
I (k)

0.7296—i 0.2567
0.6842 —i 0.2943
0.6725 —i 0.3186
0.6662 —i 0.3281
0.6607 —i 0.3317
0.6608 —i 0.3324
0.6591—i 0.3339
0.6592 —i 0.3341

Extrapolated
0 (a.u. )

0.036 57
0.033 91
0.033 85
0.033 71
0.033 41
0.033 45
0.033 37
0.033 39

Extrapolated
6, (rad)

0.3518
0.4062
0.4424
0.4576
0.4653
0;4661
0.4689
0.4691
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free-free transition matrix elements for an asymptotic r
potential. Although the complex-coordinate calcula-
tions in that case actually diverged with increasing basis
size, it happened that Pade approximants (Shanks extra-
polants) formed from the divergent sequence converged
with no difficulty at all. The results of such a procedure
in the present context are presented in the third column of
Table II. The entries are the diagonal Pade approximants
of order N/2 1 o—btained from the amplitudes I(k) cal-
culated with basis sizes 1 to N. It appears from these and
more extensive results that the extrapolation procedure
converges with moderate stability with respect to the pa-
rameters used. However, if it does indeed converge, it is
at such a slow rate that there is little promise in pursuing
this route. The photoabsorption cross section o. and the
Coulomb phase shift are both obtainable from the extra-
polated results, the first through Eq. (3.17) and the second
from the negative of the argument of the matrix element
I(k) (see Ref. 1). These quantities are also given in Table
II.

With the failure of these results, we decided to investi-
gate more carefully the limit E~O. The hope was that,
while the algorithm did not possess any obvious singular
behavior in this limit, greater stability might still be
achieved by moving off the energy shell, i.e., using a finite
value of c.. This is dramatically borne out by the sample
results in Table III, which show a marked improvement in
the convergence of I(k) with increasing e. We therefore
have a clear indication that the amplitudes can be calcu-
lated by the present procedure to a satisfactory accuracy,
but that the quantities the calculations represent have a
problematical behavior in the approach to the real axis.
Furthermore, efforts at analytic continuation of con-
verged off-shell calculations back to the real axis met with
only partial success, just as for Qz—' in Sec. IV. This is at
least consistent with the remarks made in the Appendix
that the singularity structure in the analytic treatment of
the two operators is the same.

It should be noted that c. in Table III has been taken to
be zero. Finite values of E obviate the need for complex-
coordinate rotation in the resolvent matrix elements since
the poles in the energy denominators are then bounded
away from the real axis automatically. In addition to be-
ing unnecessary, however, nonzero values of 0 were found
to very quickly degrade the convergence of the finite E

amplitudes. This was something of a surprise since one

VI. MULHERIN-ZINNES %'AVE OPERATOR

The third form of the Coulomb wave operator investi-
gated here is the one obtained by Mulherin and Zinnes.
This operator, unlike the two above, is most naturally
described in parabolic coordinates in the two-body case.
Application of the Mulherin-Zinnes wave operator to a
plane wave yields the result

II(+) ikr, hm it(H —k2/2)~(+)(k r)Mze =s — rm e
t —++ co

(6.1)

where Pc
—'(k, r) is a plane wave modified by the familiar

logarithmic distortion

Pc—'(k, r) =exp[ik r+ir) 1n(kr+k r)] . (6.2)

In analogy to non-Coulombic scattering, the form of Eq.
(6.1) leads to a representation of the wave operator in
terms of the resolvent

&~z) —+ " (kr+k r)+'& .
E+tc,—H

(6.3)

This type of representation (at least for the two-body

expects (or hopes for) a certain degree of 8 invariance in
the matrix elements, especially. given the damping influ-
ence of the bound-state wave function. The initial impli-
cation was that complex coordinates can fail miserably in
some imprecisely known manner, and that this might con-
tribute to the problems in the i c. limit. Upon closer exam-
ination, however, the finite e results were found to diverge
in a spiralling manner as the basis size X was increased.
Exactly this behavior was observed in the computation of
free-free transition amplitudes for the long-range —1/r
potential of Ref. 32. We have found that the Fade extra-
polation of the amplitudes with X which proved success-
ful there also cures the divergence of the present off-shell
amplitudes for nonzero 0. Thus, at least in conjunction
with the extrapolation, a good degree of 0 invariance is
actually found. This is an informative discovery: Even if
it is not immediately clear how the extrapolation could be
generalized in more complex problems (e.g. , multichannel
problems or different bases lacking the analytic structure
of the Laguerre functions), we have a clear indication that
coordinate rotation does not irreversibly upset the conver-
gence.

TABLE III. Calculated values of the amplitude I(k) for three values of c in the Gibson-Chandler
wave operator. The parameters used are the same as in Table I except that the angle 0 is taken as zero.

c.=0.0 c,=0. 1 g=0.2

10
20
30
40
50
60
70
80

0.14+
1.22—
0.69—
0.12+
0.46—

—0.14—
0.00+
0.23—

i 0.17
i 0.63
i 0.09
& 1.10
i 0.46
i 0.16
i 0.47
i 0.46

1.16403—i 0.092 77
1.25462 —i 0.234 16
1.268 28 —i 0.228 89
1.268 43 —i 0.225 86
1.267 70—i 0.226 87
1.268 20—i 0.227 10
1.268 24 —i 0.226 99
1.268 22 —i 0.227 01

1.490616 1 —i 0. 188 5014
1.507 954 1 —i 0.208 999 4
1.509 8600—i 0.209 580 8
1.509 976 2 —i 0.209 408 4
1.509 975 4—i 0.209411 2
1.509 978 1 —i 0.2094104
1.509 978 0—i 0.209 409 5

1.5099780—i0.209409 5
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problem) as been discussed briefly by Mulherin and
Zinnes, Chandler and gibson, ' and Rosenberg.

It is apparent from Eq. (6.3) that the wave operator
does not have as simple a form in spherical coordinates as
in parabolic coordinates. Nonetheless, it is possible to
project out the individual partial waves of the full scatter-
ing function as given in Eq. (2.8). If the z axis is taken in
the k direction, then multiplication of Eq. (2.8) by Y~o(r)
and integration over the angles of r leads to

'~kr
2l+1

' 1/2

fdr qI'+-'(k, r) Y&o(r) . (6.4)

G(r, r', E+i E)=,gg~(r, r', E+i E)Y&~ (r) Y~~(r')rr'
&

(6.5)

can then be used to rewrite Eq. (6.4) as

The partial wave expansion of the full Green's function

2'(k, r) =i mkr
21+1

1/2

dr YIo r Mz+0 & r

=+
I [m(2l +1)] ' fdr' , g—t(r v E+i'~)YIo(r )4c (k r ) ., 1

2l' r (6.6)

The integrals over angles in Eq. (6.6) can be performed
without great difficulty. We have verified Eq. (6.6) expli-
citly using the radial Green's function, although we again
pass over details.

Having convinced ourselves of the 'correctness of Eq.
(6.6), we next turned to the problem of converting Q~~z~ to
a form amenable to the previously described matrix
methods. This can be accomplished by noting that
Pc—'(k, r) obeys the equation

This has. a similar structure to the ordinary results
described by Eq. (2.4) except that the plane wave is re-
placed by the distorted plane wave Pc— and V to the right
of the resolvent is replaced by a term which decays as
I lr It is a. lso singular in the forward (backward) direc-
tion, but all integrals will still be finite.

The radial wave function can now be obtained through
the projection procedure and use of the new form of the
Mulherin-Zinnes wave operator

Z2
(H —E)y,"-'=

kr(kr+k r)
(6.7) g'+'(k r) =(—')' fdr Yi'o(r)%'+'( kr)

l

Thus, the full scattering function can be obtained by use
of

=q,'+'(k, r)+q,'+'(k, v) . (6.9)

q ' +'(k, r) =nor-zq'o(k, r)

=+iEG(E+i e)P'c—'

Z2
1+G(E+is) tIt p' .

kr(kr+k r)
(6.8)

A natural division of P' '+( kr) has been made here into a
Born-like term and a residual term. The Born term is the
p-wave projection of the asymptotic wave function pc+',
and the residual term makes up the difference between it
and the exact p-wave function. The angular integrals can
be done exactly, with the results

gz+'(k, r) = (2kr) '"e '"' ~F~(1;2—ig;2ikr) — &F&(2;3 i';2ikv)—
1 —l Y/ 2 —l 'g

(6.10)

OO

(k+, r)=(3~) '~ f dr'g(r, v';E+iE) fdr'[(kr' k r') 'Y—fo(r.')Pz+'(k, r')]
l

Z=—(2k) '" dr'g(r, r';E+iE)(v') ' '"e
2 0 (6.11)~F~ (2;2 —iq;2ikr') —~F~ (1;1 i ri;2ikr')—

1 —ig

The radial amplitude I(k) now consists of two contri-
butions, with the one originating from ps+' posin no
computational problems. The one arising from Ps+ can
be calculated by the complex-coordinate method again,
with the Green's function approximated by the L,
methods used before.

Table IV lists some representative findings from this
approach. The amplitudes calculated with QM~ are stable
for some range of X and then eventually diverge quickly.
This problem can be largely overcome by introducing a
resolution of the identity to the right of g'+' and then us-
ing the epsilon algorithm to extrapolate the resulting sum
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TABLE IV. Calculated values of I (k) using Mulherin-Zinnes wave operator. Extrapolated values in
this case refer to intermediate-sum extrapolation similar to that used in Table I. Parameters used are
A, =0.8, 0=0.6, Z =1, and k =1. Exact I(k)=0.6529655 —i0.3430658. Shown in the fourth
column is the extrapolated total photoabsorption cross section, for which the exact value is 0.03326
a.u. . The extrapolated value for the Coulomb phase shift is given in the last column; the exact value is
0.4838 rad.

10
20
30
40
50
60'
70
80

Calculated
I(k)

0.6403 —i 0.3017
0.6523 —i 0.3172
0.6533—i 0.3263
0.6532—i 0.3306
0.6532—i 0.3332
0.6836—i 0.3257
9.5 —i 13.9
1&&10 —i 2.2~10

Extrapolated
I(k)

0.6644 —i 0.2464
0.6S37—i 0.3212
0.6541 —i 0.3348
0.6525 —i o.3392
0.6S30—i 0.3381
0.6531—i 0.3389
0.6S31—i 0.3385
0.6527 —i 0.3385

Extrapolated
0. (a.u. )

0.030 70
0.032 43
0.033 01
0.033 06
0.033 06
0.033 10
0.033 08
0.033 05

Extrapolated
6, (rad)

0.3551
0.4567
0.4731
0.4794
0.4778
0.4787
0.4782
0.4784

[cf. Eq. (4.13)]. As can be seen from the extrapolated
column of Table IV, this procedure remains stable even in
the face of rampant divergence of the original amplitudes.
We have generally found that the Mulherin-Zinnes opera-
tor is capable of greater accuracy than the Gibson-
Chandler operator. This is represented by comparison of
the phases 5, obtained here and in Table II. We attribute
this increase in precision to the I/r behavior of the fac-
tor to the right of the resolvent in Eq. (6.8). This is still
considerably less accurate than desired, if implementation
in the three-body case is to be attempted. Once again,
evaluation at finite c. stabilizes the amplitude very strong-
ly.

VII. DISCUSSION

An extensive investigation has been made into use of
finite-basis and wave-operator techniques to calculate the
hydrogenic photoionization amplitude. Different means
of calculating the matrix element replete with the phase
information contained in the scattering function have
been attempted, but have been met with only qualified
success. The quality of amplitudes obtained suggests util-
ity of the method in molecular photoionization. However,
numerical difficulties have been encountered which ap-
pear to be connected with the nonanalytic structure for
Coulomb scattering in the a~0 limit. The difficulties
have limited the ultimate precision to about 1%. This is
discouraging given that similar methods have reproduced
total photoeffect cross sections to several significant fig-
ures' ' and that equally good convergence was obtained
in the use of only the outgoing spherical wave in Sec. IV.
On the positive side, it is hoped that-the evidence present-
ed here will eventually lead to a resolution of the conver-
gence problems, and allow the methods used to be extend-
ed to multiple ionization processes.
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vania under National Science Foundation Grant No.
CHE-84-16459. Work at Ohio State University was sup-
ported by National Science Foundation Grant No. CHE-
82-17439, and work at Lawrence Livermore National
Laboratory was performed under the auspices of the U.S,
Department of Energy under Contract No. W-7405-Eng-
48.

APPENDIX

Gibson and Chandler have given a rigorous
momentum-space demonstration that the wave operator in
Eq. (5.4) leads to the correct form of the two-body
Coulomb scattering amplitude. This derivation moreover
was free of divergent phases that had existed in previous
calculations. We give below a sketch of the coordinate-
space proof that QGc' transforms a plane wave into the
appropriate Coulomb continuum function 4'+' given in
Eq. (3.4). The outline of the integral evaluation (which in-
volves taking a tricky singular limit similar to that in Ref.
8) is informative because it is closely related to those
occurring for the other forms of the wave operator, and
also in the partial-wave analogs for the Gibson-Chandler
and Zorbas cases. We have confidence that the details of
rigor can be filled in, but they are not our primary con-
cern in this paper.

Equations (5.4) and (5.6) lead immediately to the fol-
lowing expression for the Coulomb scattering function:

qy(+) k r (2k 2) —iq&1+ig

r() )r(1—v)

X f dyy "Jdr'G(r, r', E+iy+ia)
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From Hostler's work, there is a convenient integral rep-
resentation for G:
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G(r, r', E+iy +i e)

iK y~d
2m'

lP
s + 1 iKs(r+r')e
s —1

, K—=E+iy+iE, Im(K) ~0,

cosO=r r' .

(A3)

(A4)

(A5)
&&Jo(2K[rr'(s —1)]' cos(8/2) )

where Jo is a Bessel function and

(A2)

\

To allow for certain values of p, the integral can be
transformed into a contour integral which encircles the
point s =1 with an infinitesimal radius.

We now have for Eq. (Al), using the results of Ref. 27,

EP

0"+'= — f d "Kf d (K —k )
(2n) I (y)l (1—v) o i s —1

X[ 2iKs(K—s k)+2—K k.rs(s —1) (K s +k—)K (s 1)r]—
K k.—K (s —1)Xexp +s

2 2 2+Ek r
2 2 2Xs —k Ks —k

(A6)

With hindsight, we may identify the term

(K's' —k') '=[k'(s' —1)+i(y+e)]
as the cause of the divergence of the double integral in Eq.
(A6). If e were taken to be 0 before the integral evalua-
tions, then there would be a nonintegrable singularity at
s =1 and y =0. This is integrable as long as e is finite,
but the result will be ill-behaved- as c—+0. To extract the

singularity explicitly, therefore, we can make the changes
of variables,

s =1+2cv, (A8)

(A9)

Retaining everywhere only the leading powers of e, we
find that Eq. (A6) becomes

4k 4(2k 2) —ivle ik r

8x x Gv.
(2n. )

i I (y)1 (1—v)

v
—l YJ

[2k u+i(x+1)]
r

(x+1)(kr —k r)X exp
2k u+i(x+1)

i (x+1)
2k

—u(kr —k.r)

(A10)

While this looks very complicated still, it is possible to simplify it enormously by making another change of variables, -

i (x +1)U= M
2k

followed by a rotation of the integration path back to the real axis. We thus find that the integral becomes

&

—i rleik r oo

dxx (x+1)(2~)'~'I (y) I (1—v)

iw(kr —k.r) i (kr kr)—
exp 18+1

(A 1 1)

which can be evaluated from known integrals,

[ ~

I (1+'q) ~,F, ('q; I;'(k —k ))](2') ~ I (y)l"(1—v) I (I+&'g)

e qm/2
I (1 i q)e' 'iE)(ig; 1;i (kr ——k.r)) .(2~)'" (A13)
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Thus, the exact three-dimensional Coulomb wave function
has been recovered, assuring us of the proper normaliza-
tion in our numerical calculations and reaffirming the
correctness of the results of Gibson and Chandler.

It should be noted especially that, in the final analysis,
the y or x dependence of the integral has factored; that is,
the variable associated with the convolution over the ener-

gy of the normal resolvent was only involved in the most
singular part of the integral by a multiplicative (normali-
zation) factor. Upon reflection, this fact shows that the
Coulomb wave function could be obtained by the use of
the ordinary Coulomb resolvent given a suitable normaliz-
ing factor. This, of course, is precisely what is accom-
plished by the Zorbas wave operator. 9

B. R. Johnson and W. P. Reirihardt, Phys. Rev. A 28, 1930
(1983).

C. M@11er, K. Dan. Vidensk. Selsk. Mat. Fys. Medd. 23, 1

(1945); Reprinted in Quantum Scattering Theory, edited by M.
H. Ross (Indiana University Press, Bloomington, 1963).

3R. G. Newton, Scattering Theory of Waues and Particles
(Springer, New York, 1982), 2nd ed.

4J. R. Taylor, Scattering Theory: The Quantum Theory of Non
relativistic Collisions (Wiley, New York, 1972).

5J. D. Dollard, J. Math. Phys. 5, 729 (1964); Rocky Mountain J.
Math. 1, 5 (1971).

D. Mulherin and I. I. Zinnes, J'. Math. Phys. 11, 1402 (1970).
7E. Prugovecki and J. Zorbas, J. Math. Phys. 14, 1398 (1973).
8A. G. Gibson and C. Chandler, J. Math. Phys. 15, 1366 (1974).
J. Zorbas, Lett. Nuovo Cimento 10, 121 (1974); J. Math. Phys.

17, 498 (1976).
oC. Chandler, Nucl. Phys. A 353, 129c (1981).

~ ~A. Tip (unpublished).
F. Gesztesy, J. Math. Phys. 23, 74 (1982).
J. B. Donahue, P. A. M. Gram, M. V. Hynes, R. W. Hamm,
C. A. Frost, H. C. Bryant, K. B.Butterfield, D. A. Clark, and
W. W. Smith, Phys. Rev. Lett. 48, 1538 (1982); 52, 164
(1984).
T. N. Rescigno and C. W. McCurdy, Phys. Rev. A 31, 624
(1985).

~5P. W. Langhoff, in E/ectron-Molecule and Photon-Molecule
Collisions, edited by T. N. Rescigno, V. McKoy, and B.
Schneider (Plenum, New York, 1979), p. 183; P. W. Langhoff,
in Resonances in Electron-Molecule Scattering, van der 8'aals
Complexes, and Reactive Chemical Dynamics, edited by D. G.
Truhlar (American Chemical Society, Washington, D.C.,
1984), p. 113.

~6K. Gottfried, Quantum Mechanics, Vol. I: Fundamentals
(Benjamin, New York, 1966), Sec. 58.

7B. R. Junker, Adv. At. Mol. Phys. 18, 207 (1982); W. P.
Reinhardt, Ann. Rev. Phys. Chem. 33, 223 (1982); Y. K. Ho,
Phys. Rep. 99, 1 (1983}.

. T. N. Rescigno and V. McKoy, Phys. Rev. A 12, 522 (1975);
T. N. Rescigno, C. W. McCurdy, and V. McKoy, J. Chem.
Phys. 64, 447 (1976).
C. W. McCurdy, Phys. Rev. A 21, 464 (1980).
L. Rosenberg, Phys. Rev. D 8, 1833 (1973).

~ C. Chandler and A. G. Gibson, J. Math. Phys. 15, 291 (1974).
2 These points were made to the authors by C. Chandler (privatecommunication�}.

2 G. D. McCartor and J. Nuttall, Phys. Rev. A 4, 625 (1971}.
M. Gell-Mann and M. L. Goldberger, Phys. Rev. 91, 398
(1953).

2sG. A. Baker, Jr. , Essentials of Pade Approximants (Academic,
New York, 1975).

2 See, for instance, remarks made in Ref. 8.
27L. Hostler, J. Math. Phys. 5, 591, 1235 (1964).
2 L. Schlessinger, Phys. Rev. 167, 1411 (1968).

J. Nuttall, in Inuited Papers and Progress Reports of the
Seventh International Conference on the Physics of Electronic
and Atomic Collisions, Amsterdam, 1971, edited by T. N.
Govers and F. J. de Heer (North-Holland, Amsterdam, 1972),
p. 265.
H. Kroger, J. Math. Phys. 24, 1509 (1983); Phys. Lett. 135A,
1 (1984); Phys. Rev. C 30, 1390 (1984).

This operator is called the Gibson-Chandler operator here
since these authors developed (Ref. 8) in detail the necessary
mathematics for its derivation for general values of the pa-
rameter y. Although the resulting wave operator had been
discussed earlier by C. Chandler (unpublished), it was only for
the closely related Coulomb scattering operator that an exact
form was given in Ref. 8. The form of the wave operator was
later explicitly derived for us by A. Tip (unpublished), using
the results of Ref. 8. It is to be noted, however, that the in-
tegral representation in Eq. (5.3) was given earlier for the spe-
cial case y =1 by Prugovecki and Zorbas (Ref. 7). It was also
given by Gesztesy (Ref. 12), with a subsequent reduction to
the form given in Eq. (5.4) for this particular value of y. Al-
though the calculations we report here are also specialized to
this case, we have performed some numerical investigations
based upon more general values. While nothing conclusive
could be drawn from these experiments, it is possible that this
extra freedom can be used to advantage in calculations if the
problems discussed in this paper can be successfully resolved.
B. R. Johnson and W. P. Reinhardt, Phys. Rev. A 29, 2933
(1984).
H. A. Yamani and W. P. Reinhardt, Phys. Rev. A 11, 1144
(1975).


