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Charge-state distributions of nitrogen ions resulting from the foil-induced dissociation
of 4.2-MeV N2+ ions
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We have studied the dependence of the charge-state distributions of heavy-ion fragments resulting

from the foil-induced dissociation of 4.2-MeV N2 ions on the thickness of the carbon target foil.
The results are compared to those distributions measured for impact of 2.1-MeV N+ projectiles.
Whereas the mean charge state for atomic-ion impact is already equilibrated in moderately thin tar-

gets (2 p, g/cm ), those measured for molecular-ion impact are strongly dependent on the target
thickness, even for the thickest targets (20 pg/cm ). The distributions for molecular-ion impact
show a marked shift towards lower charge states, evidencing an enhanced electron-capture probabil-

ity over the case of monatomic-ion impact. A quantitative model is described which explains this

phenomenon by reducing the two-center potential of the cluster fragments to a separation-dependent
one-center potential.

I. INTRODUCTION

%'hen diatomic projectiles are incident at MeV energies
upon a foil, most of the binding electrons of the projectile
molecule are stripped off within the first few angstrom
units of penetration into the solid target. The resulting
two highly charged nuclei rapidly separate due to their
mutual Coulomb repulsion, converting their initial elec-
trostatic potential energy into kinetic energy of their rela-
tive motion. This dissociation process (which proceeds
with a characteristic time of several femtoseconds) has
been termed a Coulomb explosion. ' For fast (MeV) ions
in thin ( —100 A) foils, the constituent nuclei traverse the
target in —1 femtosecond. These Coulomb explosion
fragment ions then emerge into the vacuum downstream
of the target with an internuclear separation —1—5 A.
Because of this fact, fast molecular-ion beams provide a
unique source of energetic projectile nuclei which are
correlated both spatially and temporally. The recognition
of this feature has prompted several recent investigations
of various aspects of the interactions of these ions with
matter. In particular, the foil-induced dissociation of
fast molecular ions has been used by several groups to
provide new information about molecular-ion struc-
tures, ' the charge states of fast ions inside and outside
solids, ' the interactions of such ions with the solid,
as well as other atomic collision phenomena.

Because of the proximity of the ions during, and im-
mediately after, traversal of the target, Coulomb explosion
experiments provide a way to study the evolution of final
charge states of heavy ions with a femtosecond time
scale. Already, several experimenters have reported
charge-state-dependent effects seen with molecular-ion
clusters. ' ' " For short dwell times in the target (so
that the fragment ions are close upon exit) experiments
with hydrogen molecular ions have shown an enhance-
ment of the yield of neutral hydrogen fragments from the
Coulomb explosion. ' It has been argued that this is a

consequence of the enhanced density of electrons at the
exit produced by the correlated pair of ions. This
phenomenon has been shown to be a function of the rela-
tive orientation of the exiting ions.

There have also been suggestions of enhanced electron
capture from experiments with diatomic clusters of heavy
ions. "' '~ These results have taken the form of fragment
charge-state distributions which appear to be shifted to-
ward lo~er charge states in comparison to those measured
with isotachic-monatomic-ion beams. These results, while
highly suggestive, have not been convincing because of the
effect of the broadening of the angular distributions of the
emitted fragment ions due to the Coulomb explosion. Be-
cause this broadening increases with increasing charge
state, experiments which do not fully integrate over all
fragment ions are susceptible to systematic errors which
lower the observed mean charge state. ' While providing
a utilitarian mean charge state, the results to date have
made it difficult to properly interpret the observed differ-
ences between mean charges observed with molecular- and
atomic-ion beams and thus there have been no theoretical
attempts to explain these data. We report the results of
an experiment designed to address these shortcomings.
These findings have enabled us to form a simple model
explaining the observed phenomena.

II. EXPERIMENT

Data for this experiment were collected at Argonne ¹

tional Laboratory's 4.5 MV Dynamitron accelerator, using
a beam line specifically designed to measure, with very
high resolution, the distribution in energy and in angle of
ions resulting from the dissociation of MeV-molecular
ions. The general characteristics of this beam line have
been described in greater detail elsewhere, ' so only
features of the apparatus pertinent to the present experi-
ment will be emphasized here.

Isotachic beams of 2.1-MeV N+ and 4.2-MeV Nz+
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were individually extracted from the accelerator, magneti-
cally analyzed, and collimated to an angular divergence of
0.11 mrad full width at half maximum (FWHM) by a pair
of 1-mm-diam apertures separated by 7.7 m. Such long
flight paths can produce up to a few percent of undesired
particles in the incident beam as a result of charge-
changing and fragmenting collisions with residual gas
molecules, even with the vacuum of about 2&&10 Torr
maintained in the beam line. To solve this problem, the
incident beam passes through a uniform electric field just
ahead of the target foils. The resulting "predeflection" of
the incident beam separates the desired ions from any
unwanted ones. The flux of ions incident on the target
was monitored by "chopping" the incident beam and
counting the number of ions scattered from the gold sur-
face of the chopper blades.

The targets used in these experiments were a set of five
thin, amorphous, self-supporting carbon foils, ranging
in thickness from 75—780 A. These thicknesses were
chosen to provide dwell times of the incident ions inside
the target ranging from 1.4—14.5 femtoseconds. In the
case of incident Nz, this translates into a range of inter-
nuclear separations of 1.5—9 A for the two resulting frag-
ment ions at the exit side of the foil. The thickness of the
targets was monitored during the experiment by repeated
measurements of the energy loss of the incident N+ in
each target relative to the energy of the incident ions pass-
ing through the "pinholes" in our thinnest targets. '

The outgoing ions were detected 6.3 m downstream of
the target by an electrostatic analyzer having a fractional
energy resolution b,E/E =8.4X10 (FWHM) and an
overall angular resolution of 0.17 mrad (FWHM). Since
this analyzer is in a fixed location, angular distributions
of the outgoing fragments are obtained by stepping a volt-
age applied to a set of parallel-plate deflectors, located
just downstream of the targets. The resulting "postdeflec-
tion, " used together with the "predeflection" already dis-
cussed, also serves to separate the angular distributions of
the variously charged nitrogen ions leaving the target.
This, together with the charge-state selectivity of the elec-
trostatic analyzer, allows the measurement of angular dis-
tributions for each final charge state with assurance that
only the selected charge state is being detected. Energy
spectra of the outgoing ions were obtained by setting the
postdeAection voltage to a value corresponding to the
peak yield for a particular charge state and then stepping
the voltage applied to the analyzer.
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move the exiting ions resulting from these isotachic con-
taminants to somewhat different angles in the angular
spectra. Indeed, they can be seen in some of the angular
scans in Fig. 1 as small peaks on the flanks of the main
distribution (especially evident for q =3). Owing to their
well-determined shape and relatively small size, they can
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FIG. 1. Some representative energy and angular distributions
for nitrogen fragment ions, in various final charge states q, re-
sulting from the dissociation of 4.2-MeV N2+ in a 2-pg/cm
carbon foil. The laboratory energies are expressed relative to the
mean energy of the exciting ions in each case.

III. RESULTS AND ANALYSIS

Figures 1 and 2 display examples of sets of energy and
angular distributions measured for a carbon target 2
pg/cm thick for molecular and atomic projectiles,
respectively. Before these data can be used to extract
charge-state distributions, the effects of contaminant
beams must be removed. This problem arises mainly for
the molecular projectiles, which are accompanied by a
small fraction of N+ and N from molecules dissociated
upstream of the target in collisions with residual gas mol-
ecules. As explained in Sec. II, the pre- and post-
deflection of the beam on both sides of the target will
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FIG. 2. As in Fig. 1 for the case of impact by 2.1-MeV N+
ions.
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be subtracted from the main distribution with good accu-
racy (see discussion of errors below).

Now the abundance fraction of each exiting charge
state (from 1 + to 6 + ) has to be extracted from the mea-
sured energy and angular distributions. The analysis is
done differently for the molecular and atomic projectiles,
as explained below.

In the molecular case, the velocity with which the frag-
ment arrives at the detector is given by V =u+ Vo, where
Vo is the beam velocity and u is the additional velocity
acquired by the fragment due to the Coulomb explosion.
Multiple scattering, initial vibrational excitation of the
molecule, etc., wi11 cause u to have a distribution in mag-
nitude as well as its obvious distribution in spatial orienta-
tions, thus yielding the characteristic distributions both in
the energy and angular scans (see Fig. 1). Since

~
Vo

~
/

~

u
~

—100, the angular deviation from the center
at the average energy is approximately proportional to

~
u ~. Because the internuclear vectors in the incident

molecules are randomly oriented in space, we expect an
isotropic distribution of u, every pair of points equidistant
from the center of the angular scan representing the inten-
sity on a spherical shell in the u distribution. The total
number of molecular fragments emerging with the charge
state q [ YM(q)] will therefore be proportional to

YM(q)= J NM(8, q)8 d8 (1)

where N~(8, q) is the number of counts at laboratory an-
gle 8 (measured with respect to the beam direction). The
assumption of isotropy is certainly not true near the beam
direction, where the asymmetry due to wake effects ap-
pears (see Fig. 1). However, this effect is present for only
a very small fraction of the total solid angle and is not li-
able to affect the fragment angular distributions for in-
cident molecules with internuclear vectors transverse to
the beam direction. ' Apart from this negligible effect,
measurements of full "rings" show that the u distribu-
tions are generally isotropic (see, e.g., Ref. 15).

In the case of atomic impact, the distributions in energy
and angle of the exiting ions are principally determined by
energy straggling and small-angle multiple scattering pro-
cesses in the target. The latter effect especially can vary
considerably with charge state. ' Figure 2 displays such
spectra for impact by atomic projectiles. Since the angu-
lar scan is taken at the average energy, with a fixed energy
width, the ratio of the total counts in the energy scan to
the peak value is first determined

R = IN(E)dE/N(Eo) . (2)

Then, each point in the angular scan is given a weight 0
since it represents a ring of all particles scattered to that
particular angle, at energy Eo. The normalization to the
whole energy spectrum is then done by multiplication by
R. This results in
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statistics and the subtraction of the contaminants. In the
present experiment, the statistical errors were low and
thus the second factor is dominant. The estimated uncer-
tainties are +1.5% for the most probable charge states
(q =2—4). For the remaining charge states, errors were
(3—5)%, principally due to the background subtraction
procedure and to the lower yields. The error in the aver-
age charge state is, of course, smaller —generally about
+0.7% ( —+0.02 units of charge). Th'e corresponding
charge fractions [Fq (q) and F~(q) j are derived by nor-
malizing the yields Y„(q) and YM(q), respectively. Fig-
ure 3 displays some typical charge-state distributions of
the exiting fragments both for atomic and molecular pro-
jectiles for 100- and 345-A targets.

In Fig. 4 the average charge states for the molecular
and atomic projectiles, qM and qz, are shown as functions
of the target thickness. The prominent feature in these
figures is the fact that while the atomic distribution seems
to be already equilibrated at about 100 A, the molecular
distribution starts out with an average charge state small-
er by about 0.25 charge units than the atomic one, and ap-
proaches it slowly, not quite reaching there even for the
thickest target used. This represents a shift of —8% in
the mean charge state. The slight decrease in the average
charge state for the thickest target in the atomic case is
due to the fact that the distributions were measured for a
constant incoming rather than a constant exit velocity.
For the thickest target the projectile suffers an already
non-negligible energy loss of 128 keV, which should
reduce the average charge state by 0.07. of a charge unit. '

This number agrees very well with the decrease seen in
Fig. 4 (see dashed lines). For the molecular case, this ef-
fect is obscured by the still increasing qM toward qz as
mentioned above.

The same features are again demonstrated in Fig. 5,

Yg (q) =R J Ng (8,q)8 d 8 . (3)

When the yields of the different charge states have been
normalized by means of the counts in the detector at the
chopper, the charge-state distribution is readily extracted.
Uncertainties in the results have two principal origins:

FICx. 3. Normalized charge-state distributions [I'M(q) and

Fz(q)] for nitrogen ions in various final charge states resulting
from impact of 2.1-MeV/atom N2+ and N+ ions, respectively.

0
Data are shown for 100- and 345-A-thick targets. The lines are
drawn merely to guide the eye.
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clude the correction, as described in the text, for the energy loss
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FIG. 5. Ratios of the charge-state fractions for molecular-
and atomic-ion impact as a function of the final exit-ion charge
state for varying target thicknesses as shown.

where the ratios of the fractions from molecular projec-
tiles to those for atomic projectiles are displayed for each
measured charge state, as a function of target thickness.
Another interesting feature of the data, which is most
prominent in Fig. 5, concerns the very large difference be-
tween the atomic and molecular projectiles for the exiting
6 + charge state. Whereas for 1 + to 5 + the ratios of
the exiting charge fractions F~(q)/FM(q) start out in the
range 0.6—1.4 for the thinnest target and get quite close to
unity for the thickest one, F~(6)/F (M6)=5 for the thin-
nest target and targets much thicker than the ones mea-
sured are needed to bring it close to unity. It should be
pointed out that owing to its very small absolute value,
changes in the 6+ fraction do not affect the average
charge state appreciably.

IV. DISCUSSION

The main features of the data presented above are the
following:

(i) For the case of molecular-ion impact, there is a total
shift of the charge-state distributions toward lower
charges when compared to those distributions measured
for atomic-ion impact. For the dominant charge states,
the shapes of the distributions are not significantly dif-
ferent for atomic- and molecular-ion impact.

(ii) Although for atomic-ion impact the yields of the
dominant charge states are equilibrated in the thinnest
targets, the case of molecular-ion impact shows apparent
nonequilibration even for the thickest targets, though the
trend is to asymptotically approach the atomic distribu-
tion with increasing target dwell time.

The first observation underscores the fact that this
phenomenon cannot result from the redistribution of
valence electrons between the dissociation fragments exit-
ing the foil. Because it conserves valence electrons, such a
process would not produce a shift in the mean charge, but
would instead merely narrow the distribution. The shift
must be caused by an enhanced capture of target elec-
trons. Redistribution effects no doubt do play a role in
suppressing the yields of the very rare highly charged ions
far from the equilibrium mean (i.e., 6+ and 7+), and
therefore probably account for the anomalous behavior of
the 6+ fraction noted above. Because of the low yields
of such ions, this should not significantly affect the yields
of the predominant charge states near the mean. The
second result implies that the cross sections for capture
and loss of target electrons are dependent on the internu-
clear separation of the dissociation fragments. We thus
hypothesize that in both cases, the absolute magnitudes of
the charge-exchange cross sections, for the exiting ions,
are sufficiently large to achieve equilibrium in all of the
targets. However, for the case of the molecular projec-
tiles, the cross sections for electron capture at exit are
dependent upon the internuclear separation and thus lead
to apparent nonequilibration (i.e. target-thickness depen-
dence) of the measured charge-state distributions.

In order to pursue this question further, we have sought
to extract "effective" capture and loss cross sections for
both the cases of atomic- and molecular-ion impact. Al-
though these distributions are equilibrated, it is simple to
extract the ratios of capture and loss cross sections for
single-electron charge-changing, if multiple-electron pro-
cesses can be neglected. ' ' Studies of ion-atom col-
lisions involving nitrogen ions in this velocity range sup-
port such an assumption as multiple charge-changing
cross sections are found to be at least an order of magni-
tude smaller than those for the corresponding single-
electron processes. ' ' Furthermore, the symmetry of
our measured charge-state distributions is a strong indica-
tion that multiple electron processes do not play an im-
portant role in the formation of the charge states we have
detected. Subject to this assumption, for a finite set of
ion charge states at equilibrium, single-electron loss and
capture must cancel and thus 18

F(q)~'j=F(q +1)cr~+'
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FIG. 6. Emergent-ion charge-state fractions for atomic- and
molecular-ion impact upon a 345-A target, as in Fig. 3, plotted
with a linear scale. The dashed and solid lines are fits to the
atomic and molecular data, respectively, as described in the text.

where a f and o~ are the effective single-electron charge-
changing cross sections for loss and capture respectively,
by an ion with initial charge state q.

In order to reduce the number of free parameters re-
quired to describe the equilibrium charge-state distribu-
tions, we now impose two additional simplifying assump-
tions on the charge-state dependencies of these cross sec-
tions:

(i) The capture cross sections 0.~ are assumed to be pro-
portional to an unknown power (p) of the charge state q,
i.e.,

oq =Caoq

(ii) The loss cross sections crf are assumed to be propor-
tional to the number of L-shell electrons for each charge
state, i.e.,

~t=~,(5 —q) (6)

where C and o.o are constants of proportionality.
Both of these assumptions are based on the fact that for

the ion beams studied in this work, the L-vacancy frac-
tions are small, as is evident from the 6+ and 7+ frac-
tions in the measured charge-state distributions, and thus
we are concerned primarily with L-shell electrons. Under
such conditions, the single-electron-capture cross sections
do indeed exhibit a power-law dependence upon q, with
exponents varying between -2 and -5, depending upon
the collision partners and ion velocities for the cases stud-
ied. Also under these conditions, the total loss cross
section for electrons within a given electronic shell, is ex-
pected to be proportional to the number of such
equivalent electrons. ' This is the basis for our second as-
sumption.

Using these assumptions, and Eq. (4), we are able to ex-
tract the power p and constant C by best fitting the data.
The results of this fitting procedure are displayed in Fig.
6. The value of the power p extracted (2.8+0.3) is con-
sistent with the expected range noted above. The constant

C was determined by this fitting procedure to be
0.05 0.02. It is interesting to note in this context that
subject to the assumptions stated above, the generalized
Oppenheimer-Brinkmann-Kramers formula (OBK)
would predict that the capture cross section exhibit a
charge-state dependence scaling roughly as q (q+ 3). A
least-squares fit of a power-law dependence to the capture
cross sections calculated with the OBK formula, as has
been done with the experimental data, gives an exponent
of 2.5. Using the capture cross sections given by this for-
mula, and loss cross sections derived from scaled ioniza-
tion data, the constant C is predicted to be 0.06. Based
on these comparisons, we believe that these cross sections
accurately represent the data for the case of impact by
atomic ions.

In order to describe the case of impact by molecular
ions, we note that the target thickness required to equili-
brate the charge-changing processes, is much thinner than
2 pg/cm, as evidenced by the data for atomic-ion impact.
Indeed, using the capture and loss cross sections calculat-
ed as described above, we find a predicted equilibrium
length of 0.2 pg/cm . We thus assume that the capture
and loss cross sections for the case of molecular-ion im-
pact are also sufficiently large to equilibrate the charge-
changing processes within the thicknesses of targets stud-
ied. However, the electron-capture cross sections in this
case are presumed to be dependent upon the internuclear
separation of the exiting fragments and thus implicitly
thickness dependent. Because of the short equilibration
length, it suffices to calculate these cross sections at the
exit of the foil. Upon exit from the foil, the clusters stud-
ied in these experiments have mean internuclear separa-
tions varying from 1.2 to nearly 9 A, calculated on the
basis of a simple Coulomb explosion in the foil. These
distances are large compared to the L-shell radius of the
atomic-nitrogen fragment ions (-0.4 A) and the adiabat-
ic distance (0.41 A) for projectile ionization. Based on
these considerations, we approximate the two-center po-
tential of the exiting cluster as an effective central poten-
tial in which the partner fragment of each exiting ion pro-
duces a weak perturbation of the atomic potential of that
ion. %'e thus assume, for the purpose of computing the
capture cross section, an effective charge q' given by

q'"=q+x(q)

where, (q ) is the measured mean exit charge and x is a
perturbation parameter to be determined. The parameter
x will, of course, be thickness dependent, asymptotically
approaching zero as the target thickness (and exit separa-
tions of the fragments) increases.

Substituting q' for q in Eq. (5), and using the con-
stants p and C obtained from fitting the atomic data, we
use Eqs. (4)—(6); with x as the only free-fitting parameter,
to fit the molecular charge-state distributions for each tar-
get thickness. A typical fit is shown in Fig. 6. The pa-
rarneters x extracted by this procedure are displayed in
Fig. 7 as a function of the mean exit separation of the ex-
iting fragments. It is interesting to ascribe a physical in-
terpretation to this parameter by noting that for internu-
clear separations (R,„) large compared to the L-shell ra-
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We have conclusively demonstrated the systematic shift
of the distributions of final charge states, for Coulomb ex-
plosion fragments compared to isotachic-monatomic-ion
beams. This shift includes both an enhanced yield of

dius (rt ) we may rewrite the two-center potential acting
on an electron at rL as

q/rL+(q)/R, „=[q+(rL/R,„)(q)j/rL . (8)

We thus expect an enhancement in the effective charge as
postulated by Eq. (7) and identify x as the ratio vL /R, „.
This ratio, which is plotted as a solid line in Fig. 7, shows
remarkably good agreement with both the absolute magni-
tude and the trend of the data with increasing target
thickness.

V. CONCLUSIONS

lower charge states (below the equilibrium mean) concom-
itant with a decrease in the yield of charge states above
the mean and thus essentially preserves the shapes of the
distributions. From the trends of the data, it was shown
that this shift is attributable to an enhanced electron-
capture probability for ions emerging from the target foil
as spatially correlated diatomic clusters.

A simple model was presented relating the charge-state
distributions measured for molecular-ion impact to the
equilibrium distribution measured for the case of impact
by a monatomic-ion beam. This model describes the ap-
parent nonequilibration of the molecular-ion charge-state
distributions as a simple consequence of electron-capture
cross sections dependent upon the internuclear separations
of the exiting cluster fragments. Because this separation
is large compared to the orbital radius of captured elec-
trons, the enhancement of the electron-capture cross sec-
tions can be treated as a weak perturbation of the poten-
tial at the position of the electron. Such an approxima-
tion allows the estimation of this enhancement. This
model, though admittedly overly simplified, resolves the
long-standing problem of understanding the distributions
of final charge states when heavy diatomic molecular ions
exit from solids.
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