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Densities of C, 0, and Si impurities during the steady-state portion of Alcator-C discharges have
been computed from spectroscopic measurements of the absolute brightnesses of visible and uv emis-
sion lines in combination with a one-dimensional transport calculation which models the charge-
state and emissivity profiles. Profiles of all the charge states of a particular impurity were calculat-
ed by utilizing independent measurements of plasma density and temperature and by solving the
coupled system of transport and rate equations connecting the ionization states. These profiles were
then used to calculate emissivity profiles by solving the matrix equation relating the level popula-
tions through collisional excitation, collisional deexcitation, spontaneous emission, inner-shell ioniza-
tion, and cascades from upper levels. Three different types of limiters (molybdenum, graphite, and
SiC-coated graphite) have been used on the Alcator- C. It was observed that the principal impurities
in the plasma, under most conditions, were determined by the type of limiter material being used.
However, the source of the impurities could be either the wall or the limiters, since it has been
shown that the wall becomes coated with- limiter material. A significant influx of impurities directly
from the limiters was often seen during the application of lower-hybrid-frequency rf power to the
plasma.

I. INTRODUCTION

The density and spatial distribution of impurities in a
tokamak discharge can greatly influence the characteris-
tics of the plasma. Even a modest amount of impurities
can affect energy confinement, especially the heavier im-
purities which do not become fully stripped and radiate
mostly from the central region of the plasma. Too large a
concentration of impurities can cause disruptions or result
in considerable radiative power loss. ' For these reasons it
is essential that plasmas in reactor relevant regimes be
kept clean (Z,tt-l}. However, small amounts of light
impurities can be tolerated, and may in fact be beneficial,
since they radiate from the edge region of the plasma and
should therefore help keep the temperature at the edge
low. This, in turn, can reduce sputtering from edge struc-
tures. Spectroscopic instruments, operating from the
visible to the x-ray region of the spectrum, are typically
used to study impurities in tokamak plasmas. The
principal instrument used in this experiment is a spectro-
graph covering the visible and uv portion of the spectrum
(2000—8000 A}. Additionally, some of the data presented
are from measurements taken using vacuum uv mono-
chromators.

In Sec. II, the spectrograph and the Alcator-C tokamak
will be described in more detail. A brief survey will also
be given of diagnostics that routinely operate on the Alca-
tor tokamak. Section III contains an explanation of the
theoretical model and numerical computations which
were used to obtain absolute impurity densities. Section
IV shows typical examples of emissivity, brightness, and
impurity-density profiles, calculated from the numerical
simulations. Finally, Sec. V contains a study of how im-

purity emission from Alcator-C depends on the type of
limiter material being used. A comparison is shown of
low- to medium-Z impurities resulting from molybde-
num, graphite, and SiC-coated graphite limiters. The in-
flux of impurities into the plasma during lower-hybrid-
frequency rf heating is also examined.

II. EXPERIMENTAL ARRANGEMENT

Most of the measurements reported here have been ob-
tained using a 1.5 m grating spectrograph with a Wads-
worth mounting. The instrument has a reciprocal linear
dispersion of nominally 10.8 A/mm in first order using a
concave holographic grating with 600 G/mm. One of the
advantages of this instrument's wavelength range is that
no vacuum is needed and the absolute calibration, using a
tungsten lamp, is straightforward and relatively accurate.
The disadvantage is that it is more difficult, theoretically,
to obtain impurity densities from the characteristic lines
in this part of the spectrum, because the emission is most-
ly from the edge region of the plasma where there is more
turbulence and the plasma parameters are less well
known. In addition, as will be discussed later, poloidal
and toroidal asymmetries are generally important. There
are two modes of operation for this spectrograph. The
first consists of using a film attachment that can take film
spectra in the range 2000—8000 A. Film spectra were
recorded every few months in order to obtain a survey of
the emission lines and verify which impurities were
present in the plasma. A portion of a densitometer trace
of one such spectrum is shown in Fig. 1. In the usual
mode of operation, the absolute brightnesses of emission
lines were measured as a function of time. Up to ten
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FIG. 1. Densitometer trace of a film spectrum, integrated
over several plasma shots.

PLASMA

emission lines were recorded simultaneously by sending
the light through quartz optical fibers to photomultiplier
(PM) tubes as shown in Fig. 2. The fiber arrays are con-
nected at one end to a brass plate which attaches along the
exit plane of the spectrograph. Slots had been milled into .
th.e plate at the locations where chosen emission lines were
focused on the exit plane. The fibers transfer the light
passing through the slots to the photomultiplier tubes,
whose output signals are then digitized and stored on a
computer.

Measurements from other diagnostics were used to sup-
plement the spectrograph data. Two vacuum uv mono-
chromators were utilized: one is a grazing incidence
monochromator covering the wavelength range 50—500
A; the other is a normal incidence monochromator cover-
ing the range 1200—2300 A. Electron density is measured
on Alcator-C using a five-chord laser interferometer.
Electron temperatures are measured by Thomson scatter-
ing, ECE emission, and soft x-ray emission.

The Alcator-C tokamak is a high-field, high-density

plasma confinement device which has a major radius of
64 cm and a minor radius of 16.5 cm. A typical discharge
for which these data were taken had the following condi-
tions: toroidal field Bz ——80 kQ; line-average electron
density N, =2X10'" cm; central electron temperature
T, =1500 eV; and plasma current I&

——450 kA. The
range of plasma parameters is BT——40—120 kG,
%, =1&10 —1&10 cm, and T, =1—3 keV.

Characteristic time histories of impurity lines are
shown in Fig. 3. They consist of an ionization spike at
the beginning of the discharge when the plasma is rapidly
being heated and then, after about 10 msec, the ionization
states reach a steady-state equilibrium. It was during
this steady-state portion of the discharge that the impuri-
ty densities were calculated.

Impurity concentrations were computed for only a lim-
ited range of plasma densities, 1 X 10' cm & 2V,
&2)& 10' cm, where the plasma was well behaved and
its parameters could be accurately measured. An example
of the variation of CITY and Cv brightnesses with line-
average electron density can be seen in Fig. 4. For
X, &1X10' cm, the plasma exhibits nonthermal ef-
fects and the dominant contribution to Z,~~ is from
heavier impurities (with molybdenum limiters), while for
X, &2&10' cm the plasma experiences what are re-
ferred to as "marfes. " A marfe is believed to be a thermal
instabi1ity which results in a po1oidally asymmetric high-
density region of plasma near the limiter radius and usual-
ly close to the inside major radius edge of the plasma. '

III. NUMERICAL MODELINEx. THEORY

The method used here to obtain impurity densities be-
gins with the determination of the theoretical charge-state
profiles based upon the measured electron density and
temperature profiles and an impurity transport model. A
good review of different transport models can be found in
Ref. 11. Charge-state profiles as a function of time are
computed first by solving the coupled system of transport
and rate equations ' connecting the ionization states:
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or by diffusion plus a small amount of convection.
Empirical relationships for the confinement time r and
the diffusion coefficient D, as a function of various plas-
ma parameters, were determined. These formulas for r
and D, which assumed no inward convection, were initial-
ly used in the computation. To investigate the effects of
convection, an analytical expression for the confinement
time is employed, '

S2 e' —S —1 rL7= sec,
56+5' 4S'

ne(10' cm )

FIG. 4. CIII and CV plotted as a function of line-average
electron density with all other plasma parameters remaining
constant. I~ =400 kA and B~——100 kG. For line-average elec-
tron densities above 2)&10' cm the effect of "marfes" can be
seen in the C III emission.

dN' rt
N, N'I(—1,2)+N, N R(2, 1)—V I',

at

BN rt =N, N'I(1, 2)—N, N I(2,3)
at

+N, N R (3,2) N, N R (2—, 1)—V I

"dN'(r, t)
at

=N, ¹ I (z —l,z) N, N'R (z,z ——1)—7 I';

1 '(r) = DUN' N'U- , —
U(r) =U, r lrL,
D (r) =const,

~here N' is the density of the ith ionization state, N (r, 0)
is the initial density of the singly ionized impurity, I is
the flux, I(i,j) is the ionization rate' from charge state i
to state j, R (i,j) is the recombination rate, ' D is the dif-
fusion coefficient, v(r) is the convection velocity, u, is a
constant, rl is the minor radius, and z is the nuclear
charge. Impurity-injection experiments performed on
Alcator-A and -C (Ref. 16) showed that impurity trans-
port was inconsistent with neoclassical theory and instead
could be described solely by an anomalous diffusion term

I

where S is the dimensionless "convection parameter"
given by S =rL U, /2D. Effects of convection can be in-
cluded by choosing an appropriate value for U, and ad-
justing D so that the confinement time given by Eq. (2)
remains the same.

Finding a steady-state solution of Eq. (1) requires in-
tegrating the equations for several confinement times until
essentially all the particles are lost. The time integral d.en-
sity profiles are solutions for a steady-state source as ex-
plained in the Appendix.

Once the charge-state profiles have been computed, the
next step in the calculation of the absolute charge-state
density is to compute the emissivity and brightness pro-
files and then finally to normalize all the profiles to the
measured central-chord brightness of an emission line.
The intensity of the emission lines observed here are deter-
mined mainly by electron impact excitation and spontane-
ous decay between the separate energy levels of the ion.
Rate coefficients' for each of the individual transi-
tions, from quantum number n = 1 to n =3 or 4, are used
in the calculations. The excitation rate coefficients were
determined by fitting a function to the collision strengths
of each transition. This function of electron energy,

f (E), is then integrated over all energies, using a Maxwel-
lian distribution, to get the excitation rate coefficient as a
function of electron temperature. Higher n levels have
been included by using expressions for average spontane-
ous decay rates and average excitation rates. The emis-
sivity of a photon is directly related to the density of the
excited state from which the line was emitted, through the
relation E(p, q)=N'(p)A (p, q), where A (p, q) is the spon-
taneous decay rate " from level p to q and N'(p) is the
density of level p in charge state z. Using the density of
this excited state and assuming a steady state, a matrix
representing a system of m equations is solved to deter-
mine the density of all the individual energy levels up to
n =4 and the average density for n & 4. The equations are
the following:

B¹(2;r) =0= g N'(p)A (p, 2) —N'(2)A (2, 1)+ N, g N'(p)X(p, 2) —N, N'(2) g X(2,p)+N, N' 'I, (z —l,z;2),
P

=0= g¹(p)A (p, 3)—¹(3)g A (3p)+N, gN'(p)X(p, 3) N,¹(3)QX—(3p)+N, N' 'I, (z —l,.z;3),

(3)

BN'(m +1;r)
Bt

=0= —N'(m +1)g A (m + l,p)+N, gN'(p)X(p, m +1),
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where X(p, q) is the collisional excitation (or deexcitation)
rate from level p to q and I, is the collisional inner-shell
ionization rate. Note that it is not necessary to include
the equation for the ground-state density since the density
of one of the excited states is computed directly from the
measured brightness of an emission line and we are left
with m equations and m unknowns.

Level populations (for n &4) are determined principally
by spontaneous decay and electron impact excitation
among low n energy levels. However, collisional inner-
shell ionization and cascading from high-n levels also in-
fluence, to a lesser degree, the level populations and have
therefore been included in the calculations. Dielectronic
recombination and charge exchange have been neglected
here. These processes could be important in determining
the population of high-n energy levels but will have negli-
gible effect on the intensities of the measured lines.

Collisional inner-shell ionization is an atomic process
where ionization occurs through the loss of an inner-shell
electron, leaving the ion in an excited state. This rate is
much less than the total ionization rate and therefore has
no effect on the charge-state distribution. However, it can
slightly change the population of excited energy levels and
has therefore been included in Eq. (3).

Excited states with high quantum numbers (n &4) can
influence the population of low n states through cascades.
This effect has been taken into account by using average
transition rates between quantum levels n; and nj.
Including these higher-n excited levels changes the com-
puted density of ionization states, particularly those with
metastable levels (e.g., C III, Ov). This is due to the fact
that these ions with metastable states have a relatively
large population in the high-n energy levels and therefore
cascades can appreciably populate the low-energy levels.

Equation (3) was represented by a matrix and solved
every 0.1 cm along the minor radius with the input initial-
ly being a radially constant emissivity profile of the mea-
sured emission line. The solution at each radial location
yielded the densities of the energy levels, which were then
added together to give the total charge-state density. This
charge-state density was made to agree with the steady-
state charge-state profile by adjusting the emissivity pro-
file. Then by repeating this procedure iteratively it was
possible to obtain an emissivity profile which was self-
consistent with the charge-state profile and also normal-
ized to the measured central chord brightness. Computed
emissivity and brightness profiles for CI)j: and Cv are
shown in Fig. 5. From this same procedure, the absolute
density of energy levels in each charge state was computed
as a function of radius. Figure 6 shows the level popula-
tions for the first few excited states of C uI at a chosen ra-
dius. As can be seen the triplet state 2s2p I', which is
metastable, has a larger population than the ground state.
The brightness of all the emission lines included in the
code were also computed and compared to measured
brightnesses of lines which could be obs'erved. The agree-
ment was in general within a factor of 2.
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FIG. 5. Computed emissivity and brightness profiles of C III
(4650 A) and CV (2271 A). The solid lines are brightnesses
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where q0 is the safety factor on axis and qL is the safety
factor at the limiter radius. The electron density profile
as measured by a laser interferometer is roughly described
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ties for a wide range of plasma conditions and with three
types of limiters: molybdenum, graphite, and SiC-coated
graphite. For plasma densities above N, =1&10'"cm
the dominant impurities in ohmically heated Alcator-C
discharges were found to be carbon, oxygen, and silicon,
depending on the limiter being used. The main emission
lines used to calculate densities were CIII (4650 A), CIv
(1550 A), C v (2271 A), 0v (2781 A), Si III (4552 A), and
SixI (303 A). Measured brightnesses of the lines were
reproducible from shot to shot if the plasma density and
current were kept constant and no major disruptions oc-
curred. Variations in plasma conditions, and the applica-
tion of lower-hybrid rf power, were found to influence
significantly the impurity level in the plasma. The impur-
ity calculation described in the previous section requires
independent measurements of electron temperature and
density profiles (Fig. 7). The electron temperature profile
has been studied extensively on Alcator-C by measuring
second harmonic electron cyclotron emission and under
most conditions the profile is well approximated by a
Gaussian of width ar given by

1/2

IV. NUMERICAL MODELING'. RESULTS

The numerical model and the absolute brightness of
emission lines were used to determine densities of impuri-

100
2 3 4 5 6 7 8 9

FIG. 6. Densities of lowest energy levels of C III at a specific
plasma radius.
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by a parabolic function, [1—( r/a) ],where m is typical-
ly between O.S and 1. The temperature and density in the
shadow of the limiter, where the lowest charge states ex-
ist, have been measured with Langmuir probes, and it
was found that T, is nearly constarit in this region while
X, decreases exponentially in radius with a scrape-off
length of typically 0.3 cm.

A representative plasma shot (using graphite limiters) is
shown in Fig. 8, where the top trace is the plasma current,
the second trace is the central chord averaged electron
density, the third trace is the central soft x-ray emission
(photon energy greater than 1 keV), and the bottom trace
is the continuum emission near S360 A, due primarily to
free-free bremsstrahlung. For these steady-state plasma
conditions, Fig. 9 shows the simulated charge-state pro-
files for carbon calculated with the transport code (assum-

FIG. 9. Computed profiles of a1l the ionized states of C as-
suming no inward convection (S=O).

ing U, =0 cm/sec, D=3400 cm /sec). Including modest
inward convection causes the profile of.fully ionized low-
Z impurities to be more peaked, while partially ionized
species are only slightly affected. Figure 10 shows a plot
of the total C density for S=O, S=—,, and S=1. The
amount of convection usually chosen is S-—,', which
yields a flat Zdf profile, consistent with profiles from
visible bremsstrahlung measurements.

An analysis of the various uncertainties in our measure-
ment will now be reviewed. The possible sources of error
are listed below.

(a) Calibration, +20%;
(b) Transport model, +50%;
(c) T, and X, profiles, +50%;
(d) Atomic rates, +75%,.
(e) Asymmetries, +50%.

Calibration of the spectrometers was not a significant
source of error compared to the other uncertainties. The
error in the transport model was due to uncertainty in
choosing the correct combination of diffusion and convec-
tion in the code. Electron density and temperature pro-
files could not be measured for every shot which accounts
for the relatively large error that is given. The ionization,
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FIG. 8. Typical ohmic discharge. The top trace is the plas

ma current, the second trace is the line-average electron density
(0.55&10'" cm /fringe), the third trace is the soft x-ray emis-
sion, and the bottom trace is the visible continuum emissiom
(5360 A).
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FIG. 10. Total C density evaluated for three different values
of the convection parameter S.
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recombination, and excitation rates that were used are
' theoretical values. The error in these rates was estimated

by comparing different sources. Finally, poloidal and
toroidal asymmetries in lines emission ' could be a
source of error for the low charge states. By changing the
input values in the numerical simulation by amounts
equivalent to the estimated errors listed above, it was
determined that the total uncertainty in the computed im-
purity density was approximately a factor of 2. This was
consistent with a comparison of the measured brightnesses
of different emission lines of the same impurity. As
another check of the accuracy of this method, one can
compare our calculated value for Z,ff to the value ob-
tained from visible bremsstrahlung measurements. For a
plasma where graphite limiters were used, the dominant
impurity was carbon and typical values were found to be,
Z ff (calculated) = 1 .25 +0.15, as compared to Z,ff(brems-
strahlung) = 1.5+0.2.

CIII 4650A

CIV 2524 A

CV 2271 A

Sim 4552 R

SiXI 303 A

100 200 300 400 5OO

Time (msec)

FIG. 11. The rf pulse is applied at about 230 msec and stays
on for 70 msec. An increase can be seen in C V and Si XI emis-
sion, while no obvious increase is observed in the lower ioniza-
tion states.

V. LIMITER STUDIES

Experiments were conducted on Alcator-C to investi-
gate changes in impurity concentrations during the use of
different types of limiters. Table I shows measured cen-
tral chord brightnesses, computed densities, and Z,ff
values of C, 0, and Si under similar plasma conditions for
four periods of time when three different limiter sets were
used. All these brightness measurements were made
under the same plasma conditions, so although the abso-
lute values for impurity densities may contain some error,
the trends that were observed were very reproducible and
seen in all lines of each impurity. The limiters that were
initially used on Alcator-C for several years were made of
molybdenum. Spectroscopic measurements made during
the use of molybdenum limiters revealed that the 0 and C
density for a typical run were comparable, and lesser
amounts of N were also present. When graphite limiters
were installed in the device, the C density increased a fac-
tor of 4, while the 0 density immediately decreased a fac-
tor of 10, leaving Zdr unchanged. A similar lack of oxy-
gen was observed in the TM-6 experiment, where the en-

tire first wall was constructed from graphite. Switching
back to molybdenum limiters after several months of
operation with graphite limiters resulted in only a slight
decrease in C density indicating that the walls were now a

significant source of C entering the plasma. A gradual in-
crease of 0 density occurred over the period of several
weeks with the Mo limiters. Next, a SiC-coated graphite
limiter was installed on Alcator-C. It was found that the
dominant. impurity was C, whose density was typically a
factor of 10 or more larger than Si. Although no quanti-
tative study has been made here of Mo density in
Alcator-C, it has been observed previously that Mo also
becomes deposited on the wall and will remain in the
machine even after the Mo limiters are removed. Howev-
er, Mo only plays a significant role in discharges with
V, & 1 & 10' and while using Mo limiters.

The application of lower-hybrid-frequency rf auxiliary
heating to the discharge resulted in increased impurity
levels, particularly for rf power ~ 500 kW, where Z,rf in-
creased strongly with power. Figure 11 shows a plasma
shot with lower-hybrid radio frequency (LHRF) heating
(rf power= 800 kW), in which T, increased by 500 eV. It
was observed that, in the course of an rf pulse, the emis-
sion from higher ionization states of Si and C increased
substantially (depending on plasma density and rf power),
while a smaller relative effect was seen for the lower ioni-
zation states. This increase in impurity emission cannot
be accounted for by the increase in T, . However, it is

n, =2X10'4 cm-'
T, =1500 eV
Ip ——450 kA
Bz.——80 kG

TABLE I. Comparison of impurity densities for different limiters.

Limiter

Molybdenum
Graphite
Molybdenum
SiC-coated
Graphite

'Not observed.

C brightness
(photons/sec cm sr)

4.8x1O"
1.8 x 10'4

1.6x1O"
1.6x lo"

0 brightness
(photons/sec cm sr)

1.9x10"
2.3 x 10"
1.6x 1O'4

2.1 X 1O"

C density
(cm-')

4.5 X 10"
1.7X 10"
1.5 x 10"
1.5x 10"

0 density
(cm )

7.1x1O"
8.7x 10"
5.9X10"
7.9x 1O"

Si density
(cm 3)

a
1.8x 10"

Zeff

1.23
1.24
1.34
1.23
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CV2271 A

Si III 2541 A

models were combined, along with absolute brightness
measurements of impurity lines, to determine impurity-
density profiles of all charge states. Impurity densities
showed consistency among brightnesses of lines from dif-
ferent charge states of the same element, and also showed
reasonable agreement with independent measurements of
Z,tt. The walls were a significant source, if not the main
source, of low Z impurities during a typical ohmic
discharge. An interesting effect was the large decrease in
oxygen concentration when Mo limiters were replaced by
graphite. Depositing I.HRF power into the plasma result-
ed in a significant influx of impurities from the limiters.
The increase of Z,tt with lower hybrid heating was partic-
ularly strong for LHRF power greater than 500 kW.

Si XI 303 A

100 200 300 400 500

Time (ms)

FIG. 12. A significant influx of impurities occurs during the
rf pulse. Even the low charge states show an increase in emis-

sion during rf, though not as large a relative increase as the
higher charge states.

consistent with assuming that the source of Si and C from
the wall is at least comparable to the source from the lim-
iters during a normal ohmic discharge, but the limiters be-
come the main source of impurities when LHRF is turned
on. The lower charge states show less of a relative in-
crease in brightness during rf than the higher charge
states because an impurity coming off the limiter will be
partially ionized before it can travel toroidally to where it
can be viewed by one of the spectrometers, which were at
nonlimiter ports. Limiters were placed 180' apart
toroidally, while the ports are located every 60' toroidaHy.
The densities of Si and C during the rf pulse were estimat-
ed by the increase in brightness of Sixr and Cv lines.
This method gave a lower limit to the increase in impurity
density because of the substantial toroidal asymmetry of
edge impurity emission during rf. An unusually large in-
jection of Si and C, after rf is applied, can be seen in Fig.
12, where even the low charge states show a marked in-
crease in brightness.

VI. CONCLUSIONS

The principal impurities measured in Alcator-C plas-
mas for N, &1&(10'"cm were C, 0, and Si. Impurity
densities were calculated with a numerical simulation con-
sisting of two parts, first, a transport model that com-
putes charge-state profiles and, second, a model determin-
ing the level populations of each charge state. These two
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APPENDIX

This appendix shows how the solution to Eq. (1) with a
steady-state source is obtained by integrating the solution
to the initial source problem over time. Equation (1) can
be written in the form

df (x, t)
Bt

+pf (x, t) =0, (Al)

/3h (x) =Sp(x) . (A2)

The solution we seek is h(x). Integrating Eq. (Al) over
time with the limits 0 and ao yieldsI,' dt'+ f, pf (x, t')dt'=0 . (A3)

Since p does not depend on t', it can be taken outside the
integral. In addition we can utilize the boundary condi-
tions at t=0 and t = m to write the equations as

P J f (x,t')dt'=Sp(x)v, (A4)

and thus by inspection

oo

h (x)=—I f(x, t')dt',
0

(A5)

This is the steady-state solution of interest.

where /3 is a time-independent linear differential operator
and f (x, t) is a function with the boundary conditions,
f(x,0)=Sp(x)r and f(x, oo)=0. Sp(x) is a source func-
tion and s is the time interval for the source. The equa-
tion of interest for a steady-state source is
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