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New formalism for two-photon quantum optics.
II. Mathematical foundation and compact notation
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This paper provides the mathematical foundation for the two-mode formalism introduced in the
preceding paper. A vector notation is introduced; it allows two-mode properties to be written as
compactly as the comparable properties for a single mode. The fundamental unitary operators of
the formalism are described and their properties are examined; particular attention is paid to the
two-mode squeeze operator. Special quantum states associated with the formalism are considered„
with emphasis on the two-mode squeezed states.

I. INTRODUCTION

The present series of papers introduces a new formal-
ism for two-photon quantum optics. The goal is to
develop a formalism suited to analyzing two-photon de-
vices, such as parametric amplifiers and phase-conjugate
mirrors, in which photons are created or destroyed in the
output modes two at a time. In the preceding paper'
(henceforth referred to as I) we introduced the basic build-
ing blocks of our two-mode formalism: (i) new operators,
the quadrature phases and the quadrature-phase ampli-
tudes, and (ii) new quantum states, the two-mode squeezed
states. The emphasis in I was on developing a sound
physical interpretation of these fundamental entities. A
conversational style invited the reader to become familiar
with the elementary, but most important properties of the
quadrature-phase amplitudes and the two-mode squeezed
states. In the present paper the emphasis shifts —from
physical interpretation to mathematical details. We intro-
duce a compact vector notation which simplifies the
mathematical description and at the same time highlights
the important physics underlying our two-mode formal-
ism. With the help of this notation we examine in detail
the components of the formalism. The reward for the
persistent reader is to proceed to a future paper (paper
III), where the notation and results of this paper are used
to construct the working tools of the new formalism —a
set of "two-photon" quasiprobability distributions.

The present paper is largely independent of I, but a
complete understanding does require familiarity with
some of the material in I. (Equations in I are referred to
here by affixing I to the equation number. ) Since we
make no attempt in this paper to motivate the definitions
of the quadrature-phase amplitudes and the two-mode
squeezed states, the reader might find it helpful to be fam-
iliar with the physical interpretation developed in I. The
reader should also be comfortable with our potentially
confusing habit of writing equations which contain opera-
tors defined in different pictures (see Sec. II of I); in par-
ticular, he should be familiar with the relations among the
Schrodinger picture (SP), the modulation picture (MP),
and the interaction picture (IP) [Eqs. (I.4.3) and (I.4.4)]

[a+,a ]=[a+,a ]=0,
[a+,a+]=[a,a ]=1 .

The free Hamiltonian for the two modes is

(1.1a)

(1.1b)

~0 ~R +~M ~

where

(1.2)

Htt =Q(a+a++a a ),
HM =e(a+a+ —a a ),
[Hz HM]=0 .

The MP quadrature phase amplitud-es are defined by

a, —=2 'r'(a+a++a at ),
a2 =—2 '

( iA+a++iia—), ,

= [(0+e)/0]'r

(1.3a)

(1.3b)

(1 4)

(1.5a)

(1.5b)

(1.6)

[Eqs. (I.4.25)]; they obey the following commutation rela-
tions:

[a],a]]= [a2,a2] =e/&,
[a l~a2]

[a] a2] = [a'I a2] = t

(1.7a)

(1.7b)

(1.7c)

The important new unitary operator in our formalism is
the two-mode squeeze operator

and with the convention introduced in Sec. IVC of I by
which we specify for each physical quantity the picture in
which the operator corresponding to that quantity is al-
ways written.

Given this minimal familiarity with the material in I,
we can cast aside the interpretative superstructure used in
I and extract only the essentials needed in this paper. We
deal with two electromagnetic field modes whose frequen-
cies are 0+e, where Q is a carrier frequency and e & 0 is
a modulation frequency. The SP creation and annihila-
tion operators for the two modes are denoted by a+ and
a+ ', they satisfy the standard commutation relations
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S(r,y)—:exp[r(a+a e '~ —a+a e '~)] (1 8)

S '(r, y) =St(r, p) =S( r—,p) =S(r, cp+~/2), (1.9)

[Eq. (I.4.9)], where r is a real number called the squeeze
factor and y is a (real) phase angle. The two-mode
squeeze operator satisfies

aa+a+ a+a
aa+aa (2.3b)

Also useful is an operator column vector for the
quadrature-phase amplitudes,

CX)

and it generates the squeezed annihilation operators, which
in the MP are defined by

a+(r, p) =S(r,y)a+S (r, y) =a+coshr+a +e '~sinhr

(1.10)

where

=AX, a, (2.4)

(2.5)

[Eq. (I.4.14)]. The squeezed annihilation operators are un-
itarily equivalent to the annihilation operators, so they
have the same commutator algebra [Eqs. (1.1)].

This paper is built on Eqs. (1.1)—(1.10). Section II in-
troduces, the compact vector notation which is used
throughout this and subsequent papers. The components
of our formalism are a set of fundamental unitary opera-
tors and a set of special quantum states. Section III ex-
amines in detail the fundamental unitary operators, and
Sec. IV does the same for the special quantum states, with
emphasis on the two-mode squeezed states. A concluding
section meditates on the formalism developed here and
hints at the results to come in subsequent papers. Some of
the important results are developed in appendices: Ap-
pendix A lists properties of various transformation ma-
trices associated with the vector notation; Appendix B
derives useful factored forms for the degenerate and two-
mode squeeze operators and an expression for the product
of two different squeeze operators; Appendix C considers
the inner product of two squeezed states. Throughout this
paper we use units with A=c =1.

0

0 (2.6)

[Eqs. (1.5) and (1.6')]. A list of useful properties of A and
X appears in Appendix A; many of the properties are most
conveniently written in terms of the unit matrix 1 and the
Pauli matrices

0 1 0 —i 1 0
1 0 ~2=

l 0 —3—= 0 (2.7)

II0+Q —e= QatA2a= (Q+ e)a+a+ + (Q —e)a a

=QW M=Q(a|a)+a2a2) (2.8)

[cf. Eq. (I.6.10b)]. Other matrices that turn up repeatedly
in the following are

The matrix A2=1+(e/Q)Lr3 plays an important role
because it appears in the vector expression for the free
Hamiltonian (1.2),

II. VECTOR NOTATION
A=AX, At= 1 —(e/Q)o. 2

——
i e/Q— =At (2.9)

The most important feature of the two-mode squeeze
operator S (r,y) [Eq. (1.8)] is that under a unitary
transformation generated by S(r,y), a+ is transformed
into a linear combination of a+ and a ~. This association
of a+ with a (and a with a+ ) is evident in the defini-
tions of the squeezed annihilation operators [Eq. (1.10)]
and the quadrature-phase amplitudes [Eqs. (1.5)]. We
have found it natural and useful to introduce an operator
column vector

a+
a=

a
(2.1)

which recognizes explicitly this association. This vector
notation has been used by Collett and Gardiner in an
analysis of parametric amplification. Mollow and Yuen
and Shapiro have also used a two-component vector no-
tation, but they use a column vector formed from a+ and
a . The adjoint of the vector (2.1) is the row vector

at=(a+ a ) . (2.2)

Products of the vectors (2.1) and (2.2) are calculated using
the usual rules for matrix multiplication, i.e.,

a~ a=a+a+ +a a (2.3a)

[Eqs. (A17) and (A6)] and

e/Q i
—i e/Q (2.10)

(2.11)

[cf. Eqs. (1.7)].
The naturalness of this vector notation is revealed most

clearly by examining the operator matrix

(ba) ba)),y (ha) ha2), y
(b,W b,Wt),

y (ba2 ba]),„(ba2ba2),
(2.12)

where b,W=W —(M), b,a:—a —(a ), and "sym"
denotes a symmetrized product (see Sec. II of I). The ex-
pectation value of the matrix (2.12) is the (Hermitian) re-
duced spectral-density matrix

(2.13)

[Eqs. (A20) and (A6)]. The matrix II is the matrix of
commutators for the quadrature-phase amplitudes:

IImn =[am an]
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[Eq. (I.5.2)]; the components of X, X „
=(&a~ ha„),„=X'„~,are the second-order noise mo-
ments that characterize time-stationary quadrature-phase
(TSQP) noise (see Sec. V of I). Thus the vector notation is
tailored to describing TSQP noise —the kind of noise pro-
duced by two-photon devices —because it generates natur-.
ally the second-order noise moments that characterize
TSQP noise. In contrast, the noise moments (b,a b,a„),
which vanish for TSQP noise [Eq. (I.5.1)], are not gen-
erated naturally by the vector notation.

Corresponding to the matrix (2.12) is a matrix involving
the creation and annihilation operators,

~

b,a+
~

b,a+ b,a
( ) g g g

~

(2 14)
Aa Aa Aa

where
~

b,a+
~

=(b,a+ b.a+),„[cf.Eq. (I.2.8)]. Its ex-
pectation value is the Hermitian matrix

(2.15)

which gives the second-order noise moments that charac-
terize TSQP noise in terms of the creation and annihila-
tion operators instead of in terms of the quadrature-phase
amplitudes. The relation between the two kinds of noise
moments can be written in the compact matrix form

C, ~=
coshr e '~sinhr

e '~sinhr cosh r (2.23)

Notice that a=a 0~. In the expression S(r,y)aS (r, y)
the operators S(r,y) and S (r,y) act separately on each
component of a. Hence the adjoint of a „& is given by

a „~=S(r,y)atSt(r, y) =atC „~ . (2.24)

The inverse of Eq. (2.22) takes the form

a=S (r,y)a„~S(r,y)=C„~a„~. (2.25)

The matrix C „+describes the matrix transformation of
a that is induced by a unitary transformation of a gen-
erated by S(r,y). Useful properties of C„+ are listed in
Appendix A. Any unitary transformation U which gen-
erates a matrix transformation of a (linear transformation
of a+ and a ) is a canonical transformation, described
by a matrix M:

for the squeezed annihilation operators (1.10),

~ a+(r, y)
a „—= t =S(r,y)a St(r, y) =C „~a, (2.22)a r, y

where

(2.16) UaU'=Ma . (2.26)
which is equivalent to Eqs. (I.5.8).

Natural decompositions of X and X are afforded by the
unit matrix 1 and the Pauli matrices o. ~, o. 2, and o 3.

Since a canonical transformation preserves commutators,
M must satisfy

X=Xol +Xqo. q,
X=Xo1+Xjo

(2.17)

(2.18)

Mo. &M =o.&,

which is equivalent to

(2.27)

where repeated indices are summed over j=1,2, 3. The
coefficients Xo XJ and Xo, XJ., which are guaranteed to be
real by the Hermiticity of X and X, are related to the noise
moments as follows:

Xo z (Xl 1 +X22) Xl Re(X12)

X2 ™(X12)~X3 2 (X11 X22) i

Xo= —,'(& & '&+& ~~ '&),

X1——Re((ha+ b.a ) ),
X2 ———Im((b, a+6,a ) ),
X3———,'((

~

b,a+
~

) —(
~

Aa ));
they are related to each other by

Xo——Xo+(e/A)X3, X1———(1—e /II )' X2,

X2= —X3—(E/Q)XO, X3 ——(1—e /fl )' X1

(2.19)

(2.20)

(2.21)

[Eq. (2.16); cf. Eqs. (I.5.8)]. The differential distribution
of noise in phase is specified by X& and Xq or, equivalent-
ly, by X1 and X2. TSQP noise that is distributed random-
ly in phase is called time-stationary (TS) noise. For TS
noise Re(X ) is a multiple of the unit matrix (X1——X3——0),
and X is diagonal [X1——X2——0 cf. Eqs. (I.5.9)].

The final important operator column vector is a vector

M LTgM=o. g . (2.28)

If M has unity determinant, then it is an element of the
group SU(1, 1). The most general element of SU(1,1)
[generated by U=S(r, g)R (8); see Eq. (3.12)] is M

,=e 'C „+. The matrices C „~, generated by
U=S(r, y), are the Hermitian elements of SU(1,1). They

must satisfy Eq. (2.28):

C, @o.gC „=o.
g . (2.29)

Equation (2.29) is the key property of C„+. It says that
C, ~ preserves the scalar product with respect to the
"metric" o. z, it is an expression of the fact that a unitary
transformation generated by S(r,y) preserves the differ-
ence in the number of quanta in the two modes. In terms
of the vector notation this fact is most easily written as
preservation of the scalar product a u qa=a+a+—a a, s.e.,

S(r,y)a"cr 3a S (r, 1p) =a „~Lr 3a „~
=a C, o. pC „~a=a o. ga . (2.30)

In addition to the above operator vectors [Eqs. (2.1),
(2.4), and (2.22)], it is useful to have available the c-
number vectors defined in Table I. The components of
each c-number vector are complex numbers. With each
operator vector we associate two c-number vectors, an
"active-role" vector and a "passive-role" vector. The
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TABLE I. Two-mode vector notation.

Operator vector
Associated c-number vectors

Active role Passive role

Q+

a

a, ~—:a=—
u+

Cr~a
Pa

=Crgp
Pa

=C„~y

(Xi
=HA, a

tX2 .'I2.
'cr gv

a+v+ —a v* =a o. 3v=a o 3v =M g=o.'iqi+a2q2,

(2.3 la)

V+V+ P V =P O'3V=P—a—Cr 3Va=k '9=kj'rj&+Pi'rI2 ~

(2.3 lb)

In Eqs. (2.31) the second equality follows from Eq.
(2.29)—that C „~ preserves the scalar product with
respect to o. 3, it is the analog of Eq. (2.30). The desire to
have the third equality in Eqs. (2.31) is responsible for the
peculiar definition of g in Table I. In addition to the
invariants (2.31) it is useTul to note the relations

4'(' =s '~'u' (2.32)

v~v' =g~Ag', (2.33)

v~o. 3v' =g~IIg',

which reveal the significance of the matrices A, , A, and II
[Eqs. (2.8)—(2.10)].

The vector notation introduced in this section allows us
to manipulate easily the components of our formalism.
Good examples are provided by the relations

S(r,q&)a o 3vS (r, p)=a oy3= v+a+'—v a, (2.35a)

(2.34)

active-role vectors are used in contexts where the c-
numbers act as surrogates for the corresponding opera-
tors, e.g. , as eigenvalues or expectation values of the
operators or as variables of a quasiprobability distribution.
The passive-role vectors are used when the c-numbers ap-
pear as variables of a characteristic function. (Charac-
teristic functions and quasiprobability distributions will be
discussed in paper III.) Notice that there is no real differ-
ence between the active-role and passive-role vectors in
the first two rows of Table I; nonetheless, we maintain the
distinction because of the difference encountered in the
third row. The second row of Table I introduces a further
notational convenience: for the squeezed annihilation
operators and their vectors we drop explicit reference to a
particular r and y unless this leads to confusion. When
we need additional c-number vectors for either role, we
denote them by attaching primes to. all vectors in the ap-
propriate column of Table I.

The crucial properties of the vectors in Table I are the
following invariants:

S (r, y)a o 3vS(r, p)=a o 3v =va a+ —va a

(2.35b)

the first of which follow directly from Eq. (2.24) and the
second of which requires the invariant (2.31a) and Eq.
(2.25). Another example is the commutator

[v o 3a, a o 3v' ]=v o 3v' (2.36)

[Eqs. (1.1)], which the invariants (2.31) and Eq. (2.34) al-
low us to write immediately in the equivalent forms

[Va(T 3a a o 3V ]—Vao 3va (2.37)

[~t~,~t~ ]=~tll~ .

The space on which quasiprobability distributions are
defined is a complex phase space, and the space on which
characteristic functions are defined is the corresponding
complex Fourier space. An active-role vector and the cor-
responding passive-role vector form a pair of vectors
under a complex Fourier transform. It is useful to note
here the relations among integration measures for the c-
number vectors in each column of Table I. Begin by de-
fining, for a complex integration variable g, an integration
measure d g—:d(Ref)d(lmg). For a pair of complex
numbers g& and g2, which form the c-number vector (, de-
fine an integration measure

d "g=d g& d g2 ——d(Re/i) d(lmg&) d(Re/2) d(lmg2) .

(2.38)

(2.39)
The relations among integration measures are then given

d p=d p =(1—e /0 ) 'd g',

d v=d v =(1—e /0 )d g .

(2.40a)

(2.40b)

=5(Re/] )5(Imps )5(Re/2)5(lmg2) .

Then one finds that

5'(p)=5'(p )=(1—~'/&')5 (g),

(2.41)

(2.42a)

There are analogous relations among the 5 functions of
the c-number vectors in each column of Table I. For a
complex number g, let 5 (g') =5(Re/)5(lmg), and for a c-
number vector (, let

5 (g) =5'(gi)5'(g2)
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(2.43b)

a =2 '/ (x 1+ix2)

[Eqs. (I.8.16); cf. Eqs. (1.5)]; their commutator is

[X1,X2]=1

(2.44)

(2.45)

[cf. Eqs. (1.7)]. Analogous to the two-mode squeeze
operator (1.8) is the degenerate squeeze operator '

S1(r,tp)=—expI ,'r[a e 'a' ——(at) e '+]I (2.46)

[Eq. (I.8.19d)], which satisfies

Sl (r, qt) =S1(r, tp) =Sl ( r, tp) =Sl—(r, tp+rt'I2) (2.47)

[cf. Eq. (1.9)]. The IP squeezed annihilation operatov is
defined by

a( r, y) =Sl(r, y)aS, (r, tp) =a coshr+a te '"sinhr (2.48)

[Eq. (I.8.20); cf. Eq. (1.10)].
The degenerate quadrature-phase amplitudes (2.43) look

deceptively like a dimensionless coordinate and momen-
tum. To avoid confusion, we remind the reader that Eqs.
(2.43) and (2.44) are written in mixed pictures: a and a
are (constant) SP operators, whereas xl and x2 are (con-
stant) IP operators. In the SP the degenerate quadrature-
phase amplitudes are explicitly time-dependent operators,
which we denote by

e
—tnta aX etnta a

1 1

2—1/2(g i te+Qg te int)—
(&) e tnta aX e—tnta a

2 2

2 —1/2( ttleiQt+itt te int)—
(2.49a)

(2.49b)

[cf. Eqs. (I.4.22)]. In contrast, the dimensionless coordi-
nate and momentum are constant operators in the SP, de-
fined by

5"(v)=5 (vtt)=(1 —e /Q ) '5 (lI) . (2.42b)

Equations (2.39)—(2.42) find application in Sec. IIIC2,
where we define the complex Fourier transform, and they
will be used extensively in paper III.

We take the remainder of this section to consider the
degenerate limit of our two-mode formalism, because
most of the current work on two-photon devices deals
with the degenerate limit. By the degenerate limit we
mean the limit in which the two modes at frequencies
Q+e coalesce into a single mode at frequency
Q (e=O, a+ ——a ). The formal method for taking this
limit is described in Sec. VIIIA of I. Here we list the
quantities —analogs of the corresponding two-mode
quantities —that are used in the degenerate limit. The SP
creation and annihilation operators for the single mode
are denoted by a and a. The (Hermitian) IP degenerate
quadrature phase -amplitudes are defined by

x1=2 '/ (a+a"), (2.43a)

x, =2-'"(—la+ iat),

a=2 ' (x+ip) . (2.51)

Thus, although x& ——x and x2 ——p, a picture-consistent
equation relating the degenerate quadrature-phase ampli-
tudes to the coordinate and momentum takes the form

x 1(t)=x cos(Qt) —p sin(Qt),

x2(l)=x sin(Qr)+p cos(Qr) .

(2.52a)

(2.52b)

(2.53)

whose components are real.
In the degenerate limit the reduced spectral-density ma-

trix (2.13) becomes an ordinary (real, symmetric) covari-
ance matrix

r = (b,x hxt &,y

(b,x2 hxl ),y

(2.54)

The corresponding (Hermitian) matrix that gives the
second-order noise moments in terms of the creation and
annihilation operators is

(
~

~o
~

') ((ao)2)
((~ )'& ( ~~ ~') (2.55)

[cf. Eq. (2.15)]. These two matrices are related by

(2.56)

[cf. Eq. (2.16)]. Just as in the two-mode case, one can
decompose the matrices X and X in terms of the unit ma-
trix and the Pauli matrices. Equations (2.17)—(2.20) re-
tain their forms in the degenerate limit, but note that
X2 ——0 [Eq. (2.19)] and Xl ——0 [Eq. (2.20)]. Equations
(2.21) reduce to the simple equations

&o=&o &i = —&2 X3——X) . (2.57)

Table II summarizes the operators and associated c-
number quantities which are used in the degenerate limit.
In Table II we introduce a vector notation for a single
mode analogous to the two-mode vector notation summa-
rized in Table I. It is hoped that use of nearly the same
symbols for the two cases will not lead to confusion, be-
cause we never deal with the two cases simultaneously.
Similar single-mode vector notations have been used by
Yuen, "Milburn, '2 and Collett and Gardiner. The single
mode that exists in the degenerate limit has two degrees of
freedom —two fewer than in the original two lnodes. In
the first two rows of Table II this reduction shows up i'n
that the components of the vectors are not independent
quantities; in the third row it shows up in that the corn-
ponents of the vectors are, reading across the table from
left to right, Hermitian operators, real numbers, and pure
imaginary numbers. In the degenerate limit it is some-
times convenient to use a different passive-role vector

—Im(v)—:l7) =l/IL7 iv=2 R ( )
J

x=2 ' (a+at),
p=2 '/'( ia+iat), —

(2.50a)

(2.50b)

For TS noise the matrices X and X are identical and equal
to a multiple of the unit matrix ( X=X=Xo1 ).

The invariants in the degenerate limit are very much
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Operator vector

TABLE II. Single-mode vector notation.

Associated c-number vectors
Active role Passive role

a—

=C rgP =—C, ~v
&a

X= =Ha
2 2 .'72.

=do. 3m= —g*

like the invariants (2.31):

a tv —av*=ato. ,v=atLT, v =xtri= —ixt(
i (x—,g, +x2gp),

(2.58a)

UM (t)—:e =exp[ i et(—a +a+ —a a )]
—iH~t

=e '"exp( i Etato—3a)

[Eq. (I.4.37)], which satisfies

U~ '( t) = U~ (t) = U~( t) . —

(3.1)

(3.2)

p.*v p,v*=p—o 3v=p o3v =gri= —'ig g

= —i(kiPi+kk2) .

(2.58b)

In the degenerate limit the relations (2.32)—(2.34) become

0'0' =p's ' (2.59)

vtv' =ritri' =gtg', (2.60)

v o 3v' = —ri o. ~'II' = —g o. 2g', (2.61)

because when e=O (A, = 1) A, =A= 1 and II= —o 2.
Equations (2.35)—(2.38) retain their forms in the degen-
erate limit, with the two-mode vectors replaced by the
corresponding single-mode vectors.

The integration measures corresponding to the c-
number vectors in Table II deserve special comment; they
do not have the form of Eqs. (2.40) with e=O because of
the reduction in the number of degrees of freedom at de-

generacy. Defining d p =d(Rep) d(Imp), one finds that

d'p=d'p = —,'dgidg2,

d2v=d2v = —,'dg(dip .

(2.62a)

(2.62b)

6'(p) =&'(p ) =2&(g))&(g2),

5'(v) =6'(v ) =26(gi)6($2),

[5'(p) =—6(Rep) &(Imp)].

(2.63a)

(2.63b)

III. FUNDAMENTAL UNITARY OPERATORS

A. Modulation-picture free evolution operator

The basic picture in our formalism is the modulation
picture (see discussion in Sec. IV C of I), so the fundamen-
tal free evolution operator is the modulation picture free-
euolution operator

Notice that d p/m=dg& d/2/2' is the usual phase-space
volume element. Corresponding to Eqs. (2.62) a« th«oi-
lowing relations among 6 functions:

U~(t)aU~(t) =ae (3.4)

Multiplying Eq. (3.4) first by C„+ and then by AA. , one
finds that

UM(t)a UM(t) =ae

U~(t)MU~(t) =Me
(3.5)

(3.6)

[cf. Eq. (14.27)]. An important property of UM(t) is that
it commutes with S(r,y):

UM(t)S(r, &p) U~(t) =S(r,p) . (3.7)

In the degenerate limit U~(t) becomes the identity opera-
tor, i.e.,

UM(t)~1
P

(3.8)

[Eq. (I.8.19a)], which means that the MP and the IP coin-
cide.

B. Rotation operator

An important feature of our formalism is the phase
freedom in the definition of the quadrature-phase ampli-
tudes (see discussion in Sec. IVC of I). The operator that
describes this phase freedom is the rotation operator

R(0)=exp[ iO(a+a—++a a )]
=e' exp( —isa a) (3.9)

[Eq. (14.33)], which satisfies

R '(8)=Rt(8)=R( —0) . (3.10)

A unitary transformation generated by R (0) produces a
common phase change of the annihilation operators,

The MP free evolution operator is used to evolve states in
the MP when the two modes are evolving freely. It uni-
tarily transforms a+ as

UM(t)a+ UM(t) =a+ e ~'", (3.3)

which in vector notation becomes
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R t(8)a+R(8) =a+e

[Eq. (I.4.35)], which in vector notation becomes

R t(8)aR (8)=e 'a,

(3.11)

(3.12)

—s8cr3
e = 1 cosO —io. 3 sinO=

O i8 (3.13)

and it produces a rotation of the quadrature-phase ampli-
tudes,

R (8)WR(8)=e (3.14)

iOa2
e = 1 cosO+ io. 2 sinO=

cosO sinO
—sinO cosO (3.15)

Rt(8)S(r, (p)R (8)=S(r, y+8) (3.16)

[Eq. (3.11)], a property which is the operator analog of
Eq. (A27); (ii) R(Qt)=e is the unitary transforma-
tion that connects the SP and the MP [Eq. (I.4.4)]; (iii)
R(8) commutes with UM(t) [cf Eq. (1.4.)]; and (iv) the SP
free evolution operator is e =R(Qt) UM(t). Equation
(3.16) implies immediately that

R (8)a „~R(8)=e 'a „~+a . (3.17)

In the degenerate limit R (8) becomes a single-mode ro-
tation operator, i.e.,

R (8)—+exp( i 8a "a)—
P

[Eq. (I.8.19b)].

(3.18)

C. Two-mode displacement operator

At the heart of one-photon optics lies the displacement
operator, which generates coherent states from the vacu-
um. It continues to occupy an important place in two-
photon optics. Here we begin by reviewing some well-
known properties of the displacement operator for a single
mode. We then proceed to the displacement operator for
two modes and write its properties in terms of the vector
notation.

1. Single-mode disp/acement operator

The single mode displacemen-t operator is defined by

D ( a,p )—:exp(pa" —p*a) (3.19)

[Eq. (I.3.7)]. It satisfies the following string of equalities:

D '(a,p) =D (a,p) =D (a, p) =D( —a,p) . — (3.20)

The key property of the displacement operator is that it
displaces the annihilation operator, i.e.,

D (a,p, )aD(a, p)=a+p, . (3.21)

One can write Eq. (3.21) in an equivalent form involving

[Eq. (A6); cf. Eqs. (I.4.36)].
Important properties of the rotation operator include

the following: (i) R (8) "rotates" the squeeze operator,
1.e.,

the degenerate quadrature-phase amplitudes (2.43):

Dt(a, p)x D(a,p, ) =x+ g (3.22)

(see Table II).
We use a two-slot notation for the displacement opera-

tor: D(a,p) can be regarded as an operator-valued func-
tion of an operator a (first slot) and a complex number p
(second slot). The most important reason for this two-slot
notation is that one can replace a with another operator
that has the same commutator with its adjoint and the re-
sulting "displacement operator" has the same properties
as the original. In practice, it is sometimes useful to re-
place a with the squeezed annihilation operator ct(r, y)
[Eq. (2.48)]. The resulting operator

D(a,p~)=e ' (3.23)

which we conventionally write with p as the label for the
complex variable, displaces e:

D (ct,p )ct&(ct,p )=ct+p (3.24)

Notice that D (a,p) is unitarily equivalent to D(a,p):

S, (r, q)D(a, p)S, (r, y)=D(a, p, ) . (3.25)

Further, the invariant (2.58a) implies

D(a, p)= D(a, p, ) . (3.26)

Equations (3.25) and (3.26) can be used to obtain the result

S,(r, y)D(a, p)S, (r,y)=D(a, p ) .

One can also define the operator

(3.27)

D(a, )v=D(a, v) =W(x, p) (3.29)

[Eq. (2.58a)].
A second reason for the two-slot notation is that one

can replace the operator a with a complex number p to
obtain a complex-valued function of two complex vari-
ables,

D(p, v)=e" ' (3.30)

which satisfies

D '(p, v) =D*(p,v) =D(v, p) =D(p, v) =D( —p, v), —

D (p, v)D (p, v') =D (p, v+ v') .

(3.3 la)

(3.31b)

The importance of D(p, v) lies in its role as the expansion
factor for complex Fourier transforms. ' A function f(p)
is related to its complex Fourier transform F(v) by

Vf(p)= J F(v)D(v, p) (3.32)

[d v =d ( Rev) d (Imv)]. Employing the property

'i ( g )x $ +$2X2 )&(x,g) =exp(xtg) =exp( i xtg) =e—
(3.28)

which is the displacement operator written in terms of x~
and xp, 1.e.,
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d p d pf D(p, v)= f D(v,p)=@5 (v) (3.33)

[5 (v)—:5(Rev) 6(lmv)], one can invert Eq. (3.32) to give

+(v)= f f(p)D(p, v) . (3.34)

Equations (3.32) and (3.34) are a neat, symmetric way to
write the relations between a function and its complex
Fourier transform. The invariant (2.58b) implies

CnD(p, v) =D(p, v ) =e- "-=&(g',q) (3.35)

[cf. Eq. (3.29)].
We end this review of the single-mode displacement

operator by listing a few other important properties:

D (a,,p)D(a, v)D(a, p) =D(a +p, v) =D (p, v)D (a,v),
(3.36)

Dt(a, p')D (a,p) =D ( ,
' p', p )D (a,—p—p'),

D(ap)=e ~" ~
~ e"' e " =e ~" ~ e & 'e"'

(3.37)

(3.38)

2. Two-mode disp/acement operator

We turn now to the displacement operator for two
modes, our objective being to generalize (trivially) the
properties of the single-mode displacement operator and
to write the resulting two-mode properties in terms of the
vector notation. Use of the vector notation gives the
two-mode properties an appearance as compact and
elegant as the single-mode properties.

We begin by writing the two-mode displacement opera-
tor [Eq. (I.4.12)] in the form

D(a,p)—:exp(a o 3p —p o 3a)

(3.46)D(a,p)=D(a, p )

[cf. Eq. , (3.26)]. Equation (3.46) means that Eq. (3.44) re-
sults from multiplying Eq. (3.41) by C„~. A further im-
portant relation is a consequence of Eqs. (3.46) and (2.25):

St(r, p)D(a, p)S(r, y) =D(a,p ) (3.47)

[cf. Eqs. (2.35b) and (3.27)].
We find it useful to write the two-mode displacement

operator in terms of the quadrature-phase amplitudes a]
and aq. Therefore, we define the operator

&(W g ) =exp(Wtg —pter) =e
(3.48)

[cf. Eq. (3.28)], which satisfies

'(W, g) =Mt(W, g) =M(W, —g) =&(—W, v])

[cf. Eq. (3.23)]. An important connection between D(a,p, )
and D(a,p ) is that properties of D(a,p ) can be ob-
tained directly from those of D(a,p, ) because the squeezed
annihilation operators have the same commutation alge-
bra as the annihilation operators. For example, one can
say immediately that D(a,p ~) displaces a:

D (a,p )aD(a, p )=a+p (3.44)

An equivalent way of stating this connection is that
D(a, p, ) is unitarily equivalent to D(a,p), i.e.,

S(r,q)D(a, p)S (r,q)=D(a, p) (3.45)

[cf. Eqs. (2.35a) and (3.25)]. Thus Eq. (3.44) could be ob-
tained by unitarily transforming Eq. (3.41) with S(r,y)
and replacing p with p . A different and crucial connec-
tion between D(a, p, ) and D(a,p ~) is that they are

the same operator, a consequence of the invariant (2.31a):

=D (a+,p+)D (a,p ) (3.39) (3.49)

(3.41)

acr — cr aD(a ) e~ ~3&a &a~38

=D(a+p )D(a,p ) (3.43)

[cf. Eq. (3.19)],which satisfies

D '(a,p) =Dt(a, p) =D(a, —p) =D( —a,p) (3.40)

[cf. Eq. (3.20)]. The two-mode displacement operator dis-
places a, i.e.,

D (a,p)aD(a, p)=a+p
[cf. Eq. (3.21)], and it generates two-mode coherent states
from the vacuum (see Sec. IV A 2). Multiplying Eq. (3.41)
by AA, yields

D (a,p)WD(a, p)=W+g (3.42)

[see Table I; cf. Eq. (3.22)].
We use a two-slot notation for the two-mode displace-

ment operator: D(a,p) can be regarded as an operator-
valued function of an operator vector a and a c-number
vector p. Just as in the single-mode case, the main reason
for this two-slot notation is that we can also consider the
operator

and which can be regarded as an operator-valued function
of an operator vector W and a c-number vector g. Since
it is not the same function as D(a, v), we distinguish it
by using a script letter. Nonetheless, the invariant (2.31a)
guarantees that M(M, p) and D(a, y) are the same opera-
tor:

D(a,y)=D(a, y )=&(W,p)- (3.50)

[cf. Eq. (3.29)].
The introduction of M(W, vg) provides a good op-

portunity to elucidate the distinction between the active-
role and passive-role vectors introduced in Table I. As
noted in Sec. II, an active-role vector is used as a surro-
gate for the corresponding operator vector, e.g., as an
eigenvalue or an expectation value of the operator vector
or as the vector variable of a quasiprobability distribution.
Thus the active-role vectors p and p are used in
the second slot of the two-mode displacement operator
when it is used in its active role, i.e., as a unitary operator
that transforms states and operators. A passive-role vec-
tor is used as the vector variable of a characteristic func-
tion. Thus the passive-role vectors v and v~ are used in
the second slot of the two-mode displacement operator
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when it is used in its passive role, i.e., when one takes its
expectation value to obtain a characteristic function.

In the first two rows of Table I there is no real differ-
ence between the active-role and passive-role vectors, since
v~ is related to v in the same way that p ~ is related to
p; the difference is merely a matter of choosing different
labels for vectors in the two roles. To find a real differ-
ence, one must proceed to the third row. The definition
of the active-role vector (=A A, p is determined by the
fact that ( and p can stand for the expectation values of
W and a, respectively; thus (must be related to p in the
same way that M is related to a. This natural derinition
of f is to be contrasted with the definition of the passive-
role vector p=A A, 'o 3v, which at first appears very
peculiar indeed. The explanation for this peculiar defini-
tion lies in the form of the operator M(W, 2I), which is
the displacement operator written in te'rms of quadra-
ture-phase amplitudes. The simple form of M(W, g) is a
consequence of the invariant (2.31a) and, hence, of the
definition of 2I. More illuminating is to put things the
other way around: the peculiar definition of vj is dictated
by the desire to have a simple form for the two-mode dis-
placement operator when it is written in terms of the
quadrature-phase amplitudes; thus this desire is ultimately
responsible for the distinction we make between the active
role and the passive role. This discussion also makes clear
why v is related to v in the same way that p is related
to p. The definition of p ~=C „„pis determined by the
relation a =C „+a; the same transformation y =C „+y is
appropriate for the passive-role vector because of the
property (2.29) of C «.

The operator &(W,g ) is defined in terms of the
passive-role vector g, anB it is used exclusively in the pas-
sive role. We could write the two-mode displace-
ment operator in terms of W and the active-role
vector g' simply by substituting a=A. 'A tW and p,

'A g' into D(a,p). The result does not have a simple
form, nor do we find it useful, so we do without it.

A particularly important form of Eq. (3.41) can be ob-
tained by using the passive-role vector v and then writing
Eq. (3.41) as the commutator

[«. Eq. (3.30)]. These functions satisfy

(3.54)

'(p, v)=D*(p, v) =D(v, p, ) =D(p, —v) =D( }M,,v),

D(p, v)D(p, v' )=D(iM, v+ v' ),
'(-f g)=~*(g,q)=&(q, g)=&(g, z—)

=M( —g', 2I),

~((,g)~((,p')=&(f rj+q )

[cf. Eqs. (3.31)]. The invariant (2.31b) implies

D(p, y)=D(p, v )=&(g,q)

(3.55a)

(3.55b)

(3.56a)

(3.56b)

(3.57)

[cf. Eqs. (3.35) and (3.50)]. Either D(p, y ) or
M(g, p) can serve as the expansion factor for complex
Fourier transforms. For example, a function f(IJ, ) is re-
lated to its complex Fourier transform F(v) by

d4Vf (p) =f, F(y)D(v, p),

F(v)=f, f(p )D(p, v)

(3.58a)

(3.58b)

[Eq. (2.39); cf. Eqs. (3.32) and (3.34)]. The orthonormali-
ty and completeness relations for D(p, v) and &(fp) are
subsumed in the equations

de deD p ~ V =
2

D V~p =7T v ~ 3.59a

f, u(g, ~)=f, u(&,g)=~'S'(&) (3.59b)
d4g d4g

[Eq. (2.41); cf. Eq. (3.33)].
Further properties of the two-mode displacement opera-

tor include the way it is transformed by the MP free evo-
lution operator,

UM(t)D(a, v)UM(t) =D(ae '",v) =D(a,ve'"), (3.60a)

UM(t)D(a, v )UM(t)=D(ae '",v )=D(a, v e'"),
[a,D(a,y)]=vD(a, y) . (3.51)

M~l~iply~~g Eq. (3.51) by 2 A. and substituting
v=o 3A,A g, one finds

[W,u(W, q)]= IIqu(W, Z) (3.52)

[Eqs. (2.10) and (3.50)]. Equations (3.51) and (3.52) will
play a crucial role in the operator-ordering formalism of
paper III. Equation (3.52) expresses the same relation that
Eq. (3.42) does; the apparent difference is due to the use
of the passive-role vector 21 in Eq. (3.52), in contrast to
the use of the active-role vector g in Eq. (3.42).

A second reason for the two-slot notation is that
one can replace the operator vector in the first slot of
D(a, v) or M(W, p) with a c-number vector Hence, o.ne
can define the following complex-valued functions of two
c-number vectors:

(3.60b)

CT V—VO P
D(}u,,v) =e- -=D (p+, v+ )D (p —»—) ~ (3.53)

UM(t)M(J2tt', g )U~(t)=M(Me '",q )=M(W, v]e'")

(3.60c)

[Eqs. (3.4)—(3.6)], and the way it is transformed by the ro-
tation operator,

0

R (8)D(a,v)R(8)=D(e 'a, v)=D(a, e 'v),

(3.61a)

R (8)D(a„~,v )R(8)=D(e 'a„~+&,v )

i8a 3=D(a„~+ eey )

=D(a „+,e 'C „& ev), (3.6 lb)

Rt(8)&(~,2)R(8)=&(e"2~,g ) =&(~,e '"-2-n)
1

(3.61c)
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[Eqs (3 12), (3 14), (3.17), and (A27)]. The two-mode ver-
sions of Eq. (3.36) are

Dt(a, p)D(a, v)D(a, )u) =D(a+@,v) =D(p, v)D(a, &),

[Eq. (I.8.19c)].

D. Two-mode squeeze operator

(3.62a)

D (a,p)&(W, q)D(a, p)=&(W+fp)
=W(g, lI )M(M, g ) (3.62b)

[Eqs. (3.41) and (3.42)]. The product of two displacement
operators can be written in two useful forms:

D(a, )M' )D(a, )M ) =D*(—,p', IJ )D(a, IJ +p' ),
D (a,p' )D(a, )M, ) =D( —,tu, ',p)D(a, p —p' )

(3.63a)

(3.63b)

D(a,p, )~D(a, )t(, ), p,:2' '(p—, ++)L( )
P

(3.64)

[cf. Eq. (3.37)].
In the degenerate limit the two-mode displacement

operator reduces to the single-mode displacement opera-
tor:

The last important unitary operator in our formalism is
the two-mode squeeze operator

S(r,q&)—=exp[r(a+a e '~ —a+a e ''r)]

=exp I
—ira" [(Tl sin(2y) +o 2 cos(2(p) ]a I (3.65)

[Eq. (1.8)]. It squeezes the annihilation operators to give
the squeezed annihilation operators (1.10), and it generates
two-mode squeezed states from coherent states (see Sec.
IV 8 1).

Almost all the important properties of S(r,y) have
been listed elsewhere in Secs. I—III. Little is left to note
here, except two properties —factorization of the squeeze
operator and the product of two different squeeze opera-
tors. The two-mode squeeze operator can be factored into
a product of exponentials of a+a, a+a, and a+a+'a
+a a . The most useful factored form is' '

—a~+a~ e '+tanhr —(a~+a++a~ a )]n(coshr) a+a e 'PtanhrS(ry) =(coshr) e + e + + e (3.66)

[Fq. (89b)]. In Appendix 8 we derive Eq. (3.66) and oth-
er factored forms in which the exponentials appear in dif-
ferent orders. Also in Appendix B we use the factored
forms to write the product of two squeeze operators as a
rotation operator times a squeeze operator:

St(r', p')S (r, &p) =e ' 'R (0)S(R,4)

[Eq. (814)]. Notice that if p=y', then 0=0, (Il=(p, and
R =r r', i.e., S (r', (p')S—(r, rp) =S(r r', ip) fcf. E—q.
(A26)].

In the degenerate limit the two-mode squeeze operator
becomes the degenerate squeeze operator S,(r, y) [Eq.
(2.46)]:

=e '8S(R, @—O)R (0) (3.67) S(r +) S (r +) e(r/2)[a e 'e' —(a ) e '&] (3.69)

IOLT 3 —1CR@e =C„@C,~ =C, ~C (3.68)

I

[Eq. (816)]; here R, N, and 0 are defined by the matrix
equation

[Eq. (I.8.19d)]. The degenerate squeeze operator can be
factored in the same way as the two-mode squeeze opera-
tor. In particular, its most useful factored form is'5

r COShr )
—l/2e —(a ) e '&(tanhr)/2 —a aln(coshr) a2e 2'e'((anhr)/2

(3.70)

—i8/2S (R @ O)
—i8a a (3.71)

[cf. Eq. (3.66); for the derivation of this and other fac-
tored forms see Appendix 8]. The product of two degen-
erate squeeze operators is given by

S((r', p')S)(r, y) =e ' '/ e ' ' 'S((R,+)

(two-mode) squeezed Vacuum state

~
0)(„)=S(r,y)

~
0), (4.1)

which is the two-mode squeezed state (see Sec. IV 8) with
(a+) =0. A convenient basis is provided by the (two-
mode) number eigenstates

[Eq. (816); cf. Eq. (3.67)], where R, (I), and 0 are again
defined by Eq. (3.68).

IV. SPECIAL QUANTUM STATES

~
n+, n ):—[(n+!)(n !)] ' (a+) +(a ) ~0),

a+a+
~
n+, n ) =n+

~
n+, n ) .

(4.2)

(4.3)

Any discussion of special quantum states begins with
the two-mode vacuum state

~
0), the state annihilated by

a+ and a (a+
~
0) =0). A useful associated state is the

Another basis, unitarily equivalent to the number-
eigenstate basis under the two-mode squeeze operator,
consists of the (two-mode) squeezed number eigenstates
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n+, n )(„&)=S(r,y)
I
n+, n )

= [(n+!)(n !)] ' (a+) +

X(a )
I 0)(,,„),

a+a+
I
n+, n )(r ~) n—+ I n+, n )(r ~) .

A. Coherent states

(4.4)

(4.5)

oh& p I
~(x I )

I p &-h=e ' ' ~(4 rl)

=e "- "- &((e,ri) . (4.12)

A Taylor expansion of Eq. (4.12) with respect to q) and

g2 yields the symmetrically ordered moments of x q and
x2. Characteristic functions will be considered in detail
in paper III.

The coherent states are not orthonormal,

If the displacement operator is the heart of one-photon
optics, then the soul is the set of states it generates —the
coherent states. Here we review briefly some well-known
properties ' of coherent states for a single mode, general-
ize (trivially) those properties to two-mode coherent states,
and write the two-mode properties in our vector notation.

I
p&-h=D(a p) I0& (4.6)

1. Single-mode coherent states

The single mode c-oherent states are generated from the
single-mode vacuum state

I
0) by the displacement opera-

tor:

-h&p'
I
p&-h=&o

I

D'(a p )D(a p) I
0&

—D( —p' p)e IP Is I (4.13)

[Eqs. (3.37) and (4.11)], but they are complete in the fol-
lowing sense, pointed out by Klauder

I CohCOh I (4.14)

The completeness relation (4.14) is the starting point for
developing expansions in terms of the coherent states. It
can also be used to demonstrate that the trace of an opera-
tor f is given by

[Eq. (I.3.9)]. Their most important property is that they
are eigenstates of the annihilation operator:

a
I p&.oh p I p) oh (4.7)

[Eq. (3.21)]. Equation (3.38) can be used to obtain an ex-
pansion of lp)„h in terms of the single-mode number
eigenstates

I
n) =(n!) ' (a")"

I
0):

p) =e I) I'& e)'
I
o)

trf J oh(p If Ip&..h

which in turn shows that

v2/2 d ptr[D(a, v)]=e ~
"~ ~ f P D(p, v)=+52(v)

[Eqs. (4.11) and (3.33)].

2. Two-mode coherent states

(4.15)

(4.16)

(4.8)

A coherent state
I p )„h has time-stationary noise

[((ba) ) =0; Eq. (I.3.12)]; its important nonzero first-
and second-order moments are

(4.17)
I p&..h= p+ p —& oh=D(a, p)

I
o&

[cf. Eq. (4.6)]. It is an eigenstate of both a+ and a, i.e.,

A tu)o mode c-oherent state [Eq. (I.4.11)] is generated
from the vacuum state by the two-mode displacement
operator:

(a(r, y) ) =p
(x) =g, ((ax, )') =((ax, )') =-,'

(4.9a)

(4.9b)

(4.9c)

a+ ls &-h=p+ Ip&-h (4.18)

[cf. Eq. (4.7)], and its number-eigenstate expansion is
given by

—v~v/4=e -" "D(p,v)- (4.11)

[Eq. (3.38)]. A Taylor expansion of Eq. (4.11) with
respect to v and v yields the symmetrically ordered mo-
ments' of a and a . Using Eqs. (3.29) and (3.35), one can
write the characteristic function (4.11) in terms of the
variables g( and g2 (see Table II):

(see 'fable II). The expectation value and variance of the
number of quanta are

&a a&= IP I' &[~(a a)]'&= IP I' (4.1o)

The symmetrically ordered characteristic function for a
coherent state

I p)„h is the expectation value of the dis-
placement operator,

coh(P ID(a») IP&coh=e D(P»)

n+ n

ptp/2 (P+) +(P )

n, n [(n+!)(n !)]' '

[«. Eq. (4.8)]. A coherent state
I p )coh has time-

stationary noise [Eqs. (I.5.6) and (I.S.9)]; its nonzero first-
and second-order moments are

& a & =p, X„h= & b,a b,at &,y
———,

' 1,
1(arp& pa» (~arq~ary)sym TC2ry»

(w) =g, r,.„=(sw swt), „
= —,

' A = —,
' [1—(e/Q)cy2]

(4.20a)

(4.20b)

(4.20c)

[Eqs. (2.9), (2.13), (2.15), and (2.16); cf. Eqs. (4.9), (I.7.2),
and (I.7.3)].
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For a coherent state
I p &„h the expectation

value and variance of the free Hamiltonian (1.2) are

& &0 &
=Qp tA, 2p =Q(t(, (4.21a)

&(AHO) & =Q pti, 4p=Q~(tAg' (4.2 lb)

[Eqs. (2.32) and (2.9)]. Equations (4.21) follow easily
from the single-mode expectation value and variance of
the number of quanta [Eq. (4.10)], but they can also be ob-
tained from the following rules. Let M be any two-
dimensional matrix

the following way:

UM(r)
I p &.a =

I s e '"&..h=
I v+e '"

)M

(4.30)

[Eq. (3.60a)]. A rotation transforms a coherent state ac-
cording to

&(~) I) &.oh Ie 8& oh I p+e 8—e & oh

(4.31)

M„ M„
M=— (4.22)

[Eq. (3.61a)]. Combining Eqs. (4.30) and (4.31) yields the
SP free evolution

—iHot, —i(Qo 3+6'1)t
IP &coh=

I

e 8 &coh

One wants to evaluate the expectation value and variance
of the quadratic form

a Ma= M11a+a+ +M22a a +M12a+a

—i (0+a)t —i(Q —e)tgp+e ~P —e & coh (4.32)

In the degenerate limit a two-mode coherent state
reduces to a single-mode coherent state:

+M21a+ a +M22 ~

It is an easy task to show that

(4.23)
I P &.ah~ I P & oh P =2(P—++9 )—(4.33)

=- &) I
~(~ m) Is &.. (4.25)

[Eqs. (2.33), (3.50), and (3.57)]. In Eq. (4.25) we write the
characteristic function first in terms of the vector variable

y and then in terms of the vector variable ri.
The two-mode coherent states are not orthonormal:

- &u' lu &- =D(-u' v) (4.26)

[Eqs. (3.63b) and (4.25); cf. Eq. (4.13)]. They do, however,
satisfy a completeness relation which follows trivially
from the single-mode completeness relation (4.14):

d p I coh coh P

Hence the trace of an operator f is given by

«f= J, -h&p lf I p&.oh, (4.28)

and the trace of D(a, y) is
i

tr[D(a, v)]=e -""f -D(p, v)=sr 5 (v) (4.29)

[Eqs. (4.25) and (3.59a)].
In the MP a two-mode coherent state evolves freely in

.:&~ I
"M. l~ &...=~'~~+~», (4.24a)

oh&a I

[~(a'M»]' le &-h=S '~'S +M)2~&) ' (4 24b)

By using Eq. (2.8), one can obtain Eqs. (4.21) directly
from Eqs. (4.24).

The symmetrically ordered characteristic function for a
two-mode coherent state l)M &coh ls obtained easily from
the analogous single-mode quantity [Eq. (4.11)]:

—v~v/2..h&p ID(a, v)
I p&.oh e D()M

=e —-- &(g', g)
—g~A g/2

[Eq. (I.8.22)].

B. Squeezed states

1. Tao-mode squeezed states

The most important states in two-photon optics —the
states produced by an ideal two-photon device (see Sec.
IVA of I)—are the two mode squee-zed states, which can
be defined by

I I a&(r, y) =
I Pa+~Pa &(r,y)

—:D(a,p)S(r, p) I
0& (4.34)

[Eq. (I.4.17)]. Using Eqs. (3.46) and (4.1), one can write

I p &(„„)in the form

l)M . &(„&)——D(a, )M)
I 0&(„+)——D(a,p )

I 0&(„&) ', (4.35)

hence, a two-mode squeezed state can be obtained by ap-
plying the "squeezed" displacement operator
D(u, p )=S(r,q))D(a, p )S (r, q)) to the squeezed vacu-

um. Using Eq. (3.47) in the definition of l)M &(„~), one
shows that a two-mode squeezed state can be generated by
applying S (r,p) to a two-mode coherent state:

I p &(„~)——S(r,q))D(a, )u )
I
0&

=S(r,q))
I p (4.36)

++(r~%) II a&(r, ~)=pa+ II a&(r, ~) . (4.37)

As another example, one can use Eqs. (4.19) and (4.36) to
obtain an expansion of

I gs &(„&) in terms of the squeezed
number eigenstates (4.4):

[Eq. (I.4.15)]. Notice that
I p &(0~)——I p &„h. The uni-

tary equivalence between squeezed states and coherent
states is a powerfu1 tool for generating properties of the
two-mode squeezed states. For example, using Eqs. (4.18)
and (4.36), one can tell immediately that ltu', &(„~) is an
eigenstate of the squeezed annihilation operators (1.10):
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a~ a~+"
I I2 a)(r q)=e e e

I 0)(,g)

[(n+!)(n !)]'

=(coshr) ' g ( —e '~tanhr)"
I
n, n ) .

n=0
(4.39)

Thus the squeezed vacuum is a superposition of number
eigenstates which have equal numbers of quanta in the
a+ mode and the a mode.

The two-mode squeezed state
I p )(„+)has TSQP noise

[Eqs. (I.5.1)] and (I.5.6)]. Its nonzero first- and second-
order moments are most easily obtained by noting that
Eqs. (4.20a) and (4.36) imply

& a „„)=p, a, & ha „~b,a „~),r ———,
'

1 . (4.40)

(4.38)

The expansion of Ip )(„„)in terms of the number
eigenstates

I n+, n & is, in general, quite complicated, yet
neither interesting nor enlightening. It does, however,
have a simple form for the squeezed vacuum

I 0)(„+)—a
form obtained by using the factorization (3.66):

1
—a~+a f e2iq'tanhr

S(r,y) I
0)=(coshr) 'e +

I
0)

M =C „~MC (4.44)

(r, )&p a I
D(a~v)

I I a)(r qr)=c a&he a I D(a~va)
I I a)coh

—v~v /2=e D(p, , v ) . (4.46)

This result can be transformed so that the characteristic
function is written in terms of y= C „~v a or
g=A A, Lr3v:

Applying Eqs. (4.43) to Eq. (2.8) yields the expectation
value and variance of the free Hamiltonian with respect to

I 8 a)(r, q):

& Ho ) =Qptk2p+2Q sinh r =Qgtg+2Q sinh2r, (4.45a)

&(EHo) ) =Q ptA2C 2r&A2p+Q sinh (2r)

=2Q gtX„~g+Q sinh2(2r) (4.45b)
I

[Eq. (4.41b); cf. Eqs. (4.21)]. The reader should note the
appearance of X r ~ in Eq. (4.45b). Its presence there is no
accident: for any state the highest-order term in the ex-
pression for & (b,HO) ) is quadratic in the mean
quadrature-phase amplitudes; for any state with TSQP
noise [Eq. (I.5.1)], it is easy to demonstrate that the
highest-order term is given by 2Q /AX(, where g'=

& M ).
The symmetrically ordered characteristic function for a

two-mode squeezed state can be obtained immediately
from Eqs. (3.47), (4.25), and (4.36):

& a) =p, X„=& Aa Eat),„=—,
' C

& w) =g, r „„=& sw sw'), „=—,
' ~wc,„,x~"

(4.41a)

(4.41b)

One can obtain the moments of the creation and annihila-
tion operators and the quadrature-phase amplitudes sim-
ply by making matrix transformations of Eqs. (4.40):

—v~C v/2(.,,)&v. ID(a v) II .&(„,)=e '"' D(s v)
—q~X=e — '~-M(g', 2I )

(4.47)

—
2 ( 1 e /Q ) —~ cr )sinh(2r)sin(2q&)

——,
'

(e/Q)LT 2cosh(2r) (4.42b)

[cf. Eqs. (I.7.8) and (I.7.9)].
The rules (4.24), which give the expectation value and

variance of an arbitrary quadratic form atMa with
respect to a coherent state, can easily be generalized to
squeezed states, once again by using Eq. (4.36):

(r,y)&I a I
a ~a

I P' a&(r, y) P aÃI2' a+M22 p M)M+M22

(4.43a)

(,,)&p a I
[~(a~M»1'

I l a&(r, g)

=P M P +M ]2M2&
2

=I ~mC 2„,mI +mI2m», (4.43b)

[cf. Eqs. (4.20)]. Using Eqs. (A25), (A17)—(A19), and
(A4)—(A6), one can expand X „+and X „~as

X,~= —,
' lcosh(2r)

——,[o )cos(2y) —cr 2sin(2y)]sinh(2r), (4.42a)

2r ~= 2 1cosh(2r) —
2 (1—e /Q ) o'3slnh(2r)cos(2+)

[Eqs. (3.50), (3.57), and (A24)]. Notice the presence of
X„+ [Eq. (4.41b)] in the expression for the characteristic
function. Its presence signals the fact that a two-mode
squeezed state has Gaussian TSQP noise: the noise mo-
ments of arbitrary order are determined by the second-
order noise moments contained in X,+.

The two-mode squeezed states are not orthonormal.
The inner product of two squeezed states with the same r
and y is given by

(r, p)&I a I P' a&(r, y)=coh&P a I P a&coh

2P a~Pa e

—(p —p') C2„(p—p' )/2=D( —
)M,

' p)e

(4.48)

[Eq. (4.26)]. For squeezed states with different r and/or
y, the inner product is considerably more complicated
than Eq. (4.48); it is derived in Appendix C. The set of
two-mode squeezed states with a particular r and y does
satisfy a completeness relation

d Pa
I s &(., )(.. )&v (4.49)

which is just a unitary transformation of the completeness



3106 BONNY L. SCHUMAKER AND CARLTON M. CAVES 31

The MP free evolution of
I p )(„~) is given by

U (t)lp. &., =ip
—i&'t I, Gt i=Ip e p e /(rg) (4.51)

relation (4.27) for coherent states. Equation (4.49) allows
us to write the trace of an operator f as an integral over
squeezed states with the same r and cp:

Pa«f=, (;,) & p If I p &(;,)
. (4.50)

Many of the properties are most conveniently stated in
terms of the single-mode vector notation introduced in
Table II. The list of properties is as follows:

Eq. (4.39):

(r@) I
Q)(cosh) —) /2 —(a ")e'(tanhr) /2

I
0)

=( coshr)

X g ]
( ——,'e '"tanhr)" I 2n),

[Eqs. (3.7) and (4.3Q)]; under a rotation
I p ) („~)

transforms according to

&(~)
I pa&(;~)= I

e p )(., ~ e)—
(4.s2)

[Eqs. (3.16) and (4.31)]. Equations (4.51) and (4.52) to-
gether give the Sp free evolution

—iHot —i (Qo 3+el)t
I P a&(r, q) = I P a&(ry nr,)—

—i (0+&)t —i(Q —e)t yPa e ~Pa e i(r y —Qt)

(4.53)

[cf. Eq. (4.32)].
In a separate paper one of us (BLS) considers the wave

functions for two-mode squeezed states in the usual coor-
dinate and momentum representations.

2. Degenerate squeezed states

In the degenerate limit a two-mode squeezed state
I p )(, &) becomes a degenerate squeezed state ' '"
I Pa&(r, q):

p.&,„„, I p. &,„„—=D(a,p)s, (r, q» I
0), (4.s4a

P

pa:2' (p +p— ) =pcoshr +p*e '"sinhr (4.54b)

Eq. (4.40):

(a(r, q)) ) =pa, (b,a „~ha „~),„=—, 1,
Eq. (4.41a):

(a ) =p, X„~—= (baAat), y
———,

' C,„~,
Eq. (4.4lb):

(x) =g, r „,—= (ax axt),„=—,
' WC,„,a t,

Eqs. (I.7.8):

(
I
b,a

I
) = —,cosh(2r),

( ( Aa ) ) = ——,
'

e ' "sinh(2r),

Eq. (4.42b):

X„„=—, 1 cosh(2r) ——,cr 3sinh(2i )cos(2q) )

——,
'

Lr )sinh(2r)sin(2)p),

Eq. (4.22):

M11 M12
M =

M M, M11 ——M22,
21 22

Eq. (4.44):

(4.57)

(4.58)

(4.59a)

(4.59b)

(4.60)

(4.61)

(4.62)

[Eqs. (I.8.23)]. Equation (3.27) can be used to show that
S) (r, q)) transforms a single-mode coherent state into a de-
generate squeezed state:

M —=C, @MC,~, M11 ——M22,

Eq. (4.23):

(4.63)

I p. &(, ,)=~)(» v»D(a p. ) o&=~)(r m)
I p. &..h.

(4.55)

A degenerate squeezed state is an eigenstate of the
squeezed annihilation operator (2.48):

Eq. (4.43a):

(4.64)

—,atMa =M) ) a a + —,M) 2(a t) + —,
'

M2) a + —,M) ),

a( r~g )
I Pa&(rq&) =Pa

I Pa&(ry) (4.56) (r p)(pa I Ta Ma
I Pa&(r p)= 2P MP+ 2 M))

1 (4.65a)

[cf. Eq. (4.37)].
The properties of degenerate squeezed states can be de-

rived in the same way as the properties of two-mode
squeezed states. Here we content ourselves with providing
a list of properties of the state

I p )(„„). Above each
equation in the list we give the equation number of the
analogous two-mode property. All the results in the list,
except Eqs. (4.62)—(4.65), can be found in Yuen's
comprehensive paper" on "two-photon coherent states;"
some of the results are also given in Refs. 9, 21, and 16.

Eq. (4.43b):

+ 2 M)2M2), (4.65b)

Eq. (4.45a):

( a a ) =
I p I

+sinh r = —,
' g'tg+ sinh r, (4.66a)

(„~)(p I
[6( 2

atM a)]
I p )(„„)———,ptM C 2„„Mp
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Eq. (4.45b):

& [b (a ta )] &
=T'ptC 2„+p+ —,sinh (2r)

=g'tX „&g'+ —,sinh (2r),

Eq. (4.46):

(r~)&pa ID(+ v)
I pa&(r~)

=..h& p. I
D(~,v. )

I p. &..h

—v~v /4

Eq. (4.47):
—v C2„v/4(.,,)&p ID(~ v) lp &(.,)=e
—g~X g/2=e — "~- &(g g)

(4.66b)

(4.67)

it right at the start —is .that it recognizes the quadrature-
phase amplitudes as the fundamental variables and, hence,
it naturally associates a+ with a . This feature has pro-
found consequences for the operator orderings that are
preferred in two-photon optics. One natural ordering for
the quadrature-phase amplitudes and their Hermitian con-
jugates places a) and aq to the left of a) and uz (re-
call that [a),az] =0); this kind of ordering, which we call
quadrature-phase normal ordering, is equivalent to normal
ordering of the a+ mode and antinormal ordering of the
a mode. Another natural ordering, which we call
quadrature-phase antinormal ordering, places aj and u2 to
the left of a] and ez, it is equivalent to antinormal order-
ing of the a+ mode and normal ordering of the a mode.
Using the commutators (2.36) and (2.38), one can write
the two-mode displacement operator in terms of these two
orderings:

Eq. (4.48):

=(r,»p)&pa I
~(x» 7) pa &(r,~)»

(4.68)
'I7 II '») /2 (5.1a)

( r p ) & Pa I Pa & ( r»)» )
= coh & Pa I Pa & coh

—Ip~ —p~ I=D( Tpa»pa)e

v o. 3v/2 —v~o. 3a a~LT 3vD(a, v)=e ' e ' e

qtnqn qtw—
(5.1b)

g
—P —P 2r P —P=D( p' p, )e—

(4.69)

Eq. (4.49):

d p~
I
P'a &(r, y) (r, g&) &P'a (4.70)

V. CONCLUSION

This concluding section is a good place to recapitulate
the key ideas behind papers I and II and to hint at what
lies ahead. The goal of this series of papers is to develop a
formalism suited to the analysis of two-photon devices.
The crucial feature of a two-photon device is that its out-
put consists of pairs of simultaneously emitted photons.
Hence the starting point for our formalism is a pair of
electromagnetic-field modes which are excited by emission
of a pair of photons. The natural variables for describing
the excitation of these two modes are the quadrature-
phase amplitudes, and the natural quantum states are the
two-mode squeezed states —the states generated by an
ideal two-photon device. These basic building blocks were
the focus of paper I, where our objective was to develop a
physical understanding of the quadrature-phase ampli-
tudes and the two-mode squeezed states. In the present
paper we have described the mathematical structure of the
formalism and developed techniques for manipulating its
fundamental components. We introduced a vector nota-
tion which simplifies the mathematical description and
makes it easy to learn and use the language of the
quadrature-phase amplitudes. The vector notation also
provides quick translation into the conventional language
of creation and annihilation operators.

An important feature of the vector notation —built into

[cf. Eq. (3.38)]. The lesson is that the natural orderings
for two-photon optics, which are based on the
quadrature-phase amplitudes, require opposite ordering of
the two modes.

These operator orderings will play a prominent role in
paper III, where the focus will be on characteristic func-
tions and their complex Fourier transforms, quasi-
probability distributions. The expectation value
&&(W,q)&:—@(p) is a characteristic function whose
Taylor expansion yields the symmetrically ordered mo-
ments of a), a2, a), and aq', its complex Fourier
transform is a two-mode version of the well-known
Wigtl(er distribution function. The expectation

valises
&e — -"e "- —

&
=e"-"- @(vg) and &e

"--e —"-&g~LIq/2 —1f M Jjf

=e — — 4(p) are characteristic functions whose Tay-
—y~IIy/2

lor expansions yield moments of a), a2, a), and aq that
are, respectively, quadrature-phase normally ordered and
quadrature-phase antinorm ally ordered. The complex
Fourier transforms of these characteristic functions are
new two-photon quasiprobability distributions, whose def-
initions build into them the association of a+ with a
which is responsible for the squeezing of the output of
two-photon devices. Paper III will generalize
quadrature-phase normal and antinormal orderings to a
continuum of intermediate orderings and will explore the
characteristic functions and quasiprobability distributions
that arise from these general operator orderings.
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APPENDIX A: PROPERTIES
OF TRANSFORMATION MATRICES —].

Crtp C3CrtI33 C—rg Cr y+~/2 ~

(A23)

(A24)

1 1
1. W=—2-'" —l

The last two equalities in Eq. (A24) are the analogs of the
last two equalities in Eq. (1.9).

] gf 2 —1/2 (Al)

C „~=1 coshr+[cr icos(2qr) —o 2sin(2@)]sinhr
r[o )cos(2y) —o 2sin(2y)]=e (A25)

detA =i,
A = 'e ™—/4[1 t'(—cr )

—o 3+LT 3)]

(A2) C r yC r', y C r+r',
t8o 3

—lOo' 3e C„@e =C, ~+g .

(A26)

(A27)

i(m. /4)(1 —o &+o 2
—o 3)

e 7

3 o. )A =o 3,
A o. 2A = —o. ),
3 o. 3A = —o.2,
3 o. jA = —o.2,
A o. 23 = —o.3,
A~o. 3A =2 A =o i

(superscript T denotes a transpose).

A, + 0
2o X 0

detA, =A+A, =(1—e /II )'T

(A3)

(A4)

(A6)

(A7)

(A8)

(A9)

(A10)

(A 1 1)

APPENDIX 8: FACTORIZATION AND PRODUCTS
OF SQUEEZE OPERATORS

M(r, y)—:exp[r(Ae '"—A e '")],
where the operator 3 and its adjoint A obey the comrnu-
tation relations

(81)

In this appendix we first factor the degenerate and the
two-mode squeeze operators, S&(r,tp) and S(r,y) [Eqs.
(2.46) and (1.8)], into products of exponentials; we then
use these factored expressions to show explicitly that the
product of two or more different squeeze operators
(differing both in their magnitudes and directions of
squeezing) is equal to the product of a rotation operator
and a squeeze operator.

Factoring the two-mode squeeze operator turns out to
be the same task as factoring the degenerate squeeze
operator. In either case the problem reduces to factoring
the expression

A, = —,'(A, ++A, )1+—,(A, + —A, )o.3,
[A,, LT )]=i(A+ —A, )o, 2,

[A,, LT 3]=—t(A, + —A, )cT ),
[A, cr 3]=0,,

A,3=1+(e/0)o 3,
A, LT, A, =(1 e /0 )' cT $t, —

crzi=(1 ,—e /, 0 )' o 3,
A LT3A —o 3A2=(e/Q)1+LT3 ~

(A14)

(A15)

(A17)

(A18)

(A19)

(A20)

0

0

Equation (A12) allows one to obtain properties of k
from properties of A, by multiplying by factors of
(1—e /Q )

' and reversing the sign of e.

[A, A ]=B=B, [A,B]=2A, [At,B]=—2A

e tABe —tA B+2tH

' =e
(83b)

(83c)

where t is any complex number. The relations (83) follow
from the general relation

tRS tR g —
[R ttS

In=O".

IR "SI=—[R, [R" 'SI], [R SI =—S
(84)

For the two-mode squeeze operator M =S(r,p), one sets
A=a+a and B=l+a+a++a a; for the degenerate
squeeze operator M =S

& (r, tp), one sets A = —,
' a and

B=—, +a a. The commutation relations (82) immediate-

ly imply the following useful relations (and their Hermi-
tian conjugates):

etAg fe —tA 3 t+tB+ (83a)
I

coshr e '~sinhr
3.

e 2''rsinhr coshr

Cr~=Cr
detC, &

——1,
(A21)

(A22)

[for a derivation see, for example, Eq. (8.105) of Ref. 23].
There are many approaches one can take to factor the

operator M(r, y) into products of exponentials involving
the operators A, A, and B; here we briefly describe two
approaches. In the "differential equation" approach one
multiplies the exponent of M(r, y) by a parameter t and
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sets the resulting expression equal to the desired product
of exponentials involving the operators A, At, and 8,
with coefficients in the exponents which are functions (to
be determined) of the parameter t; One then takes the
derivative with respect to t of both expressions, equates
the two expressions by using the relations (83) to put
them in the same form, and solves the resulting coupled
first-order differential equations (subject to boundary con-
ditions at t =0) to find the coefficients as functions of t;
the task is completed by setting the parameter t equal to
one. This procedure is straightforward and, for this par-
ticular problem, not difficult.

A more elegant and more versatile approach,
however, makes use of the fact that the factored forms for
M(r, p) are consequences only of- the commutation rela-
tions (82); this means that the operators A, A, and B can
be replaced by matrices which obey the commutation rela-
tions (82), and the problem of factoring M(r, y) can be
reduced to factoring an exponential of a sum of matrices.
The problem becomes particularly simple if one uses for
this purpose the Pauli spin matrices (2.7), which have the
following properties:

1 0
0 70 J 6iJ 1 +&67Jk'LT k, 1 (85a)

e ' '=1coshy+o. J.yJy 'sinhy,

)
—= () i+X2+) 3)'"

where i,j,k =1,2, or 3, yJ are arbitrary complex numbers,
and a summation over repeated indices is implied. For
the matrices LY+ and LT defined by

0 1

The commutation relations (82) and (86b) admit the for-
mal correspondence

A~ —cr, A ~o.+, B—+o 3 . (87)

This correspondence implies that

M ( )
r—(cr +e2'&+cr e 2'&)

—1C, ~
——e

(89a)
I'—:e '~tanhr, g

—=1n(coshr)

[Eqs. (85b), (86), and (Bg)]. This implies, through the
correspondence (87), that'

M(r, y)=e " e s e" ". (89b)

The five other factored forms for M(r, y), which corre-
spond to all other orderings of the operators A, A~, and
8, are easily derived from Eq. (89b) with the help of the
following rules:

so+ to 3 to3 se
e +—e '=e 'e (810a)

so + to te o se o + uo.
3e +e =e e +e

=1coshr —(0+e '++a e '+)sinhr=C„„' (BS)

[Eqs. (85b) and (86); cf. Eq. (A25)]. The correspondence
(87) is not unique; we choose it because it leads to the
correspondence (88), which is the correspondence induced
naturally by the definition (2.22) of C „~. Note that while
the operator M(r, gr) is unitary, the matrix C „+ is not.

The matrix C „„is easily factored into exponentials of
LT +, g, and LT 3. For example, one such factorization is

—I'o+ —go 3
—I o+e e

0 + ——, (LT ~ + i Cr 2) = 0 0

0 0
0' —= 2 (LT &

—lLT2)=
1 () =cT+

(86a)

the properties (85) have the following important conse-
quences:

(810b)
[Eqs. (85b) and (86)]. Equation (810a) follows from the
matrix version of Eq. (83c), and Eq. (810b) corresponds
to the rule for interchanging the order of exponentials of
A and Af.

[CT +,0' ]=CT 3, [CT + ) L7 3 ]= +2' +
2 2 10. +=o =0 cr+o ~= —,(1+a 3),

(86b)
sA ~ —tA —te ~A se ~A ~ 7L)B

e urBe —te A se A (811)

0 +0 3= —0 30 +=+0 +

e —+=1+to+ . (86d)

The final result is that the operator M(r, p) defined by
Eqs. (Bl) and (82), i.e., the squeeze operator, has the fol-
lowing six equivalent factored forms:

=e~ Ae ~e A egB=e Aeg e ~A =eg e~e Ae (812)

The above rules and factored forms for the degenerate and two-mode squeeze operators allow us to prove what one
would expect intuitively: the product of two different squeeze operators is equal to the product of a rotation operator
and a squeeze operator. Equation (88) implies the correspondence

M (r', y')M(r, p)~C „~.C„~=(C„qC„'„)

The product C, ~C „„canbe written as the product of another C matrix, C z @, and e, giving
iOo 3

(813)
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—1
l'Oa

3 iso 3C„qC„@——Cz @e =e 'Cw @ 8
e i "coshR e' 'sinhR

e ' " 'sinhR e ' " coshR (814)

where R, N, and 0 are defined explicitly by

e' "coshR =coshr coshr' —e ' + + sinhr sinhr',

e' "'sinhR =e '+sinhr coshr' —e '+sinhr'coshr .

The correspondences (87) and (88) then imply that

M (r', y')M(r, q&) =e '" M(R, N) =M(R, N O~)e —'oR .

(815a)

(815b)

(816)

By using the fact that C „~=o 3C „„o3 [Eq. (A24)] and noting that C „„0.3C r ~ is the matrix of commutators defined
by a „~ and a „&,one can write the defining relation for R, 4&, and 8 [Eq. (814)] in terms of the nonvanishing commu-
tators of the squeezed annihilation operators:

[a+(r,y), a+(r', p')] —[a+(r, (p), a (r', y')]

[a (r, (Ir ),a+(r', (p')] —[a (r, ),a (r', y')]

APPENDIX C. INNER PRODUCTS
OF SQUEEZED STATES

In this appendix we derive the inner product of arbi-
trary squeezed states. The derivation is sketched for two-
mode squeezed states. The same derivation works for de-
generate squeezed states, so for them we merely list the
main result.

One way to derive the general inner product is to begin
with the matrix element (0

I p )(„~). This matrix ele-
ment is easily obtained by using the number-eigenstate ex-

I

pansions of a two-mode coherent state [Eq. (4.19)] and the
squeezed vacuum state [Eq. (4.39)]:

(oIp ),, =&0ID(a,p)S(,q) I0&

p~p/2 —p+LM e '+tanhr= jcoshrj e —— e

(Cl)

It is instructive to write the exponents in Eq. (C 1) in terms
of the vector notation:

(0
I p )(r ~) ——(coshr) 'exp[ ——,

' (coshr) 'pt(C „+iD„„)p]
=(coshr) 'exp[ ——,

' (coshr) 'p (C, '+iD „)p ] . (C2)

The matrix D „+is defined by where

0
D„ ie '~sinhr

=D„~———D

—ie '~sinhr

0

(C3)

r

p~=Cp@p~ p ~=~ yr @'p

Equations (3.63b), (3.47), and (3.67) imply

I

(',g')(p a I pa)(r, q)

(C6)

it has the following easily verified properties:

~ ac„,
D „~=—— ' = [o )sin(2y) + LT 2cos(2y)]sinhr,

2 Bg

=e "D(—'p' p)&0IC.,,(p —p')&(R, 4), (C7)

l Oo' 3,Cg @e —Cp C (Cga)

where R, (I), and 0 are defined by Eq. (3.68) [see also Eqs.
(815)]:

leo 3
—i&o 3D„~e =e D„~, (C4b)

The Hermitian conjugate of Eq. (C8a) is the useful rela-
tion

(C4c) —lOo 3 —1e Cze ——C, ~C„ (C8b)

Equation (C2) decomposes (0
I p )(„~)neatly into a mag-

nitude times a phase factor.
Consider now the general inner product

(r', y')&p a I p a&(r, y)

= (0
I
S (r', (I()')D (a,p' )D(a,p)S(r, y) I

0), (C5)

Note that
iQ~LT 3

—iQ~LT 3D z c,e =e D z @——D „„coshr'—D, coshr

(C9)

[Eq. (815b)]. The matrix element (C2) can now be used in
Eq. (C7) to give the desired result,
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t
(r', p')(8 a I P a)(r y)

= ND( —,p', p)exp[ ——,(p —p' )"(F+t'6 )(p —p )],
(C10)

6 coshR:—C, +D ~ ~,C „+

=C„~(D„~coshr' D—, &coshr)e 'C„„
iOo 3=C, &

(D „~coshr' D„—& coshr)e C „„
(Cl lc)

X=—(e'" coshR )

=(coshr coshr' —e '+ +'sinhr sinhr')

[Eq. (815a)], and

FcoshR —=C ~Cg @C,~ ——C, ~e 'C, ~

iOo 3=C„e C, ~,

(Cl la)

(Cl lb)

[F=Ft, 6=6t; Eqs. (C8) and (C9)]. Note the relation

—i ocr ~ 0
0

3

coshR
(Cl ld)

Equations (Cl 1) allow one to write the inner product
(C10) in terms of the primary variables r, r', y, and y'.
Three special cases deserve attention: (i) if p=p', then
Eq. (C10) reduces to

(„,& )(p a ~ p a)(„&)=X=(coshr coshr' —e '(& 'r )sinhr sinhr') ) (p =p, ' );
(ii) if y=q&', then 0=0, C =p, and R =r r', s—o

( r&)(p a ~ p )(r q, )= [cosh(r —r')] D( —,p', p)expI ——,[cosh(r —r')] ((p —p' )t(C „„, +t'D „„, )(p p ) I

(C12)

(C13)

[cf. Eq. (448)1' (iii) if r =0, then 0=0, @=y, and R=r, and Eq. (C10) gives the inner product of the two-mode
coherent state

~

p' )„h with the two-mode squeezed state
~ p )(„

„h(p'
~ p a)(„„)=(coshr) 'D( —,p', p)exp[ ——,

' (coshr) '(p —p' )t(C „+iD„)(p,—p' )] (C14)

[cf. Eq. (C2)].
For degenerate squeezed states the general inner product is given by"

(p'
~ p ),, =&' 'D( ,p', p) p[ ———,'(p —p') (F+ 6)(p p')], —

where we use the single-mode vector notation introduced in Table II, with p ~=C „„pand p ~=C„„p'.
(C15)
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