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The construction of physical occupation and transition probabilities in non-Hermitian, effective-
Hamiltonian models of coupled near-resonant discrete states which decay to a continuum is
analyzed. We consider for definiteness the particular physical example of atomic multiphoton ioni-
zation. The possibility of finite duration and arbitrary modulation of this interaction, and of the
subsequent ionization and/or decay, in such a system allows us to invoke “adiabatic switching” con-

siderations in conventional S-matrix theory. The effective Hamiltonian H(¢) is derived for both sta-

tionary and time-dependent Schrédinger equations. These derivations yield the same effective H(z),
and further reveal that this operator is associated with discrete-state-projected “incoming” scatter-
ing states. The Hermitian conjugate operator H '(z) is similarly shown to be associated with
discrete-state “outgoing” scattering states. This shows that effective-Hamiltonian theories are in-
trinsically S-matrix theories. This fact, in turn, is employed to construct transition amplitudes. The
possibility of resonance in the atom-field interaction requires that both the projected incoming states
and projected outgoing states be employed in this construction. The projected incoming and outgo-
ing states in the (discrete) bound space are quite conveniently described by effective time-dependent
Schrodinger equations, supplemented by initial- and final-state boundary conditions. The fact of
independent-exponential decay from each mode throughout the history of the interaction, for an ar-
bitrary initial superposition state, in the adiabatic limit, suggests a practical construction for
intermediate-time bound-state probabilities. This construction permits the formal definition of
individual-state probabilities, which satisfy a generalized adiabatic theorem, and leads to the satisfy-
ing result that the total bound-state probability at all intermediate times is the sum of complex-mode
probabilities. In marked contrast to the conventional norm-of-state definition of nonionization
probability, this sum does not have oscillations at intermediate times, in the limit of adiabatic modu-
lation of the interaction. Superposition-state probabilities, however, exhibit oscillations at intermedi-
ate times. The resulting non-Hermitian quantum dynamics is especially suited, and even essential,
for an accurate description of near-resonance ionization. Precise matching of the time-dependent
A(t) and A '(z) with bases of their instantaneous eigenstates is required by approximate unitarity in
the discrete decaying space, for a consistent theory. We illustrate these considerations in a general
way in the context of resolvent-operator techniques. The implementation of the theory in both its
time-dependent and stationary-state formulations is presented in an Appendix, for the completely
general two-state non-Hermitian Hamiltonian. The results of these formulations are found to agree,
in the adiabatic limit, to all orders in the non-Hermitian interaction. The utility of direct diagonali-
zation of the effective A (¢), advocated by Armstrong and Baker, is transparent. The overall context
of interpretation of their earlier work is, however, significantly altered. Similar considerations apply
for nonswitchable interactions, such as for K-meson decays. These results represent a practical gen-
eralization of quantum mechanics to non-Hermitian systems. The utility, and the necessity, of such
a generalization has considerable theoretical interest, and direct experimental implications.
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I. INTRODUCTION

The analysis of the ionization of bound-state systems
(“atoms”) through interaction with an intense electromag-
netic field is made challenging through the possibility of
multiphoton resonances in intermediate bound-bound
transitions. Under certain circumstances, such as when
the rise time and fall time of the ionizing pulse is long rel-
ative to the response of the atom, and short in duration
relative to such phase-shifting processes as spontaneous
emission of a photon by the atom, a Hamiltonian analysis
with the time-dependent Schrodinger equation may be
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useful. However, it is too difficult a problem to solve ex-
actly for the dynamic wave function for the ionizing
atom-photon system. Close to resonance, low-order per-
turbation theory is not valid. One may attempt to per-
form infinite summations,! or take recourse to numerical
studies for particular systems.? It is highly desirable,
nonetheless, from a conceptual standpoint to construct
simplified models which incorporate essential dynamical
features of the actual physical situation, and which may
be solved analytically in various limiting regimes of the
dynamical parameters. One may thereby better under-
stand how various features, such as ionization rates,
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fluorescence, widths, etc., behave in the different regimes
of intensity, detuning, and other parameters.

The simplest of the models which can include bound-
bound transitions to all orders in some fashion, and also
account for ionization dynamics, are two-state models
with effective “decay” (to the photoelectron continuum)
terms in a non-Hermitian Hamiltonian.®> An alternative
analysis employs a noninteracting “dressed-atom” basis,
with eigenstates of the near-resonant atom-photon sys-
tem.* In this approach, one should in practice evaluate
cascade effects and also properly symmetrize.” There are
nonetheless a variety of circumstances where performing
the dressing is useful.®

Even aside from the question of practicability, however,
noninteracting dressed states are not a wholly satisfactory
basis. When the atom-field interaction is considered,
these noninteracting dressed bases lead to predictions of
ac Stark splitting of the photoelectron spectrum in con-
junction with saturation of the intermediate-resonance
transitions.” Further, this photoelectron spectrum is sen-
sitive to the time dependence of the evolution of the
atom-field interaction.! And finally, these states are cou-
pled dynamically, through virtual transitions to the pho-
toelectron continuum, and thus are not dynamically in-
dependent even to second order in the atom-field interac-
tion, the same order to which ionization is calculated.’

The relatively simple non-Hermitian two-state models
represent a significant step toward possible systematic in-
clusion of the off-diagonal interaction’ through the con-
tinuum simultaneously with interaction time-profile ef-
fects on final-state photoelectron spectra.! One of the best
known of such models, that of Beers and Armstrong,’ uti-

lizes the resolvent for the effective Hamiltonian A. This
formulation of the problem in effect assumes the effective
atom-field interaction A AF is suddenly switched on, with
the atom initially in an eigenstate of the noninteracting
atom-field Hamiltonian H,. Because the eigenstates of

H, are not eigenstates of H, the bound-state (nonioniza-
tion) probability Pg(¢) exhibits temporal oscillations.
This follows directly in consequence of the norm-of-state
prescription Pp(t)={¢ 4(¢)| ¢ 4(¢)), where | ,(2)) is the
bound-state wave function as determined by the resolvent
for A.

Choi and Payne® solve the coupled two-state system in
the opposite extreme of the adiabatic limit. Their analysis
provides, in principle, for calculating beyond the adiabatic
limit, by iteration in “orders of adiabaticity.” Although
their two-state solution is obtained relatively easily, with
more than two states the algebra becomes tedious. Their
calculation can be extended to accommodate an arbitrary
initial superposition of eigenstates of H, (done in the Ap-
pendix of this paper), and with the conventional norm-of-
state definition Pp(f)={(d ()| 4(¢)) leads to expected
ionization and/or decay, plus oscillations between the
eigenstates and different decay rates.

Armstrong and Baker have outlined a general pro-
cedure for the systematic construction of an appropriate
effective Hamiltonian A for an ionizing and/or decaying
discrete space of any finite dimension!® (hereinafter re-
ferred to as AB). With the appropriate H for an ionizing

and/or decaying system, “decaying dressed states” are cal-
culated as instantaneous eigenstates of H. Off-diagonal
coupling through virtual continuum transitions® is not
problematic with this basis of complex-energy states. The
continuum contributions are automatically included [to
second order in the atom-field interaction Hg(z)] as
(real) energy shifts and (imaginary) decay terms. These
eigenstates and eigenvalues follow the time evolution of
H( t), and continuously approach those of free atom-field
Hamiltonian H, if the interaction is continuously
switched off. This theory permits the use of time-
independent perturbation theory straightforwardly to cal-
culate dynamical quantities, such as decay rates. The
time-profile effects of the atom-field interaction are in-
cluded through assuming the usual time-dependent
Schrédinger equation for the bound-state wave function,
with the non-Hermitian effective A. With the time-
dependent, effective Schridinger equation, it is shown in
AB that in the limit of slow variations in the effective
atom-field interaction H Ar(?), transition amplitudes
among the discrete, complex-energy eigenstates are essen-
tially zero. This extends the adiabatic theorem!! in terms
of amplitudes to complex-energy eigenstates. No formal
prescription for constructing modal occupation probabili-
ties is provided for, however, so that the extended adiabat-
ic theorem of AB is a limited one. The eigenstates and
their complex energies are to be calculated to first order in
the continuum-coupled, effective terms in A ar(2), while in
near-resonant discrete manifolds, calculations to all orders
in the transition matrix elements of H sr(¢) are required.
The conventional norm-of-state prescription for total
bound-state (nonionization or nondecay) probability Pg(t)
is employed in AB [Eq. (16)], which with an initial super-
position of eigenstates of H, leads to the usual oscilla-
tions for Py(t) and the net ionization rate, even in the adi-
abatic limit.

The norm-of-state construction for nonionization or
nondecay probability Pp(¢) has a venerable history.’? In
the earliest applications of this construction, by Weisskopf
and Wigner,'? decay from only a single state was con-
sidered, and no differences of consequence result from the
alternative construction as argued for in the present paper.
In this paper we reconsider the conventional norm-of-state
construction of Pg(¢) in the context of non-Hermitian
dynamics. We find that when the effective Hamiltonian
and its eigenstates are considered in the framework of
conventional scattering theory the norm-of-state construc-
tion for Pp(¢) is inconsistent, and in fact erroneous. We
provide a consistent construction not only for Pg(z) but
also for individual modal occupation probabilities at all
intermediate times. We focus for specificity upon the
multiphoton ionization problem because the atom-field in-
teraction realistically vanishes in the remote past and fu-
ture, which permits invocation of the standard considera-
tions from scattering theory, to infer the correct construc-
tion of transition amplitudes. One may realistically con-
sider also a semiclassical regime, with arbitrary modula-
tion of decay rates of different modes, leading to an essen-
tially unique construction for intermediate transition am-
plitudes which is consistent with the infinite-time limit,
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where the scattering matrix and adiabatic limit exist in
the strict sense.

Also, in analyzing the multiphoton ionization problem
we wish to reemphasize the utility of the procedure in AB
for obtaining decay rates in a very direct fashion. It
would seem necessary, however, that Eq. (16) for Pg(2), a
norm-of-state construction, and subsequent developments
in AB should be modified in accordance with the analysis
and conclusions set forth in this paper.

Although we explicitly consider here the non-Hermitian
dynamics of multiphoton ionization, our analysis is per-
formed in a sufficiently general framework that our con-
clusions apply to any ionizing or decaying discrete space,
such as the decay of K, mesons to the pion continuum.
Whenever phase-shifting processes such as atomic col-
lisions or spontaneous photon emission become important
effects, an appropriate density-matrix extension of the
present results is easily constructed.

Transition and occupation probabilities defined for an
effective non-Hermitian system must take into account
the lack of unitarity in the decaying subspace in an overall
consistent fashion. Consider an atom-plus-field system
with free Hamiltonian Hy=H 4+ Hy. The field impinges
upon the atom, rising to full strength in the atomic neigh-
borhood sufficiently slowly that the interaction H ,g(t)
may be regarded as adiabatically “switched on.” We im-
agine a slowly varying field envelope, or amplitude, and
that it is practically monochromatic. Suppose that the
atom is initially in a superposition of eigenstates of the
atomic Hamiltonian H 4, say |1(0)) and |2(0)). Under the
conditions described, this initial state, which we write as
|0)=c; | 1(0)) +c; | 2(0)), evolves under the appropriate
effective Hamiltonian A (acting only in the atomic sub-
space) into the state!” (we take %=1 throughout this pa-
per) .
|t)=cexp [—i fo Aq(thdt' ] | 1(2))

+esexp [~ [ atenar | [20) M

where ¢, and c, are unchanged and |1(2)) and |2(¢)) are
the instantaneous complex-energy eigenstates of H).
The complex quantities A(¢#) and A,(¢) are the associated
instantaneous eigenenergies. The occupation probabilities
of modes |1(¢)) and |2(?)) are

Py(t)=| ¢, | %exp [— fo'yl(r')dt'] , (2a)

2 ! ’ '
Pat)= | ;| %exp [— [} yathat ] : (2b)
The quantities —¥; equal twice the imaginary parts of A;.
If these modes decayed completely independently, one
would have, for the ionization rate at any time ¢,

dPpg(t)
& =71()P1()+72()Py(2) . 3)

Owing to the generally nonzero overlap {1(z)|2(z)), the
time derivative of the norm-of-state {z |¢) does not lead
to the result (3), even in the adiabatic limit [see Eq. (16) in
AB]. The extra cross-terms in the conventional construc-
tion!? are usually accepted as a natural “interference”
among the eigenmodes of a non-Hermitian Hamiltonian.

Of course, if one calculates to a consistent low order in
the Hermitian interaction H,p, the above overlap of
states is, to the given order, effectively zero, being always
of higher order. However, in decaying degenerate mani-
folds, or with intermediate-state resonances in multipho-
ton ionization, one must calculate to all orders in the
resonant, or degenerate, manifolds.

According to the analysis presented in this paper, the
ionization rate expression of Eq. (3) is in fact the correct
one, at least in the adiabatic limit. This conclusion, and
other more general ones, follow from careful considera-
tion of the eigenstates not only of H, but also of the ad-
joint operator A 1tis known, as discussed in AB and
also by Faisal and Moloney,'? that these two sets of eigen-
states constitute biorthogonal sets, each set spanning the
discrete subspace.!* We find that both of these sets occur
naturally in a correct theory, and have distinct signifi-
cance revealed by considerations in the context of scatter-
ing theory. Thus Hermitian quantum dynamics is shown
to contain the information necessary for its generalization
to non-Hermitian quantum dynamics.

The preparation of an unstable, decaying and/or ioniz-
ing system is in a strict sense properly regarded as a
scattering experiment.'#'® In general, the scattering
theory employed should incorporate also the translational
continuum of the ionizing and/or decaying discrete-space
system (“atom”). This is crucial, if one considers a semi-.
classical atom-field interaction H 4, in order that certain
of the distributions may be defined. In actual calculations
involving only the discrete-space dynamics, however, such
translational “scaffolding” may be discarded, with the
caveat that energy bookkeeping must be done “by hand”
among the various subspaces.

Some of our conclusions have been discussed else-
where.!® In this paper we present additional discussion
and detail, and in an appendix illustrate our considera-
tions in detail with the general two-state non-Hermitian
system.

The plan of this paper is as follows. In Sec. II we de-
fine the illustrative dynamical model. For completeness
we review the derivation of the effective Hamiltonian A
for a decaying discrete space. The non-Hermiticity comes
about through the irreversible coupling to an energy-
conserving continuum.!”!® In the process we show that
the eigenstates of H(t) are projections of Lippmann-
Schwinger (“dressed”) incoming states, satisfying an
initial-state boundary condition, onto the discrete refer-
ence space of the noninteracting system. Further, we find
that the eigenstates of A1) are projections of
Lippmann-Schwinger (dressed) outgoing states, satisfying
a final-state condition, onto the discrete reference space of
the noninteracting system. In Sec. III the considerations
of Sec. II are repeated for the time-dependent Schrodinger
equation. This leads to time-dependent effective
Schrédinger equations using both H(f) and A (1), with
states in the first case satisfying an initial-state condition
and, in the second case, states satisfying a final-state con-
dition. In Sec. IV we employ the S-matrix aspects of the
states evolved under & and A T, as established in Sec. III,
to construct transition and occupation amplitudes for in-
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dividual complex-energy eigenstates and for the total
bound-state probability Pz(¢). An interpolating construc-
tion is provided to define individual-mode occupation
probabilities for intermediate times, consistent with the
long-time S-matrix results in the adiabatic limit. These
probabilities satisfy the consistency requirement that in-
dependent decay from each mode, as manifest in the S
matrix, requires that each mode decays independently at
all times at a rate proportional to its instantaneous proba-
bility. With our constructions, the total bound-state prob-
ability is at all times the sum of individual-state probabili-
ties. These results are obtained in Sec. V, where the adia-
batic limit is evaluated in detail. With our construction of
total nonionization probability Ppz(¢), oscillations do not
occur through nonzero overlap of different eigenstates of
H(1). Oscillations in time would occur for the probability
of any coherent superposition state, however, as is to be
expected. In Sec. VI we consider the resolvent-operator
solutions of the non-Hermitian dynamical problem. This
procedure is suitable during periods of constant interac-
tion. We emphasize that the appropriate bases for utiliza-
tion of the resolvents for A and H ' are their associated
complex-energy (dressed) eigenstates. In the Appendix we
illustrate the application of our theory for the general
non-Hermitian two-state system. We extend the Payne-
Choi adiabatic iterative technique® to solve the time-
dependent effective Schrodinger equations with arbitrary
initial- and final-state conditions. The naturalness of our
construction for transition amplitudes, using the biorthog-
onal states as dictated by S-matrix considerations, is quite
apparent in this Schrodinger picture calculation. We also
calculate the eigenvalues and eigenstates as direct solu-
tions of the eigenvalue problem, as advocated in AB. The
utility of this approach is apparent. Finally, the nature of
the nonzero overlap of nondegenerate eigenstates is expli-
citly exhibited.

II. EFFECTIVE HAMILTONIANS AND EIGENSTATES

Let us define a particular dynamical process, which, in
fact, has features of more general problems. Imagine a
composite system consisting of an atom (or other ioniz-
able system) plus a localized packet of photons. The
packet, of course, will be a superposition of photon mo-
menta of a narrow range of values. Before some “remote”
past time #;, we imagine the packet to be sufficiently far
removed from the atom that the atom-field interaction is
zero. The packet impinges upon the target atom with
possible ionization as a result; that is, an electron perhaps
makes a transition from its initial bound state to the
ionization-continuum states. Subsequently, the residual
photons, and electron (and any other fragments), if ioniza-
tion occurs, separate into distinct subsystems, completely

" noninteracting after some remote future time f;. This
description is close to what happens, in fact, in a laborato-
ry laser ionization of atoms and molecules.

We construct an analyzable model of the essential
features of this process as follows. The total Hamiltonian
H is expressed as

H=H, +Hp+Hyg(t) . (4)

H , is the Hamiltonian for the isolated atom with its con-
stant Coulomb field. Hp is the Hamiltonian for the radi-
ation field and H sg(t) is the atom-field interaction. It is
essentially immaterial to our resultant theory whether
H,g is a constant quantum field-atom interaction or a
time-dependent semiclassical interaction. Appropriate
changes can be made at different points of the develop-
ment, leading to essentially the same eventual results for
the effective dynamics within the discrete atomic sub-
space. For specificity, we shall present the development
in quantized-field terms.

We may model the above-described interaction process
with the device of a time-dependent “profile” function in
H g, rather than work with a spatially localized packet
per se. The time evolution of the profile function 7(¢)
can be required to follow that of any actual pulse profile.
In this approach we may also assume a monochromatic
field mode, occupied by a definite number M of photons,
say, of frequency w. The profile function 7(¢) should be
nonzero only on the time interval between ¢; and t;. In
the adiabatic limit, where the interval tp—t; is infinite and
7(t) varies only infinitesimally slowly, we have the fami-
liar situation equivalent to the collision of broad atomic
and photon wave envelopes.'®!® For simplicity we shall
consider only a single direction and polarization for the
photons. The interaction is written as Hg(t)=n(1)V,
where V is time independent, and 7(¢) is time-profiled to
model that of the imagined packet. We require
n(t <t;)=mn(t >t;)=0, before and after the interaction.
We let Hy=H 4+ Hp, and write for the complete system
Hamiltonian the expression

H(t)=H0+HAF(t). (5)

We refer to H, as the noninteracting, or “free,” Hamil-
tonian.

Let us denote the eigenstates of the free atom-field sys-
tem as | i) |n)=|i,n). The discrete, atomic-state index
i is such that H, |i)=E;|i). The ionization-continuum
states may be designated as | k,n), where k is the
electron-plus-ion energy and n is some residual number of
the photons of frequency w. Thus Hy|k,n)
=(k +nw)|k,n). We assume that the number M of
photons is sufficient that ionization is an energy-
conserving process; let m be the minimum number of
photons required, so that m <M. We shall ignore free-
electron rescattering, and try to calculate the probability
that the atom makes a transition from a given initial state
to any of the final ionization states | k,M —m ). We as-
sume the rotating-wave approximation, and assume clo-
sure holds in the form

fdkz k) k,n |+ 3 |i,n){in |
n in
=3 (nXn| | [dk|k)k|+3 [iXi]|=1.

(6)

It is convenient to condense the above notation some-
what. There is no ambiguity if we represent the discrete
atom-field eigenstates of Hy, i.e., the states |i,n ), by the
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notation |a,). We assume that at most a finite number
of the eigenstates of H, need to be considered explicitly
in the analysis. The ionization-continuum states | k,n)
we shall represent simply by | e), sothat Hy|e)=e |e).
Note that e >0. We have hereby constructed a reference
system of discrete states |a,) satisfying Hpla,)
=¢,|a,), with €, >0. Therefore, for times ¢, t;<t
<ts, 7(t)>0 and we have a decaying discrete space.'*'?
Unlike the ordinary decay of an excited atomic state,
however, the present system decays only during the inter-
val 1; <t <t;. We shall imagine the state of the composite
system to be specified for ¢t <¢; as

|i)=2c,|a,). (7

We wish to obtain now an effective Hamiltonian a
which acts only in the discrete space, but which accounts
for the ionization-decay loss of probability from this
space. We define the projection operator for this space,

P=73 |a)a| . (8)

The ionization-continuum projection operator we denote
as Q, and it is defined as

Q=fde|e)(e[ . 9

Of course, P2=P, Q?’=Q, and QP =PQ=0, and because
of closure as indicated in (6), P 4+ Q=1. The essential as-
sumption is that the interacting atom-photon system is ef-
fectively an open system, well approximated by the finite,
discrete reference space, which overlaps an energy-
conserving continuum, suffering thereby irreversible loss
of probability. There are, in fact, other continuum modes
to which this discrete system is coupled, for example,
those corresponding to Rayleigh and Raman processes.
We assume that ionization dominates the loss from the
discrete reference space. In principle, in any case, these
other nonionization processes could be included as part of
the reference space.

The exact, dressed eigenstates of H(¢) at any reference
time ¢, 1y >t > t;, satisfy the eigenvalue equation

H()|e(n))=€l|e()) . (10)

The state |e(¢)) may be obtained in the limit S—0F
from either of the states | €4(¢)) defined by

[H(OFiB) | elr))=€|es(t)) . (1n

This equation, of course, is simply a rewriting of the
Lippmann-Schwinger equation,'® for any fixed reference
value of #

1

mﬂAF(I) le,+(8)) . (12)

leri(t))= (ar>+

The energy €, in (12), of course, must be the total energy
of the system, including translational energy of the atom.
It will be conserved overall in these photon-atom scatter-
ing solutions, although the discrete-space subenergies will
generally be z-dependent quantities. We shall not consider
explicitly the atomic-translational states that, along with
the photon continuum, give meaning to the expression

(12). It must be kept in mind, however, that the atomic-
translational continuum must, in principle, be included,
particularly if H s is a semiclassical interaction, in order
to give meaning to (12). Note that the operators in
{10)—(12) are in the Schrodinger picture, although the
states in (12) are interaction-picture states.

By writing the Lippman-Schwinger equivalent of (11),
we are able to put the if3 terms into perspective in the
context of scattering theory.!®!® By including the atomic
translational continuum so that €, is overall a conserved
quantity one may form continuous superpositions of the
eigenstates |€,+) with energies centered around €,. This
superposition may involve different photon energies and
different atomic-translational energies. A superposition
of |€,.) states becomes at remote times ¢ <¢; the corre-
sponding superposition of the states | a,). Likewise, such
superpositions of the |e€,_) states evolve into the corre-
sponding superpositions of the states | a,) at ¢ > 7, in the
remote future.!”” These are the collision packets men-
tioned earlier. By including the atomic-translational con-
tinuum, such a description is possible even with the semi-
classical atom-field interaction.

In view of the possibility of constructing collision pack-
ets as just described, the states |€,, ) are called “incom-
ing” states, and the states |¢,_) are called “outgoing”
states.!® We shall not require these packets in any direct
way, however, and shall continue to refer explicitly to
only the discrete indices of the reference P space. The
state | @,) in (11) is simply the discrete-space factor-state
coefficient of the overall state.

With the foregoing points in mind we proceed as fol-
lows. Working only within the discrete reference space,
with the Hamiltonian H =Hy+ Hx for this subspace,
we define the discrete-space incoming state | I(¢)) and
discrete-space outgoing states | F(7)):

[H()—iB]|I()) =€ () |I(8)), (13)
and
[H(t)+iBl| F(1))=€e_()| F(¢r)) . (14)

Because of the interaction H (), | I(2)) and | F(¢)) ac-
quire ionization-continuum components. The subspace
energies €4(¢) will be time dependent, and will have small
imaginary components which vanish as S—0, for the ex-
act states | I) and | F). We now eliminate from direct
consideration the ionization-continuum components of
|I) and | F) in an approximation which will leave the
approximate energies €+ to be complex (conjugate) ener-
gies.

Apply the projection operators P and Q to (13) and ob-
tain the following set of equations:

Hogo | 1,) +Hpxgp | I,) —iB 1)) =€, | 1), (15)

and

Hop | 1) +Harpg | 1g) +Harpp | Ip) —iB| I} =€, | 1)
(16)

leaving ¢ as an implicit parameter. We have defined
H,,=QH,P, etc. A sum over the corresponding space is
implied with repeated indices. We shall neglect rescatter-
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ing of the ionization components by setting H prgq =0.

A similar set of equations is obtained from (14). Solv-
ing both sets for their 2-space components and eliminat-
ing these in favor of the Z2-space components leads final-
ly to the expressions

Hopp +H arpp
+HAqumHAqu—iﬁ |I,)=€4|1,),
(17a)
and
[Hopp +H Arpp
+HAFMZ_7{thiﬁ"HAFaP+iB |Fp)=€_|F,) .
(17b)
With the definitions
H~AF+HAFP,,+HAFM;-+—T;;—,§HAF@ (18)
and
H=Hy,+Hur , (19)
we may write Egs. (17) in the form
[A()—iBIP |I(0)) =€, (P |1(2)) , (20)
and
[AT+iBIP |F())=e_(t)P |F(1)) . 1)

We now permit B—07%, and evaluate (20) and (21) to
second order in H og. This requires that € in the denom-
inator of (18) be replaced by the zeroth-order energy ap-
propriate to the states P | 1) and P | F) being calculated,
that is, the appropriate €,. Defining P |1)=|¢) for the
eigenstate of  and P |F)=|$) for the eigenstates of
A T, and denoting the complex-valued energies by A, the
results take the form

HoO|¢0)=M0 | 82) , 22)
and
B 8(0))=2*) | () , 23)

where the asterisk denotes ordinary complex conjugation.
To second order, the effective interaction on the
discrete space may be written as

Har()=H zgpp(DS (1) —iT (1) . (24)

The “shift” operator S(¢) may be expressed in the con-
venient general form

- 1
S(8)=PHap(t) § de | e) (e | Hap(2) FHF =t @

with respect to the basis states |a,). The symbol f-
denotes a principal-value integration. The decay operator

I'(z) is responsible for attenuation of Z-space probabili-
ties. It may be conveniently expressed in the form

T()=nHp(t) [ de |e)(e | Hop(8(PHoP —e)P  (26)

valid to second order in H g(2), with respect to the basis
states |a,). The effective interaction defined by
(24)—(26) will be used in (22) and (23), with H given in
(19), to define our bases of decaying dressed states, the
| ¢)’s and the |¢)’s.

From the above considerations we see that the eigen-
states |¢) of H(1) are the & -space projections of the in-
coming eigenstates of H(t). The eigenstates of H 1 are
the Z-space projections of outgoing eigenstates of H (¢).
These results lead to important consequences for the con-
struction of transition amplitudes. These consequences
will be brought out in Sec. IV. . .

A further aspect of the eigenstates H and H T should be
noted. In terms of perturbation theory, the Lippmann-
Schwinger representation shows that the exact incoming
and outgoing states approach a unique eigenstate of H, as
the interaction H sg(t) vanishes. This is expected to be
true also for the complex-energy eigenstates,'* barring de-
generacy. Furthermore, to the extent that an adiabatic
theorem is valid for the complex-energy eigenstates, we
expect that the association between them and the eigen-
states of H, will also be a dynamic one. As will be shown
in Sec. IV, the state | a,) evolves adiabatically under big
into the corresponding eigenstate | ¢,(¢)), while the eigen-
state [c_ﬁ,( t)) evolves adiabatically under A toward the
state |a,). That is, the states |¢,) will be required to
satisfy an initial-state condition, whereas the states | ¢, )
will be required to satisfy a final-state condition.

The states |¢,(#)) and | $,(¢)) also satisfy a biorthog-
onality relation for all £.!* This is easily established. Be-
cause of the eigenvalue equation (23), we also have

($s() | HO=Ag()(Bs(D) | . 27)

That is, the states | ;) are left eigenstates of H. There-
fore, using (22), we find

(8,(0) | H(1) | $,(1)) =As (B | 6,)
=AA{ds |0, . 28)

Barring degeneracy, therefore,
(65(0) | 6,(1)) =0 (29)

for r<s, for all times ¢. At any value of ¢ we may impose
a normalization such that in (29), for r =s, we obtain the
value 1. We shall denote states which have been normal-
ized in this way as | 4,(¢)) and | A4,(¢)). This defines
biorthonormal sets {| 4,)} and {|A4,)}] satisfying the
equations

Ht) | 4,(0)=A,()| 4,() , (30)

AW 0 | 4,0)=( 0| A1) , 31)
and

(A,(t)| A,()) =8, . (32)
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In general, the states |¢,(¢)) and |$,(t)) which evolve
dynamically under A and A1, respectively (as will be
demonstrated in Sec. III), will have amplitude coefficients
(in terms of expansions with the states | 4,) and | 4,))
with modulus less than the value 1, due to the ionization
and/or decay. This point will be illustrated in some detail
in Sec. V, where we consider the adiabatic limit in general.
We shall refer to the states |$¢) and |¢) as dynamic
states, and the reference bases | A) and [Z ) as
“kinematic” states.

Finally, we note that in terms of the biorthonormal
kinematic states, closure takes the form'

S 4040 =3 |4,@)4,0)|=I. (33)

re? re?

III. THE TIME-DEPENDENT
SCHRODINGER EQUATIONS

We consider now the derivation of an effective time-
dependent Schrodinger equation for the Z7-space ampli-
tudes. It is, of course, the time-dependent equation that
describes the transition dynamics in the evolution of the
states of the system.

We take as a starting point the exact Schrodinger equa-
tion

The operator H (t) is assumed to be as described in Eq.
(5), which incorporates an interaction profile function
7(t), describing the interaction between the radiation field
and the discrete ionizing system atom. With the operators
P and Q as specified in Egs. (8) and (9), we form two
equations from (34):

P[Ho+HAr()[(P+Q) | zg(z»:i:ld;zn |9(), (35)

Q[Hy+Hap()](P+Q) | ¢(2)) =i§—tQ | 9(2)) . (36)

Defining |9,)=0Q |¥), Happg=PHarQ, etc., as before,
and again neglecting QH ,gQ we obtain from (36)

. d

l;;['l’q):Hqu“bq)‘*‘HAqul'ﬁp) » (37)
which leads to

2 (oMont | )= —ie "% B upgy | 1) (38)

We shall assume the atom is prepared so that, at time ¢,
it is in some Z-space state. Therefore, we integrate (38)
subject to the (otherwise arbitrary) initial condition
Q | ¥(¢)) =0, to obtain

| g(1)) = —ie oo

x [ e™on Hppo () |4y}t . (39)
H(@t) | (1)) =i -3;— [W(2)) . (34)  Substituting this result back into (35) yields
|
(Hopp+H arpp) | ¥p(1)) —iH appq(tle 008" [ ™oat b, 0011 | ¢p<r'>>dt'=i§7 | 4p(1)) . (40)

To zeroth order in H s,

|, (2')) =e = Hom "= 1 (1)) 1)
Defining
s= [ dre™ o)y, e T How T 1y (1)) 42

we may write
t . ’
S= ft.f dr'e(t —t')e " n(1')V,,
xe  How "W 1y (1)) (43)

where ©(t —t') is the Heaviside function satisfying

(44a)
(44b)

0, t<t

9(t—t’)=[ ,
1, t>¢t'.

Vﬁ(k)ei(k +e—H0pp)t

k +e _H0pp—iB

20)=5 [ de [ dk|e)e

iHy t;
e Opp°i

T
Using the expression (9) for Q, and the fact that
Hy|e){e|=e |e){e|, wenow find

t oY) —1 L ’y
3(1)= f de f',f dt'e™ |e)(e | VPe Hopp'' =11
XO(t —t'm(t') | P,(2:)) . (45)
Let us write 7(¢’) in terms of its Fourier transform 7(k):

(== [ 7 Fedk (46)

In the adiabatic limit, where d7/dt=0, 7j(k)=2mw8(k).
Also, recall that

elz(t—t )

1 )
‘Z_n'—if—oo z—if3

O(t—t')= lim dz| . (47)

B—o+

Performing the integrations over z and ¢, we find from
(45)—(47)

Bt )> . 48)

We have anticipated in this result that eventually ¢;— — o« and t;— + o in doing the ¢’ integration.
To proceed further, it is necessary to make assumptions regarding the profile function 7(¢), or equivalently, its
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transform 7(k). We shall assume adiabatic variation, which with the delta function in the k integration in (48) gives the

result
i 1
(1) = —ie 0w’ < ——5 ) -
(=—ie" %" [ de|e)(e Hawt) 5 [0 (49)
This expression substituted into Eq. (40) yields finally the sought-after result:
[Hopp+HAFpp(t)]|¢p(t)>+HAqu(t)fde|e><e HAF—‘—I’__‘ ¢p > ll//p(f)) (50)
Opp —e +lB

It is observed that this expression is simply equivalent to

|¢p(t)>—z |¢,,(t)> (51)

where H is
H(t)=H,,+H (1), (52)

the same as defined earlier; Hpr is defined in Egs.
(24)—(26), valid to second order in Hg. Equation (51) is
the effective time-dependent Schrédinger equation for the
evolution of the &7 -space states.

We observe from (48) that the effective Hamiltonian
H(1) is in general not independent of the details of the
profile function (). Because the matrix elements
(e |V |4,) are usually slowly varying functions of e, the
requirement of adiabatic variation should not, however, be
a serious restriction. The additional frequency depen-
dence in the dynamics will be largely absorbed in the ex-
pansion coefficients in the wave function, as determined
by the time-dependent Schrodinger equation. The time-
dependent perturbation theory has been discussed in AB.

A more serious approximation is that in (41), which
neglects perturbative influence on the P-state wave func-
tion. It should not, however, usually result in dramatic
changes in the dynamics, at least from recombination, un-
less the decay products are somehow confined.?’

It remains to obtain the effective time-dependent
Schrodinger equation for ZP-space states satisfying an
outgoing, or final-state condition, as described for the
eigenstates of AT in Sec. II. These will be required in the
construction of transition amplitudes, as performed in
Sec. IV, utilizing also their property as scattering states.

The desired equation is readily obtained by repeating
the analysis similar to that leading to (51). The important
and essential difference is that instead of requiring
|,(2;))=0, we require a final Z-space state with
|¢q( tr))=0. The appropriate Heaviside function in the
extended-time integration, corresponding to that in (45), is
O(t'—t). In the Fourier transform representation of this
function the pole occurs in the lower-half z plane, so that
instead of —ip in (47) we have + if3 in the denominator.
The rest of the analysis proceeds parallel to the previous,
leading finally, again in the adiabatic limit, to the result

t)|1/z,,(t))—z |¢P(t (53)

where here A T is the Hermitian conjugate of (52). The
bar on |¢p) is to designate that the state which solves

-
(53) is required to satisfy a final-state condition, and at re-
mote future time ¢y becomes identical to some state for
which one wishes to determine the amplitude for a transi-
tion. Again, the adiabatic limit is not a serious limitation.
As described for the states satisfying (51), with an incom-
ing condition, the state may be expressed as a linear com-
bination of instantaneous eigenstates of AT, and the coef-
ficients may be determined at different times by the use of
(53) with time-dependent perturbation theory.!°

In terms of the notation of Sec. II we summarize our
results thus far for the time-dependent Schrédinger equa-
tions:

H(t)j¢,(t))_z |¢,(t)) (54)

I?T(t)laf(t))=i5 | g4(1)) . (55)

Furthermore, the dynamical equations (54) and (55) must
be supplemented by subsidiary initial- and final-state con-
ditions:

lim |4(0)=1i), (56)
lim |$(6))=1|F) . (57
t—-»ff

The states | i) and |f) are permitted to be any states in
2 space, which may be expressed as linear combinations
of the eigenstates | a,) of Hy. This assumes that the ini-
tial and final reference times ¢; and ¢; are such that the
interaction H A is zero.

An important additional point should be noted. If one
solves the dynamical equations (54) and (55) and wishes to
impose initial- and final-state conditions at times ¢, and
ty, where ty >t >ty > t;, one requires in this case

zhntl ,¢,(t)>= ,¢0(t0)> N (56’)
—o
lim [6:1(8))=|1(21)) . (57"
el

The states | #(zy)) and |¢;(¢;)) here must themselves be
solutions of (54) and (55), and be expressible as linear
combinations of the bases | 4,(¢y)) and | A4,(¢,)), de-
fined by Egs. (30)—(32). The choice of normalization on
the coefficients in the linear expansion for the state
| #o(to)) will be dictated by whether the atomic system
has been prepared (or “measured”) at this time ¢, to be in
an un-ionized state. This relates to unitarity. More will
be said in this regard, after the constructions for transi-
tion amplitudes are provided in Secs. IV and VI.
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IV. TRANSITION AMPLITUDES
AND BOUND-STATE PROBABILITIES

In order to make predictions with this theory one must
specify how to construct transition amplitudes. In con-
ventional quantum mechanics, one forms inner products
of states on a basis of eigenstates of Hermitian operators.
Such eigenstates have simple orthogonality properties,
which fact leads to a simple algorithm. The results have a
transparent interpretation in terms of distributions of
measurements of observables. In the present case, the
biorthogonality requires additional considerations.

Fortunately, we do not have to search far afield to find
a resolution of the problem. The clue is found in the ob-
servation that the states | ¢) and |¢) are the projections
of “in” and “out” states of S-matrix theory. Recall that
to construct the amplitude for a given initial state | i) to
undergo an interaction, and subsequently make a transi-
tion to a specific final state | f), one forms the S-matrix
element,'’ in the interaction picture,

Spi={(f |8 ]i)={(f(out)]i(in)) . (58)

The states | i(in)) and | f(out)) are related to the states
|i) and |f) by the Lippmann-Schwinger equations as
described in Sec. II. In general, there will be energy- and
momentum-conserving delta functions in these matrix ele-
ments, in association with the continuum-space com-
ponents of the wave functions. For the transitions within
our model discrete space, however, we need only to be
concerned with the appropriate subspace inner products,
which will not result in these delta functions. As long as
we keep in mind the overall energy balance, it is adequate
to consider explicitly only these subspace matrix elements,
formed in precisely the manner indicated in (58).

Let us consider, then, a given initial state |i YEP,
which may be expressed as | i)= 3, ¢, |a,). We wish to
find the amplitude after the interaction H 5g(z) has run its
course, that the system will be in a specific final state
|f)=3,%|a,). Noting the intrinsic S-matrix nature
of the present theory, we set up the following algorithm.

(1) First, determine that particular incoming state

| #:(2)) which evolves from the initial state |i), as the
interaction becomes nonzero after some reference time ¢;.
It is generally most convenient, for the discrete-space
transitions, to construct these states as solutions of the ef-
fective Schrodinger equation (54), subject to the initial-
state condition (56).

(2) Second, determine that particular outgoing state
| (1)) which is on a final-state trajectory toward |f).
This may be done on the discrete space by solving the ef-
fective Schrodinger equation (55), subject to the final-state
condition (57).

(3) Third, form the desired transition amplitude on the
discrete space as in (58). In terms of the ¢ notation for
the Z-space projections of exact scattering states we
have, therefore, in the Schrodinger picture,

Spi={dp(0) | $;(2)) . (59)

It should be kept in mind that recombination is ignored
in the approximation (58), in a way that is equivalent to

ignoring terms such as (f(out)|Q |i(in)) in the exact
transition amplitude. However, the result (58) contains
the continuum-induced energy shifts in the state ¢, as well
as the decay-loss terms, in the Markov approximation.
Within these limits, the expression (59) thus provides the
amplitude for Z7-space transitions, corresponding to the
atom-field system, being initially in some P-state |i),
and ending up finally in a P-state | f) after the photons
and atom have ceased to interact. The probability Py,
for this particular transition is then simply

Pr i(tp)=|S5:|%. (59"

The total final probability of finding the system still in
& space, that is, of nonionization of the atom, is found
by summing over all possible final bound states. This
gives

Ppltp)= 3 |Spil*. (60)
fez
As will be seen in later illustrations, the results (59’) and
(60) will be independent of the reference-time parameter ¢
in the states used in these constructions.

It is of considerable interest also to find intermediate-
time occupation amplitudes for the discrete Z-space
states. That is, given an initial state |i)= 3, ¢, |a,) for
t <t;, we wish to determine the amplitude c,(¢) at an in-
termediate time ¢, tr >t >1;, that the system would be
measured to be in some specific complex-energy eigenstate
(characterized by decay pattern and Stark-shifted energy
spectrum). More generally, one could construct
intermediate-time amplitudes for the system to be found
in a state which dynamically evolves into a particular
asymptotic (noninteracting) final state |f). This would
require actual calculation of |$ f(t)), using the effective
Schrodinger equation (55), subject to the final-state condi-
tion (57). In general, however, it is quite adequate and
more convenient to use as an intermediate-time reference
basis the intermediate-time eigenstates { | 4,(¢))} which,
modulo the integrated-energy exponential factors, evolve
adiabatically from the corresponding states {|a,)} (see
Sec. V). A convenient and useful construction is the am-
plitude to find the system at intermediate times in a
selected superposition state which adiabatically evolves
into the corresponding superposition final state.

Let us express the incoming state | ¢;(¢)) dynamically
evolved from the initial state | i)= 3, ¢, |a,), according
to the Schrodinger equation (54) (subject to 56), as

|$:(6)) 3 ¢, ()| 4,(2)) . (61)

With the use of (32) the time-dependent coefficients are
given as

e, ()=(4,(2) | d;(1)) . (62)

The occupation probability at time ¢ for the state | @;(z))
to be found in the state which adiabatically evolves into
| @, ) in the remote future is, therefore,

P ()= | (A4, ()| $;()) | >= | c,(2) | *. (63)

The expression is readily understandable in the context of
S-matrix theory. It is merely the inner product of the
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(projected) outgoing Lippmann-Schwinger (dressed) state
at time ¢ with the (Schrodinger picture) incoming state.
In the limit in which t—;, the result (59') is reproduced,
for the particular case | f)=|a,).

To obtain the intermediate-time occupation probability
for the state adiabatically associated with the arbitrary
final superposition state |f)=,& |a,) (with
S, |& |2=1), we form the inner product of |@;(¢)) with
the corresponding linear combination of outgoing (project-
ed) Lippmann-Schwinger states, and take the square of
the absolute value:

2
Pi(t)=| 3 {4, ;)| . (64)

In general, Ps(t) will exhibit oscillations in time, and the
limit z—#;— oo will not be well defined. This is a well-
known phenomenon in superposition-state probabilities in
the Schrodinger picture.

The total, intermediate-time bound-state (nonionization
or nondecay) probability Pp(t) is given as a sum over any
complete set of outgoing states. With the convenient adi-
abatic basis we thus obtain

Ppt)y= 3 {4, |d())|*>= 3 |, (0)]|2. (65

re? rep

In general, this expression will not exhibit the oscillations
in t which occur in the norm-of-state construction due to

nonorthogonality of eigenstates of H(t). In the limit
t—ts, (65) becomes equivalent to (60). In general, the
coefficients in (65) will satisfy 3, | ¢,(1) |2 <1, because of
ionization or decay.

V. THE ADIABATIC LIMIT IN GENERAL

The adiabatic limit is a practical, often realized labora-
tory situation and is in general a convenient theoretical
frame of reference. In this section we shall consider this
limit in the context of non-Hermitian dynamics and the
complex-energy eigenstates.

We assume that the kinematic problem of finding in-
stantaneous eigenstates | 4,(¢)) and | 4,(t)) satisfying
the orthonormality and closure conditions (30)—(33) has
been solved. We consider an arbitrary initial state
| i) € P, which evolves according to the dynamical, time-
dependent effective Schrodinger equation (54) into the
state | ¢;(t)). We shall assume that | i) has been speci-
fied in terms of the eigenstates |[a,) of H,, as
|iY=3,¢c,(t;)]a,), and seek to determine the expansion
coefficients of the state | ¢,;(¢)). We express | ¢;(¢)) as

|9:(8)) =, cs(t)exp [——i f:}»s(t’)dt' | Ag()) (66)
s 1

where the A’s are the complex-energy eigenvalues of A (),
as defined in (30).

We employ the expansion (66) in the Schrédinger equa-
tion (54) to obtain the dynamical equations

S éytwexp|—i [ At | | A0))+ Se(wexp [—i S rtede || Ay =o, (67)

where the overdot denotes differentiation with respect to
time. Using the orthonormality of the | A,(z)) states ex-
pressed in (32), we obtain

&Hn=— 3 ¢ (texp [—i f:[ks(t')—)»,(t')]dt’]
s 1
X (4,(1)]| 4;,(0)) . (68)

The outgoing states | ,()) may be expressed as
B0 = Zawexp [—i [, | Z@) . (€9

The time limits in the above exponential integrations have
been chosen with regard to the conditions expressed in
(56) and (57). With the expansion (69) employed in the
appropriate Schrodinger equation (55) we obtain

. t
G)=— F e (tlexp | —i [, [As()—A7(t)]ar’
s tf

X (A, ()| A,(D) . (70)

Further analysis is simplified somewhat by a rephasing
of the amplitudes c¢,(¢) and T,(¢). We define new ampli-
tudes

—iag, (1)

¢ (t)=e c (1) (71)

I
and

en=e """, (72)
and require that the terms with » =s vanish in Egs. (68)
and (70). This results in the equations

i6,(t)+{4,(1)| 4,(6))=0, (73)

i5,(1)+(A4,(1) | 4,())=0 . (74)

We choose solutions with regard to the initial- and final-
state conditions (56) and (57):

io,(=— [ (A, A,))dr’ (75)
i
i5,(1)= — f;u,(:') | A,(e))dr" . (76)

The quantities | A,()) and | 4,(2)) are nonzero only dur-
ing the rise time and fall time of the interaction. For ¢ ly-
ing between the rise and fall of the interaction, o,(¢) and
7,(t) depend only on the rise time and fall time, respec-
tively, and not on ¢. In the following we shall assume that
the phases of the expansion coefficients have been chosen
so that the diagonal terms (7 =s) in (68) and (70) may be
neglected.

The inner products that occur in (68) and (70) have use-
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ful alternative expressions. Differentiating the eigenvalue
equation (30) gives

H(1) | 4,0) +[Ho+H (0] | 4,(0)
=10 | 4, +A(D | 4,(D) . (D

Forming the inner product with | A;(¢)) and integrating
yields

(A,(0) | H(1) | 4,(0)

(4y(1)| 4,()) = DA (78)
Similarly, differentiating (31), etc., leads to
. A0 1 H 0| D0

(As(t)[A,(t))=< (0] |4, . (79)

Ar(t)—A5(t)

The expressions (78) and (79) may be employed in (69) and
(70), and the terms with r =s may be excluded.

The results (78) and (79) establish the possibility of an
adiabatic theorem for complex-energy eigenstates. Pro-
viding that A,(t)s£A,(¢) for any ¢, then in the limit H(z)
varies very slowly one has

(A0 4,0 ={ A1) | 4()) =0 . (80)

With (68) and (70), and (66) and (69), we then have the
adiabatic incoming and outgoing & -space states

16:0) =3 ¢,(t, Jexp [—i f:k,(t')dt’] |4,(0) @D
and

13,(0) = 3 &(tp)exp [—i f;x:(z')dz'] | Z(0) . (82

The initial- and final-state conditions (55) and (56) are in-
corporated in these solutions. It is also implicit that, in
the strict sense of the adiabatic limit, ¢; and ¢, must de-
fine an infinite interval ¢, —¢;.

For “not too strong” an interaction the A,(¢) are not ex-
pected to be degenerate, providing the original unper-
turbed eigenvalues €, are not.'* Otherwise one has a reso-
nance condition which requires special attention, in the
form of choosing an alternative linear combination of
basis vectors in the degenerate subspace, so that the ex-
pressions (78) and (79) have vanishing numerators. We
shall not pursue this technical problem further here.

We shall take the vanishing of the expressions in (78)
and (79) to define the adiabatic limit in general, with the
implication of constant expansion coefficients c,(#;) and
Z,(t7) as expressed in (81) and (82). The fact that these
adiabatic coefficients are constants implies that the occu-
pation probabilities of the states may also be constant in
time. As discussed in the Introduction, such a result is
not obtained by requiring that the occupation probability
of state |¢,()), for example, be given by the square of
the absolute value of the inner product between |¢,(t))
and |¢;(¢)) because of the overlap of the | 4,)’s. With
the construction (63), using (62), we obtain, on the other
hand, with A,(t)=¢€,(t)—ivy,(t)/2, where €, and y, are
real quantities,

PAO= e (8) Pexp [~ [,y e0ar' ] (83)

Therefore, although these occupation probabilities are not
constant, due to ionization decay, there is no comingling
of populations and they attenuate independently at their
own rate.

To obtain the transition amplitude to an arbitrary final
state |f)= 3, Gl(ts)]|a,), in the adiabatic limit, we use
(81) and (82) with the construction (59) to obtain

Spi= 3Tkt )e,(1)exp [—if,fxs<t'>dt'+if;x,(mdt']
rs ¢
X (A, (1) | 4,(8)) (84)

or
t
Sf,i= Ec':(tf)cs(t,-)exp '——l f‘_f;\,s(l')dt' ] . (85)
s i

As remarked earlier, the reference time ¢ is irrelevant. In
the particular case that | f) = |a, ), one has for the occu-
pation probability P, after the interaction, using (60),

t
P,= | calt;)| 2exp [_ L_f‘y,,(t’)dt’] . (86)

This agrees with (83) for t —z;.
The total bound-state probability for any intermediate
time ¢ is, by (65),

Pp(ty= 3 |{4,(2)]|¢:i(t))|? (87
re?

= 3 e8] exp

re?

— [pwar|  6s

in the adiabatic limit, where the coefficients c,(¢;) are
given in (81). To obtain the rate of loss of this probabili-
ty, we may proceed formally by differentiating (87), and
make use of the result (80) and the Schrodinger equations
(54) and (55);

dPg(t) .
a =2

rez

(4, |H|¢:)($: | 4,)

—<Z,l¢i><¢i|1?*|2,>] (89)

=2 3 |c(t;) | ImAL(1)]
re?

X exp [— ft:‘y,(t')dt’] . (90)

This result is precisely what one obtains by differentiating
(88).

It is seen from the foregoing that our construction of
interpolating probability functions for intermediate times,
satisfies a consistency condition; namely, the loss rate
from each mode is at all times proportional to the occupa-
tion probability of that mode. Further, these construc-
tions result in the total bound-state probability being a
simple sum of the independent-mode probabilities (or pop-
ulations), in contrast to norm-of-state construction. These
results seem very reasonable, particularly since the decay
history of a single mode, shown in (86), is insensitive to
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other mode-occupation amplitudes at any intermediate
time.
In the limit t—¢; in (87), we obtain

t
Ppltp)= 3 |c,(t,-)|2exp[— ft_fy,(t')dt']. 91)
re? !

This is an agreement with the result of forming the inner
product |@(z;)) with the state |a,) and squaring, be-
cause the states | 4,) continuously approach' the states
|a,) as t—ts. In any case, the asymptotic result agrees
with the norm-of-state construction for Pg(ts), which is
to be expected after the interaction, when the reference
bases are eigenstates of H,. It is also worth noting the
close similarity between the result (91) for the adiabatic
limit and the result for similar substate transition proba-
bilities, where the substates are angular-momentum states
(Ref. 19, p. 347).

We conclude this section by considering briefly the pos-
sibility that a measurement is performed at some inter-
mediate time o, t; <ty <1y, and it is found that ionization
has not occurred. In this case, the appropriate initial con-
dition on the state |;(¢)) is incorporated in the solution
to the dynamical Schrodinger equation (54) by writing

16:0) =3 ¢, (to)exp [—i ft;)»,(t’)dt’]IA,(t)), (92)

in the adiabatic regime. This solution satisfies the

intermediate-time initial-state condition as prescribed in

(55"); explicitly, this construction satisfies the condition
lim |¢;(6))= 3 c.(tp)]| A,(29)) , (93)
t——»to

re?

where we must have

Pp(te)= 3 | (4,(t0)|i(te)) |2
rez

=3 |elto)|*=1. (94)

If at some later time ¢; we wish to know the amplitude to
find the system in a particular P state | 4,), we must
form the inner product

_ t
(A, (t]) ]| d;(21)) =c,(ty)exp [—i ftol A,(t’)dt’] . (95)
The probability, of course, is
t
— 2 1 ’ ’
P,=|c,(ty) | 2exp [— LO y,(¢t")dt ] ) (96)

These considerations are relevant for time periods ¢ be-
tween the rise and fall of the interaction, when. the states
are essentially stationary.

VI. NON-HERMITIAN RESOLVENT THEORY

As has been indicated by Egs. (56') and (57’) and as il-
lustrated explicitly for the adiabatic state in (92), one may
solve the Schrodinger equations (54) and (55) for
intermediate-time initial conditions, without direct refer-
ence to the asymptotic regimes ¢ >, and ¢ <¢; or to the
eigenstates of H, at these times. We wish to start this

section with further discussion for intermediate-time
initial- and final-state conditions, and to go beyond the
adiabatic limit for which (92) and (93) are appropriate.

Let us imagine our atom-field system has been prepared
by measurement to be in some Z7-space state |d,) at
some initial time ¢y, % <fp<?s, corresponding to a
nonionized atom. We imagine a second measurement on
the system at some later time #;, such that ¢; <?y <t <%y,
to determine whether it is still nonionized or more specifi-
cally, is in some particular Z-space state |¢;). In order
to account completely for the dynamical course of events
between #; and ¢, and to construct the associated transi-
tion amplitude in accord with the procedure using Egs.
(54)—(58), we must solve (54) and (55) for dynamical
states | ¢o(2)) and | ¢,(#)) and require

Him | do(2)) = | o) 97)
t—1,

and
—h

In the present example it is crucial to note that nonioniza-
tion states | @) and | ¢;) will not satisfy

(do| o) =(d1|d1)=1, (99)

unless, of course, the interaction H oy happens to be zero.
In particular, column-matrix states normalized to the
value 1 do not correspond to nonionized states at these
times. The reason for this is that, within the non-
Hermitian dynamical framework, the appropriate measure
of total bound-state probability at any intermediate time ¢
is defined by the construction (65). Unitarity in this
framework requires a careful matching of H(), in the
dynamical equations (54) and (55), with the instantaneous
normalization of the reference complex-energy states.
The appropriate description for a nonionized state |¢g)
at time ¢ is

S {4 (t) | ¢o) |*=1. (100)
rez?

Similarly, the nonionized state | ;) should satisfy
> 14, |61) |*=1. (101)

re?

These constraints are most easily incorporated by expand-
ing | o) and | ;) as

[¢o)= 3 c,(to)| A4,(tp)) (102)
rez
and
[¢1)= 3 &) 4,(e1), (103)
re?
where, using (100) and (101),
(104)

S le(t0) =3 |5 |*=1.

To answer the original question regarding the presence
of a nonionized atom at time #;, given that it is nonion-
ized at time ¢y, we must determine the dynamical solution
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to (54) and (55), |@o(#)) and
(102)—(104), and form the amplitude

|¢,(2)), subject to

S1olti,t0)={1(8) | po(t)) . (105)
The corresponding probability is simply
Py oltte)=|S1olty,te) | 2. (106)

In the adiabatic limit, and for a single P state | 4, ) at ¢,
the solution to this problem is easily obtained and repro-
duces the result (96).

With the foregoing discussion in mind, we now consid-
er the question of resolvent technique for a non-Hermitian
dynamical system. We shall assume here that a suitable
non-Hermitian Hamiltonian A has been obtained with
which to compute decay from the model discrete reference
space. We explore the use of a resolvent operator for the
non-Hermitian Hamiltonian.

In order for a resolvant formalism to be applicable
there must exist a time interval during which the interac-
tion is changing insignificantly. We shall thus consider
the dynamics on an interval of time ¢,—ty, where
tr >t >ty >t;, during which H()is essentially constant.
Following the above discussion, suitable reference bases
are the instantaneous eigenstates | 4,(¢)) and | 4,(z))
which correspond to projected, fully dressed states satisfy-
ing initial- and final-state conditions | 4,(f;))
=la )= |Z,(tf)). Because we shall be concerned here
with the possibility of ionization strictly within the inter-
val t;—tg, the initial- and final-state conditions appropri-
ate to solutions of the dynamical equations (54) and (55)
are (97) and (98), subject to the expansions (102) and (103)
and constrained by (104).

The resolvent operator G; for A, with the Schrédinger
equation (54), is defined by the equation

(z—H)Gi(2)=1. (107)

For the Schridinger equation (55), we have a resolvent
Gy,

z—ANHG,=1. (108)
Define the projection operators

P,=|4,0){4,)], (109)
and

Pl=|4,0)(4,(0)] . (110)

Because of the closure properties (33) we easily solve (107)
and (108) using (109) and (110):

G,‘(Z)= E

2 (111)
and
¥
A~ P,
Gsl(z)= . (112)
re 22—7\.:

We readily obtain the nonunitary time-translation opera-
tors by Fourier transformation:!?

1 ie— oo e—iz(t—to)
T,'(t—to):‘zg ’EE‘@ -fie+m dz—z—_TP, (113)
and
1 ie— o e—iz(t—-tl) +
Tt —t))=—— —_— .
7 X 27ri rezy fie+m dz z—Ar Fr (14

The integrand has poles in the lower-half z plane in (113)
and in the upper-half z plane in (114). Thus

—ik (2 —1tg)

Ti(t —t)=0O(t—1t5) 3, e P, , (115)
re?
—iA¥(—
Tp(t—t))=06(t;—1t) 3, e Ay ")P,T. (116)
rez

Notice that the operators T; and Ty satisfy semigroup
properties

T;()T;(¢t")=T;(t +1t") (117)
and

THOT (') =Tyt +1") . (118)
Also

THt —t)Ti(t —tg)=T;(t, —t) (119)
and

T (4 —10) Tyt —1)=T(tg—1,) . (120)

One should note that during a time period of constant
H, transitions from one complex-energy state in Z7 space
to another do not occur, and are not expected, by the adia-
batic theorem. Ionization decay, of course, will continue
independently from each complex-energy eigenstate.

We conclude this section with two further brief
developments concerning diagonalization of H(t) and
[ﬁ (t)]*. Consider the matrix Q(z),

Q)=(|4,0), | 4:(0)),...)

which has columns made of the instantaneous kinematic
eigenstates of H(z). Define also the matrix Q(z),

(121)

Qoy=(|4,(0), | 4,(1)),...), (122)

which has columns made of the instantaneous kinematic

eigenstates of [A®]". The orthonormality imposed in

Eq. (32) yields
afa=00t=1. (123)

Furthermore, the diagonal matrices of eigenvalues of A
and H T, respectively, A and A*, are easily found as fol-
lows:
A=0'Aa (124)
and
A*=Q'HQ . (125)

If H is symmetric, essentially the case in the rotating-
wave approximation,
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B 4,(0)=A(0)] 4,(0)) (126)
=AT|4,() (127)

so that, by complex conjugation,
B0 4,(0)* =A5(0) | 4,(0)* . (128)

We thus learn that the entries in the column-vector repre-
sentation for eigenstates of A7 are just the complex con-
jugates of the corresponding ones for the associated eigen-
states of H. In this case

Q=0*". (129)

Finally, because of the importance of relating correctly
normalized kinematic eigenstates at different times, we
note that those at time #, <, are related to those of time

t; simply by applying the operator

Qty,te)=3 | 44, (1) | . (130)
Likewise, the operator

Qtite)= | 4,(2)){4,(t,) | (131)
relates | 4,(¢y)) to | 4,(¢;)). Thatis,

| 4,(2)) =Q(21,0) | 4,(20)) (132)
and

| (1)) =0t 1,t0) | A,(£5)) . (133)
Note that

Qt5,11)0(21,10)=Q(2,,20) (134)
and

Qlty,8)0(t,,10)=0lt2,10) - (135)

For example, if to=t;, | 4,(t;,))=|4,(t;))=|a,), we
find the matrix elements relative to the | @, ) basis easily:

ﬁ,"s(t)=(as' Iﬁ(t,tx)!as)=(asl |As(t)) ’ (136)

simply the s’ component of the kinematic eigenstate
| Ag). Thus with respect to the H-diagonal basis,

Qn=0. (137)
Similarly, one finds in this basis
Qn=0a. (138)

VII. SUMMARY AND CONCLUSIONS

We have reexamined the conventional definition of
nonionization (nondecay) probability as a norm of a state
when the state evolves under an effective, non-Hermitian
Hamiltonian H. We have proceeded by first considering
carefully the derivation of H and also of its Hermitian
conjugate HT. In Sec. II this analysis reveals that the
eigenstates | A) of A are incoming scattering states pro-
jected onto the discrete subspace of bound states. The

eigenstates | 4) of AT are found to be outgoing scatter-
ing states projected onto the bound-state subspace.

Similar considerations in Sec. III on the time-dependent
Schrodinger equation lead to two time-dependent equa-
tions involving H and AT The operator H determines
dynamic states |¢) evolving into the future according to
Eq. (54). These states are Schrodinger-picture incoming
scattering states projected onto the bound-state subspace.
In general, they are to be required to satisfy an initial-
state condition, as specified by Eq. (56’). The operator
H' determines dynamic states |¢) retroevolving from
the future according to Eq. (55). These states are
Schrédinger-picture outgoing scattering states projected
onto the bound-state subspace. In general, they are to be
required to fit a final-state condition, as specified in Eq.
(57').

It is convenient to impose a constant biorthonormality
on the kinematic states | A) and | 4), as expressed in
Eq. (32). Completeness then takes the form expressed in
Eq. (33). The kinematic states | 4) and | 4) provide a
convenient basis with respect to which to refer the dynam-
ics of the ionizing system, as contained in the evolution of
the states |¢) and | ).

In Sec. IV we employ the S-matrix aspect of the
dynamic projected states | @) and | @), as revealed in the
analysis of Secs. II and III, to construct transition matrix
elements and occupation amplitudes within the bound-
state subspace. The customary S matrix is defined in
terms of remote past and future times. This leads in the
adiabatic limit to the result (91). That is, each complex-
energy mode attenuates exponentially and independently
throughout the history of the interaction. It is crucial to
note that this is possible only if the decay rate of each
mode is at all times proportional to its own occupation
probability since these rates are in principle all completely
independent.

Our most significant results have to do with the inter-
polating, intermediate-time amplitudes and probabilities.
We conveniently choose as a reference basis that set of
states { | 4,)} which adiabatically retroevolve from the
asymptotically noninteracting (future) basis |a,). The
intermediate-time occupation probability of a state which
evolves adiabatically into an arbitrary final state |f) is
given by Eq. (64). For the general superposition state | f )
this probability will exhibit oscillations. The total
intermediate-time bound-state probability Pp(?) is given
by Eq. (65). This result should be independent of the fact
that we have used an adiabatic reference basis. In con-
trast to the traditional norm-of-states definition of Pg(¢),
the expression in (65) will not oscillate in time. These def-
initions of intermediate-time probabilities, dictated by S-
matrix considerations, lead to the sensible result that
Pp(2) is at all times the sum of occupation probabilities of
individual complex-energy eigenmodes.

The possibility of prescribing in a formal way a mea-
sure of intermediate-time occupation probabilities, as in
Eq. (64), is of course attractive. It is also an attractive
feature of our definition that Pg(¢) is given simply as a
sum of individual-mode probabilities. Ultimately, howev-
er, a stronger argument is desirable. We believe the fol-
lowing consideration is unambiguous in its implications.
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As noted above, a satisfactory definition of occupation
probabilities for intermediate times must in the adiabatic
limit exhibit the property that, at all times, the loss rate
from each mode must be proportional to the instantane-
ous probability only of that (independent) mode. It is ex-
actly this independent decay exhibited in the adiabatic
limit in Eq. (90). The norm-of-state probability does not
attenuate throughout the history of an interaction con-
sistently with this result. [See, by contrast, Eq. (16) in AB
and the time derivatives thereof. The nonzero overlap of
eigenstates of H(t) would make asymptotic independent-
exponential modal decays a very fortuituous situation.]

We call attention to the fact that our definition of
intermediate-time probabilities is in contrast to the con-
ventional prescription set forth by Lee, Ohme, and
Yang.!" We believe the reason that these authors adopted
their particular prescription is that, in the context of only
K-meson decays, one would not naturally be led to consid-
er the S-matrix aspects of the problem. Such a situation,
with switchable decay to a continuum, is much more
plausible in the context of multiphoton ionization process-
es. It is only in an adiabatic limit with a switchable in-
teraction that one might naturally consider both an S ma-
trix and an intermediate-time occupation probability for
complex-energy eigenmodes. Only then does the reconcil-
iation of the asymptotic independent-exponential decay
with intermediate-time probabilities compel one to seek an
alternative to norm of state Pg(z). It is only in the con-
text of the S-matrix aspect of effective Hamiltonians that
it is likely to be realized that occupation probabilities are
to be constructed with evolved and retroevolved states.
The norm-of-state definition is essentially equivalent to try-
ing to form Pg(t) as a norm of an incoming state.

The effective, time-dependent Schrodinger equation
pair, (54) and (55), together with the initial- and final-state
conditions (56) and (57) and the definition of probabilities
in Eq. (64), represent a kind of generalization of quantum
dynamics to non-Hermitian systems. On a discrete basis
of ionizing states, this formalism represents a convenient
approach to calculating individual occupation probabili-
ties, total bound-state probability, and instantaneous loss
rate. Of course, it is necessary that the time intervals

under consideration be short enough that the coherence of "

the state of the system not be destroyed by such phase-
shifting processes as spontaneous emission, collisions, etc.
In such situations, however, a generalized density-matrix
formalism can be employed. For K-meson decays these
phase-shifting processes are less of a problem.

For completeness we have considered the resolvent
operator for a non-Hermitian dynamical system in Sec.
VI. The resolvent formalism is applicable during time in-
tervals when the interaction varies insignificantly. Time-
translation operators T; and Ty are obtained as Fourier
transforms of the resolvent. These satisfy a simple semi-
group property. We emphasize that the conventional
states of unit norm, such as are suitable for Hermitian
dynamics, are not a satisfactory basis when the interaction
is non-Hermitian. We point out that for symmetric A, ei-
ther H or A7 may be easily diagonalized by a similarity
transformation. The appropriate transformations are pro-
vided in general, in a simple form.

Finally, in the Appendix, we illustrate our considera-
tions on the general non-Hermitian H for a two-state sys-
tem. Solutions are obtained for the time-dependent
Schrodinger equations by extending the Payne-Choi
scheme to accommodate arbitrary initial- and final-state
conditions. The instantaneous kinematic eigenstates of A
are also obtained by following the procedure defined by
Armstrong and Baker. The decay rates in either approach
agree to all orders in A It is noteworthy that the
kinematic states evolved as solutions to the time-
dependent Schrodinger equations automatically incorpo-
rate the orthonormality conditions. This normalization,
of course, must be implemented by hand when computing
the eigenstates by solving the eigenvalue equation. This
model also makes graphically clear the contrast between a
norm-of-states definition of probabilities and the S-matrix
determined, interpolating ones we have identified. In this
two-state model a norm-of-states definition of Pg(¢) leads
to extra influences on occupation probabilities through
normalization-of-states effects, in addition to the ex-
ponential decay. These extra effects have no obvious
physical interpretation. Also, the intrinsic S-matrix as-
pects of effective-Hamiltonian formalisms makes clear the
origin of the automatic biorthonormality of the dynamic
states evolved by the Schrodinger equations. We compute
the nature of the overlap of the eigenstates for a special
case, which is manifestly nonzero according to the re-
quirement of “all orders in resonance transitions, first or-
der in decay rates.” Finally, we compute the resolvent
operator for this general model, which is then used to con-
struct explicitly the time-translation operators.

The theory of non-Hermitian quantum dynamics, as we
have inferred it from its basis in scattering theory, makes
predictions of intermediate-time occupation probabilities
which are quite different from the conventional norm-of-
state construction. The possibility of multiphoton ioniza-
tion of systems through near-resonant intermediate states,
as well as the decay of degenerate coupled states such as
the K, mesons, makes such a theory nonacademic, and
even essential to a correct analysis. In the case of multi-
photon ionization on resonance, a generalization of the
present formalism in terms of a density matrix would be
required. On resonance the adiabatic limit also is ir-
relevant. However, for the Kj-meson decays, the present
formalism seems quite appropriate. The theoretical
ground is rich for further studies, and their relevance to
experiment seems apparent.

APPENDIX

1. General two-state non-Hermitian system

We wish to consider here in detail the dynamics of a
general two-state non-Hermitian system. This system
provides all essential elements to illustrate the features of
the general problem.

We consider the most general non-Hermitian 2X2
Hamiltonian matrix, Q). However, we shall obtain the
time-dependent solution in the adiabatic limit. The tech-
nique by which this is accomplished is an adiabatic itera-
tive technique developed by Choi and Payne,? although we
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carry the solution further, to incorporate arbitrary initial
superposition states. We obtain solutions satisfying not
only the incoming Schrédinger equation [Eq. (54)] subject
to the initial-state condition Eq. (56), but also solutions
satisfying the outgoing Schrdodinger equation [Eq. (55)]
satisfying the final-state condition Eq. (57).

Next, we follow the procedure of finding directly the
kinematic states of H (¢), that is, instantaneous eigen-
states. According to our theory, the imaginary parts of
the complex-energy eigenvalues are identified as decay
half-widths. The results agree fully with the explicit
time-dependent solutions obtained in the adiabatic limit.

Third, we compute the overlap between the two
kinematic eigenstates and find that, considered to all or-
ders in the resonance-transition matrix elements, and to
first order in the decay terms, there is a nonvanishing con-
tribution. Thus for initial superposition states there are
important differences between our construction of transi-
tion amplitudes and occupation probabilities, with non-
Hermitian Hamiltonians, and that of conventional quan-
tum mechanics with Hermitian Hamiltonians.

Finally, we calculate the resolvent operator for this sys-
tem. Of course, it is found to have poles at the same
complex-energy values of the two other calculations. The
time-translation operators are obtained explicitly, and the
property of closure is illustrated with the kinematic eigen-
states.

The Hamiltonian we shall investigate is expressed as

] t
8(1)— ”’;( L
H)= . (A1)
— t
—ul(t) —‘—"—‘—”;I( )

All entries are permitted to be time dependent, either be-
cause of an assumed “switching,” or time-profile func-
tion, or because the interaction is included as a semiclassi-
cal one. Time-dependent Stark shifts are included in the
time-dependent “detuning” &(¢). We shall assume (¢) is
“small,” so that near-resonance obtains, but shall avoid
the situation of exact resonance. We define the general
time-dependent states as

a (1) —

) (1) =
a; ( t) l I ¢ )
The time-dependent Schrodinger equations (54) and (55)
give

a,(t)
a(t)

|¢(2))= (A2)

ia,= {8—£72/—2 a,—va; , (A3)

iiz1=—ua2—i—}2/1—a1 , (A4)
and

iay= [a+i72/—2— a,—u*a; , (A5)

za,——v*ﬁz—}—i—ﬁ-ﬁl (A6)
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The eigenvalue equations (30) and (31) become
iv2
== TV (a0 ay (1)
—17/1 al(t) =Al1) al(t) (A7)
—u —_—
2
and
i72
3+ LD BN A
=\*(¢
B 7 RLA0) il (A%)
2

Anticipating solutions A4 () of (A7) and A%(¢) of (A8), we
define the associated orthonormal (kinematic) basis sets,

satisfying (32), as

a, (1) a,_(1)
| A ()= a, (1) |’ |A_(8))= RCIE (A9)
and
_ a, (1) _ a,_(1)
|4, (1)= 0| |A_(1)= o | (A0
These are to satisfy
ay,a,,+aiia; =1, (A11)
a5 _a, +ai_a,_=1, (A12)
and
a3 a,_+aj,a;_=0, (A13)
ay_a,,+ai_a,_=0. (A14)

In solving for amplitudes satisfying (A7) and (A8), the re-
sults of Eqgs. (A13) and (A14) will obtain automatically.
However, Egs. (A11) and (A12) must be imposed. Part of
the problem of interpretation of non-Hermitian dynamics
has to do with the physical significance of the mathemati-
cal possibility of this imposed orthonormality. As will be
seen, it is a mnatural dynamical consequence of the
Schrodinger equation.

A cautionary note is in order. The amplitudes appear-
ing in Egs. (A3)—(A6) are dynamically evolved ampli-
tudes. In general, they will be attenuated relative to the
kinematic amplitudes defined in Egs. (A7)—(A14). The
proper distinctions will be drawn when necessary.

Finally, we shall express the complex-energy eigen-
values in the form of a purely real part €(z), and another
purely real part ¢(¢), in the form

Ae(D=ex(—iTE () |

> (A15)

2. Time-dependent Schrodinger equations

In order to solve the dynamical equations (A3) and
(A4), we define new amplitudes related to a(¢) and a,(z)
as follows:
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A, ()=a,(t)exp ftz %yl(t’)dt']

, (A16)
A>(=a5(Dexp [i ft.[S(t')~%i7/1(t’)]dt’] .
The equations of motion become
d4, ?’1—7’2
-_— Al7
It 3 A2+zvexp[ f 8(¢")dt’ ] (A17)
t
=—yA,+ivexp |i ft_S(t’)dz']Al (A18)
and
dA t 7 !
7:111 exp i [, 8(ds ]A2 . (A19)
We may eliminate 4; in Eq. (A18) by using (A19):
d’4, _dinv _is d4,
dr? dt dt
t w22 4 sl 4,=0,  (A20a)
dt dt ’
d d
ar —4+h, ar —4-h, |A,=0 (A20b)
and find from Eq. (A20)
dlnv
hy=y —i&— , A21
hi+h,=y—i dt ( )
dh; , dy dlnv
at +hihy=uv —idy+ " ar (A22)

Consider now the time dependence of the quantities u,
v, and ¥, in terms of a specific switching function, or
envelope function, 7(¢). Representing any of u, v, or ¥,
by g, for the moment, let us write

172

q(t)=n(t)q(0) . (A23)
As an example, let
n(t)=e—ltl . (A24)

Then, 7=0(a), 7=0(a?), 71=0(a?), etc. Following
Choi and Payne,® one now solves (A21) and (A22) to
zeroth order in a by neglecting the derivative term. Next,
this zeroth-order solution gives in (A22) a first-order
correction term in the derivative. The process can be
iterated. To leading correction terms in «, one obtains,
after some tedious algebra and carefully incorporating
initial-value considerations, the following results:

i = ~ 1d oQ
- —(8§— ——1 (A25)
h, 2(25 o))+ T n 3 +00
and
i = 1d ﬂzaﬁ
=_—— ———In|= = A26
hy (8+0Q) > ar™ 5 ol ( )
We have defined
o=sgnd , (A27)
5=6+iy, (A28)
and
Q2=8*2+4uv . (A29)

We find the general solution of Eq. (A20) in the form

— [, matthar |

N iV(t;)A(t;)
—————eX
hy(t)—h,(t)
Certain terms have been omitted because they will eventu-
ally vanish with 7(¢;)=0. The results Eqgs. (A25) and

(A26) may be used in (A30), and performing the integra-
tions, involving the total-derivative terms, yields the result

Az(t)=A2(t,')CXp

p[— [imear]. @30

t ~ A (t‘) t -~
A1) =Ay(1;) % 14285 || exp %ft.(ﬁ—aﬂ)dt']—i— L ovl) ___ exp [% ft'(ﬁ—}—aﬂ.)dt’].
Q i 1 od* !
2 Q
(A31)
This result may in turn be employed in (A 19), and integration by parts yields the result
Ay(t) i ~ ~
A (=21 , "’L* 77 €Xp —éft:(ﬁ*—i—oﬂ)dt’]
S P ”
2 Q
1 o5 || [ L PC
+ ) |5 |1+ exp |- [, B*—oQar' | . (A32)
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Recalling now the definitions (A16), and defining

iyatr) | =
2@:6-—%@9,

the results (A31) and (A32) may be expressed in the form
t
|6:(1)) =ay(1;) | A4 ()exp [—i ft.k+(t')dt’]

(A33)

tar(e) | 4_0)exp [~i [{A_(ar |,
(A34)

where we have defined kinematic states | A, ) and
| A_) as

1 od* 12
> 1+ S
| A+(t))= ou , (A35)
) 35+ 172
ﬁ — |[1+0—=
2 Q
ov
N = 172
Q —1- 1+UST
2 Q
|A_(8)= 5 |2 (A36)
— |14+0—
Q
Because we have
tlirrtl |4, (2)= (1) (A37)
and
. 0
lim |A_(8))= Ll (A38)
t—t;

our general solution Eq. (A34) automatically incorporates
the arbitrary initial condition

a;_(ti) ]

A39
a () ( )

lim | ¢;(1)) =
t—»ti

The solutions to Egs. (A5) and (A6) are obtained in a
similar manner. The important difference is that we
should require a final-state condition in our solution:

az(tf)

(A40)
al(tf)

tlilxtlf}a,(t)):

Following procedures similar to before, we now find the
result

13,0 =ay(ty) | A, (0))exp [_i ft;x;(t')dz']
+a,(t;)| A_(2))
xexp =i [, At |, (A41)

where here

L—g—] 172
IZ+(t)>= *
o8 ]1/2

(A42)

and

172

Q*

o
I+5+ ]

od
ﬁ*

1
2
|A_(t)= . 172 . (A43)

1
2 +

It is readily checked that the orthonormality conditions
(A11)—(A14) have been automatically included, in these
kinematic-state coefficients of the exponentials, by the
Schrédinger equations. For example,

3 *_ %
<A+(t)lA+(t)>=_;_ 1+g_§ N u*v :
~ 2_1_ 5
o* 2 l+a§*
(A44)
<2
1 05 1_£*2
=5 |1+« |t — (A45)
2 Q od
2|14+ —=
*
=1. (A46)

In the second step we have used the definition (A29).
Also notice that if we had imposed initial-state conditions
on the solution (A41) at an earlier time ¢;, these states
would increase exponentially in time. The natural ortho-
normality and the time behavior (A41) seem to be strong
support for our overall theory of ionization and decay.
Without the general consideration made in the general
framework of S-matrix theory, these results would be
meaningless curiosities.

Finally, the physical decay rates are to be obtained by
expanding the eigenvalues A4 in (A33) to first order in
v’s. We obtain, finally,

od | V1 ob | V2
=86+0Q—i |1F=—= | ——i|[1+— | =
2A4=8+0Q—i |17F q |7 1+ q |2 (A47)
where here
Q2=8+4uv . (A48)

The imaginary parts of the complex energies, to first or-
der in ¥ ,, are thus
ad

o

Y2
2 (A49)

Y+

2

71
4

a8

+
I_Q

—+
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To zeroth order in y; , we also find

_ 1 (o)

itz =7 11% ) (A50)

_ 1|,_ob

aisas =7 1+% (A51)
Therefore, (A49) may be expressed in the form

Y+=03:+a2:Y2+T 1201+ V1 - (A52)

3. Kinematic eigenstates

We want to show now that the procedure of finding in-
stantaneous eigenstates of Hand A T, with suitable nor-
malization, leads to the same kinematic eigenstates as are
naturally introduced by the time-dependent effective
Schrodinger equations. In the adiabatic limit these eigen-
states will be dynamically evolved from initial eigenstates
of H, according to our discussion in Sec. V. Of course,
the dynamical eigenstates will carry attenuated amplitude
coefficients relative to the kinematic states which have
constant orthonormality constraints.

The eigenvalue problems to be solved are those ex-
pressed in Egs. (A7) and (A8). The secular equation is

5—2_ A —y

=0. (AS53)

The solutions are readily found,
2 =8—7i(y1+72)

to{[8+i(y;—y) P +4uv}!/?, (A54)

and using (A28) and (A29) are seen to be the same as de-
fined in (A33).

These may now be used in the eigenvalue equations
(A7) and (A8) to determine the eigenamplitudes. For A,
we obtain the relationships

2v
Ar+ ==, —<a , (A55)
2T 500 T
and for A%
_ 2u*
*=Frenr 't 4%

At this juncture one must impose some normalization
conditions. Our general considerations lead us to impose
those of (A11) and (A12). With (A55) and (A56) we find
the results

Rk

Efializi 1¢0§ ’ (A57)
2 Q
Sk

&';iaZi:% 1i0§ (A58)

It is readily checked that (A13) and (A14) are automati-
cally satisfied.
Finally, one must choose a set of amplitudes that satis-

fy Egs. (ASS5) and (A56). One finds easily that the
kinematic eigenstates (A35) and (A36), and (A42) and
(A44), evolved by the time-dependent Schrodinger equa-
tion satisfy these equations. Therefore, there is complete
agreement in the two approaches, providing the instan-
taneous eigenstates are appropriately normalized and that
appropriate initial- and final-state conditions are imposed
on the dynamical solutions to the time-dependent
Schrédinger equations. Again, physical decay rates (first
order in ¥,,) are obtained by expanding (A54), leading of
course to the original result (A52) of the time-dependent
calculation.

4. Overlap

We wish to obtain here the overlap between the two
kinematic eigenstates | A, ) and | A_) for our model
non-Hermitian Hamiltonian. Because of the possibility of
non-negligible overlap between different eigenstates of A,
the norm-of-state bound-state probability definition
predicts a decay pattern which oscillates between the fre-
quencies of the two eigenmodes of complex energies
whenever one has an initial state that is a superposition of
eigenstates of H@).

As the simplest possible example, let us set u*=u =v
in our model Hamiltonian H in (A1). With the use of the
expressions (A35) and (A36),

- 12 12
1+08 1+08'
(A, |4_)=2|—82 | _ov| 2
Q 1 od* o* 1 od
+ 22— +55
(A59)

~171/2
] . (A60)

Expanding the expression (A29) for ( and defining Q as
in (A48),

~ 1)
QEQ~-2’5<y2—y,>. (A61)

Finally, therefore,

iv
<A+|A_>s?(y2—yl). (A62)
Considered to all orders in the resonance-transition matrix
elements u and v, and to first order in ¥, ,, the overlap is
not negligible.

5. Closure and the resolvent

With the kinematic eigenstates (A35) and (A36), and
(A42) and (A43), it is a simple matter to illustrate closure.
Closure is obtained as follows:
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1 1+05* _ov L 2
~ _ 2|'"a a gl @
AN AL+ 4= v +]2 Q
Q ~1 a’S* ou 1 Ug*
Q= (1+— —_ 1+—=
2 Q Q 2 QO
10
o1

Use has been made again of (A29). Defining projection operators
P,= [A+><Z+ B P—=|A—><Z— |

(A63) is simply the statement that
P, +P_=Pf4+Pt=1.

To obtain the resolvent, for H for example, we must solve the equation

72
~ z—d+ 2 v G Gx
(2 -H)G/(2)= ivy | |Gy G|~ "
u zZ4—
2
The inversion is readily performed, yielding
z«l—ﬂ —v
Gy(2) L 2
i\Z)= _ _ i ’
(z—=A Nz —A_) —u z-—8+%

where the A4 are the same as found in (A54) and (A47). For the time-translation operator we obtain

_ 1 pie-e —iz(t —1;)
Ti(t—to)—- 27 it o G(z)e
14+ g8*  —20v 1— ab* _ 20v
1 Q Q —ik (t—t5) 1 Q Q —ih_(t—ty)
=— ~x ot —tg)—— =« & T YOe(t—t,) .
2 —20u 1-— a§ 2 2‘1“ _1____a§
Q Q

This may be written in terms of the projectors P, as

Ti(t —ty)=0O(t —tx (P e

—ih, (t—tg) —iA_(t—tg)

+P_e ).

. . . . 2N
In a similar manner one finds, for the reverse-time translation operator for H T,

- * — - * —
Tf(t—tf)=6(tf—t)(PIe AT (¢ tf)+Pte A% (¢ tf)).

ACKNOWLEDGMENTS

(A63)

(A64)

(A65)

(A66)

(A67)

(A68)

(A69)

(A70)

(A71)

It is a pleasure to acknowledge my indebtedness to Lloyd Armstrong and M. G. Payne for several useful discussions

during the course of this work. This work was supported by a grant from Research Corporation.



30 NON-HERMITIAN QUANTUM THEORY OF MULTIPHOTON IONIZATION 793

1A. T. Georges and P. Lambropoulos, in Advances in Electronics
and Electron Physics, edited by L. Marton and C. Marton
(Academic, New York, 1980), Vol. 54.

2Y. Gontier and M. Trahin, Phys. Rev. A 19, 264 (1979); M.
Crance, J. Phys. B 11, 1931 (1978).

3B. L. Beers and L. Armstrong, Phys. Rev. A 12, 2447 (1975);
A. E. Kazakov, V. P. Markov, and M. V. Fedorov, Zh. Eksp.
Teor. Fiz. 70, 39 (1976) [Sov. Phys.—JETP 43, 20 (1976)]; L.
Armstrong, B. L. Beers, and S. Feneuille, Phys. Rev. A 12,
1903 (1975); S. Feneuille and L. Armstrong, J. Phys. (Paris)
Lett. 36, L235 (1975); C. W. Choi and M. G. Payne, Techni-
cal Report No. ORNL/TM-5754, Oak Ridge National Labo-
ratory, 1977 (unpublished); J. R. Ackerhalt, Phys. Rev. A 17,
293 (1978).

4E. T. Jaynes and F. W. Cummins, Proc. IEEE 51, 89 (1963); C.
Cohen-Tannoudji, Frontiers in Laser Spectroscopy, edited by
R. Balian, S. Haroche, and S. Lieberman (North-Holland,
Amsterdam, 1977), Vol. 1, pp. 3—102; S. Feneuille, Rep.
Prog. Phys. 40, 1257 (1977); P. L. Knight and P. W. Milonni,
Phys. Rep. 66, 21 (1980).

5S. Swain, J. Phys. B 8, L437 (1975); R. Ballagh, Ph.D. thesis,
University of Colorado, 1978.

6R. Kornblith and J. H. Eberly, J. Phys. B 11, 1545 (1978).

7P. L. Knight, J. Phys. B 11, L511 (1978); 12, 3291 (1979).

8L. Armstrong and S. V. ONEeil, J. Phys. B 13, 1125 (1980).

9P. E. Coleman and P. L. Knight, J. Phys. B 14, 2139 (1981).

10L. Armstrong and H. C. Baker, J. Phys. B 13, 4727 (1980).

1A, Messiah, Quantum Mechanics (Wiley, New York, 1962)
Vol. 2, p. 740.

12T, D. Lee, R. Oehme, and C. N. Yang, Phys. Rev. 106, 340
(1957); V. F. Weisskopf and E. P. Wigner, Z. Phys. 63, 54
(1930).

3F, H. M. Faisal and J. V. Moloney, J. Phys. B 14, 3603 (1981).
[The time-dependent equations have also been considered by
F. H. M. Faisal in Electron-Atom and Electron-Molecule Col-
lisions, edited by J. Hinze (Plenum, New York, 1983).]

143, Wong, J. Math. Phys. 8, 2039 (1967).

I5M. L. Goldberger and K. M. Watson, Collision Theory (Wiley,
New York, 1964), Chap. 8.

16H. C. Baker, Phys. Rev. Lett. 50, 1579 (1983); in Coherence
and Quantum Optics V, edited by L. Mandel and E. Wolf
(Plenum, New York, in press); Bull. Am. Phys. Soc. 28, 24
(1983).

17V, Foch and S. Krylov, Zh. Eksp. Teor. Fiz. 17, 93 (1947).

18E, Merzbacher, Quantum Mechanics, 2nd ed. (Wiley, New
York, 1970), Chap. 19.

19p, Roman, Advanced Quantum Theory (Addison-Wesley, New
York, 1965).

20L.. Fonda, G. C. Girardi, and A. Rimini, Rep. Prog. Phys. 41,
587 (1978); P. L. Knight and P. W. Milonni, Phys. Lett. 56A,
275 (1976).



