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In order to interpret the spectral-line intensities emitted from various plasmas, a collisional-

radiative-model program has been constructed for heliumlike ions. In this model a population of 61
excited levels is considered, and excitation, deexcitation, ionization and three-body recombination by

electron collisions, spontaneous transition, radiative recombination, and dielectronic recombination

have been included. For these processes, the most reliable rate coefficients, experimental or theoreti-

cal, have been employed. A detailed account is given of the program along with the review of the

rate coefficients adopted. As an example of its applications, line-intensity data for theta-pinch plas-

mas are analyzed; for oxygen the three sets of experiments are consistent with the present calcula-

tion. For the case of carbon, however, the intensity ratio cannot be interpreted consistently on the

assumption of the ionizing-plasma model. Rather, it is strongly suggested that the plasma has a sig-

nificant contribution from the recombining-plasma component.

I. INTRODUCTION

The intensity of atomic and ionic lines emitted from a
plasma is determined by the state of the plasma (e.g. , its
electron density n, and temperature T, ) as well as by the
atomic parameters of transitions that are related to,
directly or indirectly, the intensity of the emission lines

concerned (e.g. , transition probability, and excitation and
ionization cross sections). In plasma spectroscopy experi-
ments the observed line intensity is interpreted by using a
model which incorporates the former quantities with the
latter. For instance, by knowing or assuming n, and T,
of the plasma, we sometimes employ the corona model to
interpret the emission-line intensity by using appropriate
atomic parameters. In general, however, we may adopt
other models, e.g., the capture-cascade model for the same
plasma, and the same experimental data may be analyzed
in terms of this. Then we would have a completely dif-
ferent result' for the characteristics of the plasma. There-
fore, in order to obtain a correct understanding of the
plasma under study, it is essential to employ a model that
describes the plasma correctly as well as to adopt reliable
atomic parameters for the important transitions.

Among the models which describe the ionization and
recombination of atoms and ions, and excited-level popu-
lations in a plasma the most general and complete is the
collisional-radiative model; this model includes the coro-
na, capture-cascade models, and LTE (local thermo-
dynamic equilibrium) as its limiting cases. '

The present authors have constructed a computer code
of the collisional-radiative model for heliumlike ions, and
it has been applied to the solar corona plasma and to the
laser-produced aluminum plasma. In the former case the
calculated line-intensity ratio was compared with the ob-
servation and the magnitude of the excitation cross sec-

tion was assessed. In the latter the observed emission-line
intensities determined the plasma state, i.e., the plasma
was in the recombining phase. In both cases, however, the
plasma was of very low density or of very high density,
and the dominant features of the populations of the levels

were found to be described by simple models: the corona
model in the former case and LTE in the latter.

In the present paper, we apply the collisional-radiative
model to intermediate-density plasmas. In these plasmas
collisional transitions from excited levels, for instance, are
important. Under these conditions the simple corona
model is obviously inadequate, and even the modified
corona model may not be sufficient for a quantitative
analysis of the experimental data. Only the collisional-
radiative model describes these plasmas, and by applying
this we can extract from the experimental data reliable in-

formation on atomic parameters, e.g. , excitation cross sec-
tion.

In the next two sections, a detailed account is given of
the collisional-radiative model code. In the last section
several experimental results on the theta-pinch plasma are
analyzed by our model, and a strong doubt is raised on the
state of the plasma for which the intensity measurement
has been reported.

II. ATOMIC PARAMETERS

In this section a brief account is given of the atomic pa-
rameters employed in our computer code. Further details
and numerical values are presented elsewhere.

A. Energy levels

All the levels (lsnl ' L) having a principal quantum
number n (7 are treated separately, except for the levels
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having the orbital angular momentum L ~ 3. These latter
levels with the same n are grouped together to form a sin-

gle level. The level 1s2p P is resolved into the three
flBe structul e components PQ f 2 For the levels 8 & n

&10, all of the S,P,D, . . . levels are grouped together.
The levels with n & 11 are approximated by the hydrogen-
ic levels having statistical weights twice those of hydro-
genic ions. In the calculation, the upper limit of the levels
considered is n=20; the total number of levels whose pop-
ulation density is calculated is 61. The levels with
21 ~ n & 24 are assumed to be in LTE.

Term values of several low-lying levels for small nu-
clear charge z, are given in Refs. 7 and 8. It has been
found that these term values T cm ' as functions of z are
well fitted to
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where R „ is the Rydberg constant. In Eq. (1) the param-
eter a, which is of the order of 10, represents the devia-
tion from the Mosely law. The parameter b corresponds
to the quantum defect. For the levels of n =2, a and b
are determined from Refs. 7 and 8. For other levels a is
put equal to 0 and b is set proportional to 1/z starting
from the quantum defect of neutral helium levels z =2.

Owing to the spin-orbit interaction, the wave function
of a state, e.g. , 2 P&, becomes a mixture of pure singlet
(2'P&), and pure triplet (2 P&) wave functions of a com-
mon J. The amount of this admixture is conveniently ex-
pressed by a mixing coefficient. Reference 9 gives these
coefficients. For all of the levels this mixing is taken into
account: the atomic parameters for transitions between
those levels, i.e., transition probability and excitation, and
deexcitation rate coefficients, are redistributed between
these mixture states.

107[
1 10

Z —1

FIG. 1. Theoretical transition probabilities (Ref. 10) and the
approximation (solid line) as a function of z.

is employed for transitions with b,n&0 and for b, n =0; in
the latter case fH ——0 and bf & 0. For transitions between
high-lying levels, bf is determined from the oscillator
strength for z =2 (neutral helium). ' ' Figure 2 gives a
few examples.

B. Transition probabilities

For important transitions between low-lying levels
theoretical and experimental data are available; for opti-
cally allowed transitions Ref. 10 gives theoretical data,
and for optically forbidden transitions theoretical'
and experimental' ' transition probabilities are available.
These values as functions of z are fitted to approximate
expressions

~ Wiese

1/z approximation
hydrogenic [imi t

A= QA„(z —x„)", (2)
L0
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where 3„,x„, and y„are adjustable parameters. The ap-
proximation (2) is accurate to within 10% as shown in

Fig. 1, as an example.
For other optically allowed transitions oscillator

strengths are fitted by the formula
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where fH is the hydrogenic oscillator strength' for the
corresponding optically allowed transitions. Equation (3)

FICi. 2. Theoretical (Ref. 16) and approximate values (solid
line) of oscillator strength as a function of z.
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and
cr2 indicate the upper and the lower bounds, respectively.
Several theoretical values (Refs. 18—24) are shown.

C. Excitation cross section

D. Ionization cross sections

Ionization cross sections from the lowest-lying levels
are given in Ref. 25. These are well fitted by the semi-

There are numerous calculations of the cross sections
from the ground level to low-lying excited levels. Agree-
ment between them, however, is not always satisfactory.
The only exception is the cross section for I'S-2 P. All of
the existing calculations, ' agree within 10% (except
for the resonance structure presented in Ref. 24). In our
previous study we relied on the averaged cross section for
this transition and tried to assess the magnitude of other
cross sections relative to this cross section. We concluded
that for I'S 2'P the disto-rted wave calculations' ' ap-
peared to give the most reasonable cross section. We
found that our rate coefficient is smaller than that given
in Ref. 24 typically by 8 Jo for I'S-2 P and larger by 2%%uo

for I'S-2'P for the temperature range of practical interest.
In Ref. 4 we could not assess the cross section for I'S-2 S.

In this paper, for the cross section I'S-2 S, we adopt
the analytic formula that gives the rate coefficient in
agreement with that of Ref. 24. For I'S-2'S existing cal-
culations' are summarized in Fig. 3, and we discuss
this cross section later. For other transitions we rely pri-
marily on the infinite-z hydrogenic approximation by
Sampson and Parks for the optically allowed transitions
the original cross section is scaled on the basis of the os-
cillator strength as given in Sec. 8 so as to give the correct
Bethe limit. Our rate coefficients for the transitions be-
tween the excited levels are in good agreement with Ref.
24, except for some of the transitions between singlet-
triplet levels. For these transitions our value is smaller by
a factor of 2. We suppose this discrepancy is due to our
neglect of the resonance structure. In order to take this
into account we have multiplied our original rate coeffi-
cient by 2, although these transitions do not play a signifi-
cant role in any case.

10 5 10
Electron Energy(eV)

FIG. 4. Ionization cross section for Cv by Ref. 25 (dotted
line) and Ref. 26 (solid line). Fxperiment is Ref. 28.

E. Photoionization cross sections

Reference 29 shows that the photoionization cross sec-
tion from the ground level is well represented by the hy-
drogenic cross section multiplied by 2. For other levels
the hydrogenic approximation should be valid since even
for neutral helium n'P and n P levels (2(n & 5) the hy-
drogenic approximation is fairly good. ' ' Therefore, for
all of the levels cross sections are approximated by the hy-
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FIG. 5. Gaunt factor for photoionization from n =3 levels.
Solid and dotted lines indicate the exact hydrogenic results and
the approximate ones, respectively.

empirical formula of Ref. 26. Reference 27 compares the
cross sections given by Ref. 26 with the available experi-
mental results for the ionization from the ground state,
and it is found that the formula of Ref. 26 fits the experi-
ment well. Therefore, the ionization cross sections from
all of the levels are approximated by the above semiempir-
ical formula of Ref. 26. Figure 4 gives an example of the
comparison of empirical formulas with the experiment.
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drogenic ones. The latter cross sections or the Gaunt
factors' may well be approximated by

described by

ri(1) = ri—H

lng(v) =lngo+c(t t—o)+d(t —to) (4) = —Sc~n(1)n, +acRnHn, ,

with

t=ln(hv/R )

where c and d are fitting parameters and v is the frequen-

cy of the ionizing photon. Figure 5 shows an example of
the Gaunt factor for photoionization from 311evels.

The excitation, ionization, and photoionization cross
sections given above are integrated over a Maxwellian dis-

tribution of electron velocities to give respective rate coef-
ficients: i.e., excitation and deexcitation, ionization and
three-body recombination, and radiative recombination
rate coefficients.

F. Dielectronic recombination

Recombination accompanying the stabilizing transition
2pnl lsnl follow-ing the dielectronic capture is included.
For the doubly excited levels (2pnl) +'LJ with n &3, the
autoionization probability is calculated from the direct
and exchange reactance matrix elements for the excita-
tion cross section of hydrogenic ls-2p, and the stabilizing
transition probability is given by the spontaneous transi-
tion probability of hydrogenic 2p-1s. For the levels
(2p2l) +'LJ, the autoionization and stabilizing transi-
tion probabilities are estimated from Ref. 34. Dielectron-
ic recombination rate coefficients are readily obtained on
the basis of the LS-coupling scheme. Figure 6 shows an
example of dielectronic recombination rate coefficients to
various levels.

where n(1) and nH are the densities of the ground state of
heliumlike and hydrogenic ions, respectively. The effec-
tive rate coefficients ScR and acR are called the
collisional-radiative ionization and recombination rate
coefficients, respectively, and they are functions of n, and

T, of the plasma.
The population density of an excited level p of the heli-

umlike ion is given as a superposition of the two com-
ponents; i.e., the contribution connected to the hydrogenic
ions and that to the ground level of heliumlike ions;

n (P) =no(P)+ni(P)

=Z(p)ro(p)nHn, +[Z(p)/Z(1)]r, (p)n(1) (7)

with

Z(p) =g(p)(h l2~mkT ) exp[X(P)lkT, ]/2gH .

Here g(p) and X(p) are the statistical weight and the ioni-

zational potential of level p, respectively, gH
——2 is the sta-

tistical weight of the ground-state hydrogenic ion and

ro(p) and r, (p) are called the population coefficients,
which are functions of n, and T, . Other symbols are
used in the usual meanings.

By using the rate coefficients and the transition proba-
bilities as described in the preceding section, these coeffi-
cients ScR, acR, ro(p), and r, (p) are calculated for vari-

ous conditions of T, and n, .

III. COLLISIONAL-RADIATIVE MODEL

According to the method of the quasi-steady-state solu-
tion or the collisional-radiative model, ionization and
recombination of the hehumlike ions in a plasma is

T4=2X10 K
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FIG. 6. Dielectronic recombination rate coefficient into vari-

ous levels of B Iv. T, =2)&10' K.

IV. COMPARISON WITH EXPERIMENT

In our previous paper we have compared the results of
our calculation with the observation of the prominent
lines emitted from the solar corona plasma in order to test
our computer program as well as to assess the excitation
cross sections adopted in it. Our program has also been
successfully applied to the analysis of the laser-produced
aluminum plasma. The plasmas treated in these papers,
however, are either of very low density or of very high
density; in the former plasma the corona model or the
capture-cascade model may be valid, and in the latter
plasma, LTE or the ladderlike mechanism should be the
dominant characteristics of the excited level populations. '

In both these cases the population density distribution is
relatively insensitive to the magnitude of the individual
transition rates (except for those pertinent to the ground
level in the corona model). Thus the agreement of the cal-
culation with the observation does not necessarily indicate
the correctness of individual rate coefficients (except for,
of course, the excitation rate coefficients from the ground
level) nor of the computer program. In this section the
line-intensity ratio obtained from theta-pinch plasmas is
analyzed; for these plasmas electron density is relatively
high, and therefore atomic parameters pertinent to excited
levels, e.g., excitation cross section from the metastable
levels, become essential in determining the population
densities of the line-emitting levels.
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We start with the assumption that the plasmas for
which the line intensities have been observed are in the
ionizing phase, or nH/n(1), the ratio of the hydrogenic
ion density to the heliumlike ion density, is much smaller
than that given under the ionization equilibrium condition
ScR«cR.

First, we take the experiments on oxygen. Figure 7
shows the intensity ratio R/(R +I), where R stands for
the resonance-line (1'S 2'P) -intensity and I is the
intercombination-line (1'S-2 P) intensity. Experimental
value is given by three groups. The number associat-
ed with each of the data points represents the electron
temperature as given in the original papers. Under these
conditions 2 S and 2 Po 2 populations are almost com-
pletely equilibrated each other, but the resonance and the
intercombination lines are so strong for 2'P and 2 P&,
respectively, that their populations are not in equilibrium
with 2 ' S level populations. In Fig. 7 the theoretical cal-
culation is also shown. For the cross section of 1'S-2'S in
Fig. 3 we pose the upper bound 0.

~ and the lower bound o.
2

for the existing calculations. The results of the calcula-
tion corresponding to these two cases are shown in Fig. 7
for two temperatures T, =200 and 300 eV. For n, ~ 10'
cm, the gradual increase in the ratio corresponds to the
increase in the 2 P population due to the stepwise excita-
tion via 2'S and to the gradual decrease in the 2 P level
populations due to the depletion by ionization from this
level.

First, we look at the data by Pospieszczyk; the ratio is
roughly consistent with the calculation, but its tempera-
ture dependence is contrary to that expected from the cal-
culation: The ratio should increase with an increase in the
temperature owing to the difference in the energy depen-
dence of the excitation cross section of 1'S 2P and of-
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FIG. 7. Intensity ratio R/(R+I) for Ovu, where R is the
intensity of the resonance line and I is that of the intercombina-
tion line. Dotted line and solid line are the calculated results us-
ing the cross section of upper bound o.

~ and lower bound o.
2 in

Fig. 3, respectively.

1'S-2'P. %e suppose that his temperature determination
based on the absorption method has given an erroneous
result. Therefore, we put his data out of our further con-
sideration.

The data by Kunze et al. favors the upper bound o.
&

for the excitation cross section 1'S-2'S, while that by El-
ton and Koppendorfer favors the lower bound aq. How-
ever, if we take into account the experimental uncertainty,
both the data are consistent with either of the cross sec-
tions o.

&
and oz. This ambiguity comes partly from the

fact that the contribution from the excitation 1'S-2'S to
the intensity R is small, i.e., it is 17/o for at or 15% for
crz (T, =250 eV, n, =6.2&&10' cm, corresponding to
Ref. 35).

Under the above condition of Elton and Koppendorfer,
our calculation gives the following rate coefficients: for
1'S-2'S, 2.9&(10 ' cm s ' (oz has been assumed); for
1'S-2'P, 16.0&&10 '; for 1'S-2 S, 1.4)&10 '; for 1'S-
2 P, 7.3&(10 ' . These are compared with the original
conclusion of 31&&10 ' cm s ' for 1'S-(2'S+ 2'P) and
15&(10 ' cm s ' for 1'S-(2 S+ 2 P). The absolute
magnitude of their rate coefficients was determined from
the observed absolute intensity of the lines 2 S-2 P of
90+40 Wcm and estimated density of n(1'S) of 0 +

ion of (1.9+0.6)X10' cm . Our calculation gives the
absolute intensity of (71+22) Wcm which is consistent
with the observation. Therefore, the factor-of-2 differ-
ence in the excitation rate coefficients between the original
and present results is interpreted as partly due to the as-
sumption of equilibrium of the 2S and 2P populations
and to the neglect of the cascading contribution in the
original paper and partly due to the different rate coeffi-
cients for ionization from the 2 S and 2 P levels.

In the high-density region n, & 10' cm with an in-
crease in n, the net depopulation from the 2 P level
makes the relative population density of this level decrease
resulting in a steep increase in the ratio. It is found that
the ionization and the singlet-triplet excitation transfer
constitute the dominant part of the net collisional depopu-
lation from 2 P. We could determine the rate coefficient
for the net depopulation by using the point by Elton and
Koppendorfer. However, the uncertainty in their density
determination makes it difficult. Experimental data for
still higher density should give information on the ioniza-
tion rate coefficient. This point will be discussed later in
discussing the experiment on carbon.

Among the fine-structure levels 2 Po & 2, J=1 level has
a large transition probability to 1'S, and its population is
lower than others. The collisional depopulation process,
predominantly deexcitation to 2 S, makes this population
unbalance decrease. This feature does not depend on
whether the plasma is ionizing or recombining.
Engelhardt et al. have measured the intensity ratio of
the fine-structure components of 2 S-2 Po & 2 transitions.
Figure 8 reproduces their result. The result of our calcu-
lation is also shown, and it is in good agreement with the
experiment. Our total depopulation rate coefficient from
the 2 P level (2 Po t z levels are assumed to have equal col-
lisional rate coefficients) is 1.12)& 10 cm s '. The de-
tail is, for 2 P-2 S, 8.0&10 cm s ', for 2 P-3 D,
1.7&(10, 2 P-ion, 0.3)& 10 . If our total depopulation
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rate coefficient were reduced by 10% we would have
better agreement with the experiment. This is compared
with the priginal cpnclusipn pf 1.05)& 10 cm s

Next, we examine the experiment for carbon. As sug-
gested earlier, the critical electron density at which the net
collisional depopulation rate and radiative decay from the
2 P level become comparable in magnitude is smaller for
carbon than for oxygen; it is about 5)&10' cm . Kunze
et al. assume that the dominant part of the depopula-
tion is the singlet-triplet excitation transfer, and they give
the excitation transfer rate coefficient of 1.1)& 10
cm s ' for C +. In our calculation, however, the corre-
sponding rate coefficient is about 1&10 ' cm s ' while
the ionization rate coefficients is 1.6 &( 10 cm s
Thus, the latter process is responsible for the steep in-
crease in the ratio. At about this density it is expected
that the intensity ratio I/R is sensitive to the ionization
rate coefficient. Figure 9 compares the experiment
with our calculation. There is a consistent difference be-
tween them: the experiment gives lower values of the ra-
tio R/(R +I) than the calculation. We now consider the
origin of this discrepancy.

The first possibility is experimental: the apparent in-
tensity of the intercombination line is enhanced by the
mixing of impurity lines or satellite lines. We have looked
for a possible impurity line that would contribute to the
observed intensity of the intercombination (40.731 A)
line. It is found that the line mixing is unlikely to
occur. The satellite line intensity relative to the
resonance-line intensity has been calculated by Gabriel
et al. '" using the corona equilibrium picture. Contribu-
tion may come from the satellites denoted as m, n, s, and
t Their total in. tensity is 0.1% of the resonance-line in-
tensity, and if the plasma is ionizing the contribution
should be almost the same. Thus, this possibility is ruled
out. The next possibility is that some of the employed
cross sections are wrong. Among them we first consider
the ionization cross sections from the 2 S and 2 P levels:
if they were decreased by a factor of 2 the calculated re-
sult would shift toward higher density by almost the same
amount. The experimental data for T, &200 eV would
then become consistent with the calculation. However,

60—
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log, n@ (cm3)
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FIG. 9. Intensity ratio R/(R +I) for Cv. Solid lines show
the results for the ionizing plasma, whereas the dotted lines and
dashed-dotted lines indicate the results for the equilibrium plas-
ma and the recombining plasma, respectively. Experiment is
Ref. 39.

the error of a factor of 2 appears unlikely to occur in our
ionization cross section and the lower-temperature data
still remain inconsistent with the calculation. We thus
rule out this possibility. Next is the excitation cross sec-
tions 1'S-2'P and 1'S-2 P, by which the intensity ratio is

largely determined. Our cross section for 1'S-2'P almost
coincides with the distorted-wave polarized-orbital calcu-
lation by McDowell et al. as for the case of oxygen, and
this may be regarded as a lower bound for various existing
calculations. The cross section for 1'S-2 P almost coin-
cides with the close-coupling calculation by Wyngaarden
et al. : this is just in-between of the existing larger and
smaller cross sections. If we decrease (1'S-2'P) by 20%
or increase (1'S-2 P) by the same amount, agreement
within the experimental uncertainty would be obtained for
the data for T, & 200 eV. This large modification to the
cross sections, however, appears unrealistic and then a
strong doubt would have to be cast on the scaling law of
the cross section, since good agreement has been obtained
for oxygen. Therefore, we abandon this possibility.

The next possible explanation is that the resonance line
is not optically thin. However, under the experimental
conditions the effect of radiation trapping should not af-
fect the emission-line intensity of the resonance line as ob-
served from the side of the theta-pinch plasma, or that as
observed from the end and corrected for the radiation
trapping effect. This is because, for the 2'P level, the
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domInant depopulatmg mechanIsm Is the radhatIvc transi-
tion of the resonance line and the effective decrease in the
transition probability due to the radiation trapping in-
creases the upper-level population by the same amount.
Thus the line intensity is not affected.

The last possibility is as follows: The assumption that
the plasma condition is in the ionizing phase is not valid.
In Fig. 9 also given are the intensity ratios calculated on
the assumptions of the equilibrium plasma and the recom-
bining plasma besides those for the ionizing plasma so far
assumed. If we assume that the plasma is slightly iomz-
ing and is close to equilibrium all of the data except for
those for T, =130 and 79 eV are well interpreted. Our
tentative conclusion is that the plasmas for the carbon ex-
periment are somehow not predominantly ionizing, but

they have appreciable contributions from the recombining
plasma component.

%c have completed thc collisional-radiativc program
for heliumlike iona, and this has been applied to the inter-
pretation of the experimental result of the line-intensity
ratios that are obtained from the theta-pinch plasma. The
data for oxygen have been successfully interpreted but
those for carbon could not be fitted. A strong doubt has
been raised about the nature of the latter plasma. In this
kind of cxpcrImcnt lt Is extremely III1poItant to know Hl

what plasma condition thc plasma undcI' study is, c.g., the
predominantly ioIllzing, prcdoIMnantly rccombinating, or
equilibrium plasma.
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