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We obtain an upper limit on the electron vector —proton axial vector weak-coupling constant, C»,
of 620, using the parity-odd signature of weak-induced interferences in a microwave transition rate

in H{2S). Several powerful techniques, based on the analysis of resonance line shapes, allow us to
detect the presence of interference processes and understand their nature. They permit us to sort out

and accurately eliminate systematic effects and to extract residual parity-nonconserving contribu-

tions to the transition rate. We extend the well-known method of invariant analysis to time-

dependent situations and relate it to line-shape theory. Because of their analytical nature, the results

obtained lend themselves well to the precise description of experimental line shapes and should have

application in other research areas.

I. INTRODUCTION

The unified gauge model of electroweak interactions'
has successfully explained most of the relevant high-
energy particle-physics experiments, and the recent
discoveries of the gauge bosons, W +—and Z, have con-
firmed the current picture. Because of several theoretical
difficulties, it is of interest to investigate the behavior of
electroweak processes at very low (atomic physics) and
very high energies, where the presence of other gauge par-
ticles as well as higher-order "radiative corrections" could
play an important role.

The electron-nucleon sector of electroweak theories can
be parametrized in terms of four dimensionless coupling
constants denoted by Ciz (electron axial vector —proton
vector, A, —Vz), C2& ( V, —A~), and the corresponding
ones for the electron and neutron, Ci„and Ci„.
Atomic-physics experiments should provide, through pre-
cision measurements of these constants, a significant test
of the unified theory of weak and electromagnetic interac-
tions at zero momentum transfer.

Parity-nonconserving (PNC) forces induce small but
significant mixings of close-lying parity doublets in hy-
drogenic systems, which can be measured experimentally.
This work reports a limit on C2& obtained in an experi-
ment carried out with a beam of metastable (2S) hydro-
gen. The experiment relies on the natural separation of
the weak-coupling constants at the different level cross-
ings which occur in the n =2 shell. The general ideas
underlying this experiment are briefly described in Sec. II
with reference to prior work. We stress the methods
developed for this work since they are of greater scientific
interest than the limit on Ciz obtained. They consist of
extending the invariant decomposition of transition rates
(Sec. III) to time-dependent situations and relating each
invariant to a characteristic line-shape distortion of the
transition probability (Sec. IV). Since the line shapes of
the Stark-induced transitions used in the experiment are
known analytically (Sec. IV), we are able to obtain in Sec.
V the distortion of the resonance line for the most signifi-
cant systematic effects in analytic form. The field distri-

butions experienced by atoms in the beam are known and
this permits us to derive the transition line shapes aver-
aged over the geometry of the beam. Detailed predictions
of the dependence of the systematic effects on the beam
position and divergence as well as their dependence on
field strengths are obtained from this analysis. All these
predictions have been borne out by the experiment,
described in Sec. VI, and, in particular, we have verified
the dynamical role of the relative widths of the initial and
final states. The methods described in this work have en-
abled us to understand the observed line shapes at a level
of one part in 10 and can presumably be applied to many
other experimental situations.

II. DESCRIPTION OF THE EXPERIMENT

Our experiments use atoms in the n =2 state of hydro-
gen wherein there is the close-lying long-lived 2S& &2
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FIG. 1. Zeeman diagram of the 2 P&&2 and 2'S&&2 states of
hydrogen.
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short-lived 2P&&z parity doublet (Fig. 1). We employ
external electric and magnetic fields. The Zeeman effect
is used to reduce the energy denominator in the weak mix-
ing amplitude by a factor of =20, the ratio of the Lamb
shift to the 2P radiation width, to enhance the mixing.
From Fig. 1 it is seen that there are two values of the
magnetic field where the 2S and 2P Zeeman substates
cross, near 575 and 1190 G. Selection rules for the mix-
ing result in essentially only the electron axial
vector —proton vector coupling, parametrized by the con-
stant C2&, entering at the lower field crossing, while this
coupling, as well as the electron vector —proton axial vec-
tor coupling with associated coupling constant C&z, enter
at the higher field crossing. We are at present focusing on
the measurement of C2& near the lower field crossing. By
applying a dc electric field to mix the 2 Si&2 and 2 Pi&2
states via the Stark effect, we induce a (parity-conserving)
PC electric dipole transition moment which permits driv-
ing microwave electric dipole transitions between per-
turbed 2 Si&z hyperfine states (Fig. 1). The weak mixing
similarly induces a PNC electric dipole transition mo-
ment. The transition rate is then

are orthogonal and the microwave electric field e is tilted
at a small angle y relative to B. This configuration is one
which breaks inversion symmetry. In terms of invariant
analysis of the rate, it gives rise to a pseudoscalar term
proportional to e E e .B corresponding to the desired in-
terference term.

The interference term changes sign under reversal of
the direction of the dc electric field (E„~ E„—), reversal
of the direction of the magnetic field (6 ~—E ), and a re-
versal of the angle between e and the magnetic field
(e„~—e„).

I
A pc I

is unchanged by these reversals. The
amplitude Apc is suppressed relative to APNc by three
different factors. One factor, e„, is reduced by making
the angle tp small. The factor sine expresses the residual
mixing of mJ, mI states by the hyperfine interaction. At
the Po-eo crossing the states ao and Po have predominantly
opposite signs of spin, with a small admixture (=6%) of
the states with parallel spins. As electric dipole transi-
tions do not change the proton spin, this additional factor
suppresses Apc. Finally, Apc is suppressed by making
E as small as is consistent with being limited by shot
noise. We determine the asymmetry
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=
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where Apc and Apwc are, respectively, the PC and PNC
transition electric dipole amplitudes. This technique re-
sults in an interference term which is linear in APNc. The
sign of the interference term can be changed by inversions
of the applied fields as our configuration of fields breaks
inversion symmetry.

The specific hydrogen transition being observed is
ao(2S, iiig = + &, mi =- ——,) to Po(2$, mJ -= ——,', ml
—:+ —,) ( —1600 MHz) in the vicinity of the P-e level

crossing. The initial state ao was chosen because it has
predominantly the opposite spin projections to Po, which
helps suppress the PC Stark-induced amplitude with
respect to the weak-induced amplitude. The detected final
state is Po as it is the only state at this level crossing to be
mixed with the nearby eo state by the PNC weak interac-
tion. '

The arrangement of the fields in the transition region is
shown schematically in Fig. 2. The static E and B fields

where R+ are the rates for the two choices of any one of
the parameters which are inverted and P is the relative
phase of Apc and ApNc. The experimental parameters
have been chosen to obtain a suppression of the ao-Po
transition probability of 4 parts in 10 of the initial popu-
lation. This yields a weak-induced asymmetry A of 3.8
parts in 10 for C2~ ——1. The contributions of the two
strongly damped states e+ &

and eo to the two amplitudes
leads to a variable phase difference between the ampli-
tudes as a function of magnetic field, and a difference in
line shapes between the scalar and pseudoscalar terms. In
the field configuration of our experiment the strong
damping of the 2P state is requisite to obtaining the in-
terference between the Stark and weak matrix elements
which are relatively imaginary for a weak interaction
which is T invariant.

The general arrangement of the experiment is shown in
Fig. 3. An intense beam of protons experiences resonant
charge exchange to the n =2 state of atomic hydrogen.
Subsequent state selection produces a beam polarized in
the a(2 Si~2, IJ——+ —, ) hyperfine substates. The beam
then enters the interaction region where we drive Stark-
induced microwave electric dipole transitions between the
a and P states in a magnetic field set near the P-e level
crossing. This interaction region comprises the field con-
figuration of Fig. 2, which has a sense of handedness. Be-
cause of the large velocity of the atomic beam, the dc elec-
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FIG. 2. Configuration of the fields in the transition region. FIG. 3. General experimental arrangement.
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tric field E in the rest frame of the atom was obtained by

applying a small transverse magnetic field Br perpendicu-

lar to Bp, thereby ensuring the orthogonality of the
motional electric field E=(v/c) XH with B=BO+Br.
The presence of the P-state atoms resulting from the mi-
crowave transition is detected. The modification of the
detector signal when the screw sense of the interaction re-
gion is accurately reversed is the signal resulting from the
PNC interference term and comprises the measurement of
the asymmetry (2). Two other allowed Stark-induced
electric dipole transitions (ap~P i, cx+i~f3p) 3 orders
of magnitude larger than the ao~PO transition, may also
be driven in the interaction region. They are not sensitive
to weak interactions and, as shown in Secs. III and IV,
have systematic effects similar to those of the ao~PO
transition. Extensive reference to these calibration lines
will be made throughout the paper, since they have been a
powerful tool to check the integrity of the data.

III. TIME-INDEPENDENT
INVARIANT ANALYSIS

It may not be straightforward to extract a PNC contri-
bution to the transition rate as systematic PC contribu-
tions can, under particular circumstances, mimic PNC
contributions. In order to understand such effects, we ex-
ploit the fact that PC contributions are scalar combina-
tions of the physical variables which appear in the rate
and PNC contributions are pseudoscalar combinations to
carry out an invariant analysis of the rate.

As discussed above, the Stark-induced amplitudes for
the suppressed ao~PO transition, as well as the allowed
calibration transitions (a+,~Pa and ao~P, ), result

from the fields: e, the microwave electric field; E, the dc
electric field; and B, the dc magnetic field. The Stark-
induced a~P transition rates may be decomposed in
terms of these three physical variables as '

~
As

~

=Gi(e XB) (E X 8) +Gp(e XB E XB) +G (3e. 8) (E X 8) +G4(e X 8) (E 8)

+Gg(e 8) (E.B) +G6(e B)(E B)(e X 8 E X 8)

+G (e78)(E B)(e X E 8)+G8(e X 8 E X 8)(e X E 8) . (3)

In the ideal configuration for our experiment E B=O
and e, E, and B are coplanar, and three invariants remain
in the Stark-induced rate:

~
A,

~

'=G, (~ XB)'(E XB)'+G,(e XB E XB)'

+G3(~ 8)'(E x 8)', (4)

( As A ii +c.c. )

=Ji(e XB) (E.B) +J (2e 8)(e XB) (E XB)

+J3(e B)(e X E 8)+J4(e 8) (E 8) .

For the ideal configuration, all the terms except the
second vanish. For hydrogen and deuterium, the coeffi-
cients 6, and the atomic structure contributions to the
coefficients J, can be calculated to arbitrary precision as
concerns the interpretation of our experiments. The in-
variant coefficients are functions of the magnetic field
strength

~

8
~

. In the vicinity of level crossings they ex-
hibit widely different line shapes as the magnetic field is
varied, a fact which will be exploited to aid in distinguish-
ing a true pseudoscalar contribution to the transition rate
from systematic effects. '

In the rest frame of the atom, the resultant dc electric
field is E=E, +(v/c) X Bo——E, +p X Bo, where E„ the

applied motional field, is p X Br. The contribution of

of which the first two occur in the rate for the ao~PO
transition.

The ao—+Po transition rate involves pseudoscalar in-
terference terms induced by the PNC weak interaction

which are linear in E:

the main Zeeman field Bp to the electric field E may be
quite sizeable in our fast beam even for small angles be-

tween v and Bp. If the atomic beam axis is parallel to
Bp this motional field, when averaged over the cross-
sectional area of the beam, vanishes. "

The discussion of the systematic effects will be restrict-
ed to the ao-Po transition for which the invariants G3 and

64 do not appear. While we have yet to encounter prob-

lems from a stray electric field 8', a complete analysis for
our future work must include such. To account for
misalignment of the beam axis and/or beam divergence

( p X 80&0), we parametrize the relative orientation of p
and B with the angles' A, ,X shown in Fig. 4(a), with
s1~ (Q 1.

In the configuration used in the experiment, applied

motional fields were used and E &B is identically zero.
To account for misalignment of Br, ' we denote the x
projection of Br as sing« l. We classify the systematic
interference terms as to their symmetry properties under

reversal of the directions of Br, or Bo, or y —+ —g. The
most significant systematic interference terms, that is,
those suffering the least suppression under the reversals
and proper alignment, are given in Table I, together with
their dependences on the alignment angles. ' The most
common terms arise from interference of microwave
Stark amplitudes induced by the applied motional field
and motional fields from beam misalignment and/or

divergence with respect to Bp. These are odd under

Bz~—B&, or Bp~ —Bp, and can be eliminated by care-
ful alignment, together with the concomitant averaging
over the atomic beam cross section. " The only field
misalignment term of importance is that containing
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misalignment of E, with respect to the x axis with angles
a, y [see Fig. 4(b)], where sina « 1, siny « 1. The most
significant systematic interference terms are given in
Table II. The first two terms arise from interference of
Stark amplitudes induced by applied and motional electric
fields while in the other three, the systematic Stark mix-
ing results from stray electric fields. All the terms are

odd under E,~—E, or Bo~—Bo,' the second, third,
and fourth terms are also odd under y —+ —y. The terms
involving motional fields are formally even under time re-
versal, and those involving stray fields are formally odd.

To illustrate the use of the analysis presented here, we

compare the sensitivity to systematics of the ap-Pp and the
ap-P i and a+ i-Pp transition. Considering only motional

electric fields E.B=O, the decomposition (1) and the
selection rules give a single term

I
~s

I

'=G3(e (6)

FIG. 4. (a) Laboratory and atomic beam coordinate frames.

(b) Angles a, y defining the direction of E, .

e BT&0 This t.erm is also odd under reversal of the
directions of BT and Bp. The largest systematic term is
inherent to using an applied motional electric field. It re-
sults from modulation of the direction of the resultant

magnetic field when BT~—BT. It is odd under reversal

of the direction of BT, but not under that of Bp. The
terms arising from misalignments are all first-order
suppressed in the alignment angles while the last term en-

joys no such reduction. The terms with coefficient G8 are
formally odd under tiine reversal. All the terms listed in
Table I have been observed in the ap~Pp transition rate
and confirm our analysis.

An alternative technique for obtaining E with elec-
trodes which extend through the microwave cavity has
been recently developed. The resultant field is
E=E,+P X Bp, and the large systematic effect resulting
from modulation of the direction of the resulting magnet-
ic field is absent. However, we must now include the pos-
sibility that E, .Bp&0. Here we classify systematic terms
according to their symmetry properties under reversal of
the directions of E„or Bp, or y~ —y. We specify

for the invariant decomposition of the calibration lines.
For this case, the analysis of more subtle systematics
(misalignments, time-dependent effects) is considerably
simplified. This should be contrasted with the three terms

~sl =Gi(e XB) (EX&) +Gz(e XB EXB)

+G8(e XB E X 8)(e X E B),
which arise for the ap-Pp transition. Close to the P-e level

crossing, the two rates are quite similar, for G& is an or-
der of magnitude larger than G2 and G8. Thus all transi-
tions are sensitive to the transverse electric field distribu-
tion Ei. On the other hand, the ap-Pp and the calibration
transitions are sensitive, respectively, to the transverse (ei)
and the longitudinal (e~~) microwave field distributions
which in the central portion of the cavity are related by
the tilt angle y of the cavity axis with respect to B. How-
ever, as a result of the cavity entrance and exit beam
holes, the ratio ei/e~~ becomes quite nonuniform and ap-
preciably larger at each end of the transition region than
in the center. A thorough discussion of this effect can
only be performed by analyzing the time-dependent
behavior of a beam of finite extent through nonuniform
fields. This analysis, carried out in Secs. IV and V, shows
that the similarities between the ap-Pp and the calibration
transitions goes far beyond the invariants (6) and (7); we
will see that their line shapes are identical for weak fields.

TABLE I. Systematic interference terms with an applied motional electric field.

Source of
systematic effect

Beam misalignment

and/or divergence

Invariant form

2[(Gi+Gi)/B ](e X p Bp)(e X p BT)
( —Gs/8)(e X P Bp)(e X Br) (P XBp)
( —Gs/8)(e X P Br)(e X Br) (P X Bp)

Angular
dependence

cosA, sing cosA' cos1(

cosk, si~cos+
cosA, sing cosA' cos 1(

Field misalignment

Modulation of
direction of B

(2Gi/B )( P X Br) (e ' Bp)(Z' Bz')

( —G&/&)(e X P.B,)(e X Br) (p XBr)

cosX sing

cosA' cosf
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TABLE II. Systematic interference terms for an electric field applied with electrodes.

Source of
systematic effect

Beam misalignment
and/or divergence

Invariant form

2G&(e XBp E XBp)(e X p Bp)

Angular
dependence

cosA. sing cosa cosy

Beam misalignment
and/or divergence
and electric field
misalignment

G6( e ' Bp)(E ' Bp)(e X p Bp) cosA, sing sina

Electric field
misalignment and

stray electric field

Stray field

Gi(e 'Bp)(E'Bp)(e X @ Bp)

G7( e ' Bp)( @ Bp)( e X E Bp)

Gg( eX Bp) (E X Bp)( eX F Bp)

sina

cosa siny

cosa cosy

In conclusion, the symmetry properties of the transition
rate allow us to separate the systematic effects from the
weak interference term. The use of calibration lines al-
lows us furthermore to align the fields so that a large
number of systematics can be reduced to a very small lev-
el. Finally, the magnetic-field-dependent line shape can
further discriminate a true PNC term from a spurious in-
terference, because of the characteristic variation of the
relative phase of the weak and Stark amplitudes through
the P-e level crossings.

IV. TIME-DEPENDENT EFFECTS

Generally, in atomic beam experiments, the atoms in-
teract with external fields during well-defined time
periods as a result of spatial confinement of the fields.
The response of the atoms to these fields has a charac-
teristic time dependence determined, in part, by the atom-
ic structure and, in part, by the spatial distribution of the
fields. The observed line shapes of transitions between
quantum states together with a knowledge of these distri-
butions can provide a deep understanding of experimental
results. In particular, the contributions to a resonance line
shape from interference effects, such as those tabulated in
Sec. II, can be unambiguously traced to a specific varia-
tion of the interaction between the atoms and the fields.

A. General theory

We use here a semiclassical approach by adding to a
field-free Hamiltonian Hp the classical coupling of the
electron to the external time-dependent fields of definite
amplitude and phase. The coupling with the radiation
field is introduced in Hp at the phenomenological level,
V(r, t) is the interaction potential with all external pertur-
bation as well as the weak Hamiltonian. If we denote by

~

n ) and (m
~

the left and right eigenvectors of Hp, and
A,„ the eigenvalues, the wave equation may be written in
the Schrodinger picture as

i' a„(t)=A„a„(t)+g—(n .
~
V(r, t)

~

m)a (t) . (8)
dt "

ihv(t) = [ Vz(t) —iiril z/2] v(t), (10)

where the perturbation matrix Vz(t) is obtained from the
restriction of the perturbation V(t) to the n =2 shell with

i AZt/A —iA t/fi

While the Zeeman basis is particularly appropriate for
expressing the boundary conditions in our experiment, we
also find it convenient to transform away the static part
of the Stark interaction resulting from the presence of the
applied electric field, motional or otherwise. This permits
us to isolate the residual variations of the static field,
which are associated with the fringing fields, in the time-
dependent integration. The Stark-perturbed basis is then
defined, in analogy with the Zeeman basis, by diagonaliz-

ing the Stark Hamiltonian Hg =Hz+eE, r,

For small perturbations, as is the case in our experi-
ment, we can solve (8) directly in an interaction picture.
We use two such representations here.

The first is the Zeeman representation. The atoms in
the parity experiment are neither prepared nor detected in
field-free eigenstates but rather in eigenstates of the Zee-

man Hamiltonian Hz =Hp+ppB (gL, L+gsS+gt I ),
where po is the Bohr magneton, and gL, g&, and gI are
the orbital, electronic, and nuclear spin g values, respec-
tively. The deviations of the magnetic field from its mean
value, and the Stark and microwave fields, as well as the
weak perturbation, are included in the residual perturba-
tion Hamiltonian Vz(t). All these perturbations are small
on the Rydberg scale and off-shell mixing may be neglect-
ed. The Zeeman eigenstates and eigenvalues in the n =2
shell are obtained as column vectors of the matrix A and
diagonal elements k„of the diagonal energy matrix
Az=A, ifiI z/2, suc—h that

Hz
~
„2A =RA and A,„=E„ifiI„/2, —

where A, and fiI z/2 are the real and imaginary parts of
A, respectively, and the I „are the level widths. In this
interaction representation a state vector v will propagate
according to
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Hs l.=2Q=Qhs (12) iku "(t)=Vgu "(t), (17)

in the n =2 shell. Here E, is the mean value of the ap-
plied electric field through the transition region. The
Stark-perturbed states are the column vectors of the ma-
trix Q, and the Stark energies E„and decay rates
—A'I „/2 are the real and imaginary part of the diagonal
energy matrix As. Since the diagonalization (12) is per-
formed exactly, level shifts' and phase mixings' are ab-
sorbed in this interaction representation. The use of this
interaction picture is particularly useful when the electric
field strength remains below the critical value, ' ' so that
the perturbed states,

~
a)s and

~
P)s, can be identified.

The time evolution of a state vector u (t) is described by

iR 5us =Vs 5us

Suw

p'Z

yS ~p,

yW

(18)

u "(0)=Q 'v(0),

5u (0)=5u (0)=0,

The four amplitudes are subject to the boundary condi-
tions

ifiu(t) = [ Vs(t) —iA'I s/2]u(t), (13)
yw

»; (0)=(Q ');, UI(0) .
J

where the perturbation matrix

i A~t/A —i A~t/R
Vs(t) =e '

Q '[Vz(t) —eE, . r]
~ „age (14)

v(r) =Qe " Us(r, O)Q 'v(0),

where Us(r, 0) is the time-evolution operator in the
Stark-perturbed basis. To obtain Us(r, 0) several further
simplifications may be performed. The basis set may be
limited to the

~

a )s, ~
P)s, and

~

e )s states, since, for ex-
ample, the Stark-perturbed 2P3/2 states are coupled to the
initial a)s states through the nonresonant (1600-MHz)
microwave electric field. In our experiments these cou-
plings lead to minute contributions to the final

~
P)s state

amplitudes. ' Similar considerations permit us to neglect
couplings to the perturbed

~ f )s states and the effects of
counter-rotating waves. ' Finally, when dealing with the
ap~Pp transition, the

~
a+ ~ )s state can also be ignored.

In the Stark representation the microwave electric di-
pole interaction V&

———,'ee re ' ' dominates, so it is con-
venient to solve (13) by treating the time-dependent fluc-
tuation of the Zeeman field 5Hz(r):pp5B(r)(gLL+gsS
+gI I ) and Stark 5Hs ——e 5E(t) r Hamiltonians, as well
as the weak Hamiltonian H, as smaller perturbations.

The solution to (13) is then obtained as the sum of four
contributions

u(t)=u "(t)+5u (t)+5u (r)+5u (t), (16)

and now contains only the variation of the Zeeman and
Stark interactions from their mean values, in addition to
the microwave state and weak perturbations. The Hamil-
tonian Hs is not Hermitian so that, in general, the left
and right eigenvectors of Hs are not Hermitian conjugates
and g '&Qt. It is, however, straightforward to show
that with proper normalization, left ( ~i

~
) and right

(
~
j)) eigenvectors of Hs satisfy the orthogonality rela-

tion (i
~
j)=5,J. ' ' For our experimental configuration,

where most of the external fields are spatially confined,
one can define a transit time ~ such that the system prop-
agates freely in the Zeeman basis outside the interval
[O,r]. The final state in the Zeeman basis, U(r) may be
obtained from the initial state U (0) with

This last boundary condition accounts for the presence of
the weak mixings, which introduce some parity admix-
tures that modify the initial Zeeman state v (0).

The relevant interference contributions to the transition
probability are naturally obtained in the Zeeman represen-
tation as v "(r) 5v ' ' (r)+c.c., where the amplitude
5U' '(r) induced by the perturbation (a) is obtained from
5u ~(t) with Eq. (15). Thus each interference term can be
traced to a given perturbation, so that the results are easi-
ly related to a time-dependent invariant analysis. For
simplicity we have not explicitly separated the various
contributions to the Stark interaction (applied and
motional) in the expansion (16) although it is actually
done in practice. The only weakness of the above formu-
lation is that it is not possible to relate a line-shape distor-
tion to a given field variation since the equations of
motion are integrated numerically. This shortcoming is
dealt with below with a Fourier analysis of the time-
dependent interactions, analogous to well-known NMR
methods.

B. Analytic results for three-level problems

Before developing more powerful methods of time-
dependent invariant analysis, we obtain some valuable in-
sights into the relations between invariant analysis and
line-shape theory. They appear most clearly in some ap-
proximate analytic results for three-level systems. These
results give a very accurate description of the suppressed
cxp~Pp transition. They are also adequate for the three-
level calibration transitions a+ ~ ~e+ &

—+Pp and
ap~ep~P &, provided the initial states suffer no more
than about 60%%uo depopulation.

We have seen in Sec. IVA how it was possible, after
transformation to the Stark interaction picture, to restrict
the basis set to the us, Ps, and es states. We assume in
the remainder of this section that the dc and microwave
electric field are constant throughout the interaction re-
gion. The projection of the transformation matrix Q
relating the Zeeman and Stark bases on the a,P, e sub-
space may be parametrized with four complex angles
0] 02 03 04 according to
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aS—a,
Po ——cos8( Po —sin83 eo —sin8( e+ (

—sin84 f
( =s&ao

I
V& o&s= ( cos82

R2 =s&ao
I

Ve
I e+i &s=R2 cos8), (25)

e o ——cos82 eo+ sin83Po,
Se + ( ——sin8(Po+ cos8(e+ ),

(20)

where we have assumed that the Po-eo and Po f)-mix-
ings (hyperfine suppressed) remain small. In this approxi-
mation the angles O3 and O4 may be obtained from

v 3eaosine(E~~+ V )
sinO3-

Ep —E, +iWI /2

(21)
V 6eaosin BE+

sinO4 ——
Ep Ef +—ifiI /2

where R2+ = —(V 6/2)eaoe+ sine and R2 ——(~6/2)
X«oe —cos

Using these definitions, the equations of motion for
both transitions reduce to the same form

as(t) 0

iA Ps(t) = R e

es(t) S Ih t
R je

s ttt pt s th, t
e &e as(t)

0 Ps(t)

ter'/—2

—i Ay p/2

R =s&ao
I

V~
I
Po&s ———R) sin83 —R2+ sin8, —R2 sin84,

If, in addition, the dc field strength is small compared to
the 2P level width I,

cosOi cosO2 1

W6eao cose E
sinO&-—

Ep, E, ,
+ifiI /—2

(22)

V =2i VCR& cose . (23)

Here e is the hyperfine mixing angle, E~I and E—+ are the
spherical components of the electric field and
V = &Po I

H
I
eo &, the weak matrix element, is given by

(26)

in the rotating-wave approximation. We have used the
shorthand notation 6 ~ for the detuning frequency
(E Ep)/A—co Sim—ila. rly, yp and I denote the Stark
widths of the ps and es states. The quantities R and
R ) may be obtained from Eqs. (21) and (25) by substitut-
ing —e+ and —E* for e+ and E—. For dc and mi-
crowave Stark couplings small compared to the natural
width of the P state we may neglect all exponential terms
containing I. Using the approximate initial conditions
a„(0)=1,Ps(0) =-es(0)=0 we obtain

Vis a dimensional factor equal to 1.28 X 10 Hz.
In the Stark representation, the initial state as is cou-

pled via the microwave electric field primarily to the P
states (es), with only a weak coupling to the final state
Ps. Thus we can accurately determine the amplitude
as(t) by solving the two level as-es equations of motion.
The amplitude ps(t) is then obtained by solving the equa-
tion of motion involving the coupling of as and Ps states
in which the amplitude as(t) is treated as a known driv-
ing term. This solution is valid as long as the as-ps cou-
pling is weak compared to the as-es coupling, a condition
automatically satisfied on the ao-po transition because of
the hyperfine decoupling. The complete solution for the
transition probability results from transforming ao(t),
po(t), eo(t), and e+ ((t) into the Zeeman basis.

The microwave couplings in the Stark representation
may be obtained from the associated matrix elements in
the Zeeman basis with Eq. (20). For example, the mi-
crowave couplings are given for the calibration resonance
by

(itt +—y /2)tast=e

ypt /2—
R /tie

(
( t~ (r—~ y' —t))/2)t-

ot' —t'(yp —y )/2
(27)

es(t) = (R s /~ )
[ i ( itive +—tt~) r~/2 ]t-

co" i(I 2y )—/2—

I
R(/fi

I

tr iy /2=
2
— ( —h~, iI /2), —

6', +I'/4 (28)

in the frequency shifts to' and ot",

co =—A~p+c7~,

where we have adsorbed the ac Stark shift of the a state,

R( =s&a+i
I

V,'t e+) &s=R( cos8(
~ae 2oa ~

(29)

and (24)

=s&a+i
I Vtt

I
Po&s= —R) sin8(,

where R( ——(V 3/2)eaoe)) cose. Similarly, the microwave
matrix elements for the ao~eo, e+)~Po transition are
given by

which also contain the dc Stark shifts in the quantities A.
One of the most distinctive features of the final-state am-
plitudes (27) is that they are products of a transition mo-
ment R and a line-shape factor. With the use of Eqs.
(21)—(23) and (25), the transition moments may be decom-
posed in terms of complex (vectorlike) invariants as well
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as the scalar invariants which were encountered in Sec.
III. For example, we find

R, =j, (e.B), R2 =J2e+,

Up e'i

Us =
2SR )/A'

( —ia —y /2)tC CX

co" i—(I"—2y )/2

and

R =j"(e 8)+g "(e 8)(E 8)
+g'(e E),+h'(e. E XB),

(30)
[iso' —(yp —y )/2]t

~p R —y t/2R
co—' i—(y p y—)/2

(34)

p( t) =ps(t) cosO& —sin8~ es(t)

for three-level resonances, and

(31)

where (e E)r refers to the scalar product of the projec-
tions of e and E in the plane perpendicular to B. In Eq.
(30), the invariant coefficients j, g, and h carry the phase
information which determines the structure of the in-
terference term in the transition probabilities. This
decomposition expresses only the rotational symmetries
between the initial and final states since transition ampli-
tudes are not direct observables. The final P-state ampli-
tude in the Zeeman basis may be found with the transfor-
mation

RS [i(4 —cr ) —y /2)t
U~'= ][ e

fi co" i (I——2y )/2

This time-evolution operator describes quite accurately
the ao, eo, P0 three-level system. A matrix element UJ
can be factorized as R'JL'J where R'~ is a transition mo-
ment and L'~ a line-shape factor. This result will be very
convenient in analyzing time-dependent effects as well as
performing the phase-space average of the transition prob-
ability in inhomogeneous fields, as we now demonstrate.

p( t) =ps(t) cos6, (32) C. Time-dependent invariant analysis

for the ao~po transition. In the latter case, the transition
probability reduces to

—y t —ya —(y +y&)t/2
e +e " —Ze e cos(co't)

co' +(y —ytr) /4

(33)

This analytic expression accounts for the microwave
and Stark broadening and shifts of the initial (a) and final
(p) states and the finite transit time which induces
Fourier components in the wings of the resonance. Using
the results obtained in Eqs. (31) and (32), we find that the
invariant decomposition of

~

R
~

can be reduced to the
forms of Eqs. (3) and (5), where G3 —G4 —Jr —J3
= J4 ——0.

Thus, we find that for uniform field distributions, the
transition line shape factors from the invariant decompo-
sition, a result which justifies the analysis of systematic
effects carried out in Sec. III. For weak microwave fields,
it is also legitimate to use (33) for the line shape of the
three-level resonances, since the electric field switches on
and off slowly and the p-state amplitude follows adiabati-
cally from the Stark to Zeeman basis. Since the line
shapes are identical, time-dependent effects, such as the
frequency modulation induced by Zeeman field inhomo-
geneities, will have the same effects on the ao-Po and cali-
bration transitions. To analyze the effect of time-
dependent field distributions it is necessary to obtain the
complete structure of the time-evolution operator Us(0, r)
in the Stark basis. We may readily identify the expres-
sions obtained for as(r), Ps(r), and es(r) in Eq. (27) with

Uq, Uq, and Uz . Similarly, we may solve the system
(26) with the boundary conditions ps(0)=l and ez(0)=1
to obtain

where h (t)=1 in the interval [O,r] and h (t)=0 other-
wise. If the generic perturbation Vs(t) is to describe the
spatial variation of a rf field from its mean value an
overall factor e '"' is to be included. The amplitude
5u(t) induced by the perturbation V~(t) may be obtained
as a particular solution of the differential equation

ifi5u(t)= Vg 5u(t)+—h(t) g V„e ' "'~'u~~(t, O), (36)

where V& is a uniform microwave perturbation and
u "(t,O) the corresponding solution to Eq. (17) for which
the system is in the a state at t =0. We seek the particu-
lar solution to Eq. (36) in the form of Us(t, O)g(t), where
Us is the time-evolution operator associated with Eq. (17).
Approximate expressions for u and Uz were given in
Eqs. (27) and (34). g(t) is a column vector which satisfies
the differential relation

ifrUq(O, t)g(t) =h (t) g V"e ' "'~'u "(t,O) (37)

which may be readily integrated in the interval [O,r]. It
follows that the particular solution to Eq. (36) is

T
5u(r)= Us(r, t) g V"e '" ' ' u "(t,O) . (38)

Denoting the projection of Us (r, t) on the final p state by

u ~(r, t), the final amplitude induced by the perturbation

Equation (10) may be rewritten in a more physical form
by constructing from a generic perturbation Vz(t) which
vanishes outside the interaction region [O,r], a periodic
function of period ~ which coincides with Vz inside the
interaction region

V (t) h (t) y V e2i~ntlr
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Vq may be expressed as an inner product,

5P(t)= g f u~p(y, t)V"u "(t,D)e"" '/'. (39)

shape factor

Re[L p(co, r)a "(co,r)], Im[L p(co, y)a "(ai &)] etc. ,

The analytic results obtained in Sec. IV 8 have shown that

only two elements, Upp and Up, of u ~ are sizable and

that Up@~&Up . Separating the transition moment R,J.

from the line-shape factor L;j in Uz, we define the ampli-

tudes
7

a,"(co,y) = Lpp(y, t)L, (t,o)e"" "dt
0
y&~/2 —r (2in n /r+ y&/2) t

dt
0

and

b~"(co,y)= Lp (r, t)Li (t, D)e '" '/'dt,
0

such that the transition amplitude 5P(t) can be written as

5P(t) = g Vpi[Rt~aP (co,r)+R fbi"(ci),r)] .
l, m

(41)

We have shown in Sec. III that all the transition moments

R could be written in terms of invariants. This result is a

consequence of rotational symmetry and holds also for the

transition matrix elements VpI which, for any dipolar in-

teraction, will be constructed from the external field

Fourier harmonics cr" and the electric and magnetic
fields which determine the Stark mixings. Thus the scalar

terms which may appear in Vpt are o " B, ( o ".E)i, and

(O'" E XB), whereas the possible complex invariants are
o"—+, and (cr" B)E+—.Since we discuss a transition which

does not change rnf(ac~Pc) the invariants which appear
in the final amplitude 5P(t) are real. This requires the
contraction of the complex invariants which appear in V@
with the ones of Rt~.

Because of their complex structure, any invariant pair
(cr and e+, for example) which arises from Vpt and Rt,
respectively, leads, after separation of real and imaginary

parts, to two scalar invariants, (e o)i and (e. cr X B).
Thus the construction of the invariant decomposition of
the sum gtVptRt is quite straightforward and can, to

—+

lowest order, be reduced to (e.B)(cr .B), (e cr)i, and.
[e (o XB)]. Since 5p(t) is small compared to p(t) only

the invariant structure of the interference term needs to be
considered in the transition probability. With each line-

will be associated several scalar invariants which are
readily obtained from the possible products of any of the
three invariants (e.E)(e.B), (e E)i, and (e E X B)
which enter the amplitude Po(t) and the invariants which
enter the sum gt VptRt . We conclude that the invariants
which arise in time-dependent situations may be classified
as generated by "static fields, " which are the respective
harmonic components of the microwave field, the mag-
netic field, or, of most importance, the electric field.
Each of the line-shape factors will induce some charac-
teristic distortion of the transition line shape which will
be analyzed in detail in Sec. V. Postponing all the compli-
cations which are associated with the relative phase varia-
tion of P(co, r) and 5P(co, r) across the line, it is quite
straightforward using the analytic expressions for U(co, r)
given in (34) to show that the amplitude a "(co,r) and
b "(co,r) will have their resonance centers shifted by a fre-
quency of the order of n/y with respect to the ao-Po ener-

gy difference. The interference term between these ghost
amplitudes a "(co,y) and b "(co,r) and the main amplitude
Po(co, y) will thus be appreciable only if n is small, i.e.,
they have a sizeable overlap. For this reason, the invari-
ant analysis for time-dependent fields which is illustrated
in Table III includes only the first harmonic in the field
variations. We have, for purposes of this discussion,

made the simplifying assumption that E and B are
orthogonal everywhere, i.e., E 8 =E '.B =E B '

=0, which is correct for a motional electric field.
Some general observations are appropriate here. First,

as the time-dependent invariant decomposition involves

complex Fourier harmonics, each term of Table III will

correspond to two distinct invariants. These are induced

by variations of the fields which are, respectively, odd and

even with respect to the center of symmetry of the in-

teraction region. These symmetry properties will be
shown with specific examples to induce even and odd dis-

tortions of the resonance line shapes. Thus a large frac-
tion of the interference terms will make no contribution to
an asymmetry if it is integrated over the ao-Po resonance
line shape. This realizes a significant simplification of the
data analysis.

TABLE III. Time-dependent invariant decomposition for the ao~Pp transition rate.

Static G)(» XB ) (E XB ) +G2(» XB E XB ) +Gs(» XB .E XB )(» XE .8 )

Microwave electric

field variation

R &(» 'x 8 '-» 'xB ')(E'xB ')'+R2(» 'x 8 'E'xB ')(» 'x 8 'E'xB ')

+ &3(e 'X e 'B '1(E 'X B ')'+ & ( e ' XB 'E 'X B ')1 e 'X E'4'1
+85(» XBo-E XBo)(» i XEo.B o)+~6(» oXEo.8 o)(» oXEo.B o)

dc magnetic M (e XS ) (E XB ) (B ' B )+M2(e XB E XB )(eoXE B )(B 'B )

+~3(» XB E xB ) (8 8 )

dc electric

field variation

D&(» 'XB ')'(E'XB ').(E '8 ')+D2(» 'XB ')'(E'X E '8 ')

+D3(» XB E XB )(» XB E'XB )+D4(» XB .E XB }8 )(» XE'8 )

+D5(» XBo.E i XBo)(» oXB o)+D6(» oXE .8 )(» XE'8 o)
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V. APPLICATION OF THE TIME-DEPENDENT
ANALYSIS

A. Effects of magnetic field inhomogeneities

There are two contributions to the variation of the rnag-

netic field strength B, the nonuniformity of the Zee-
man field 5BO, and the component of the transverse field

BT along Bo:

6B=5BO+BT Bp . (42)

We focus here on the time-dependent effects which
were found to be important in the experiment. Among
them are the effects of magnetic field inhomogeneities
and the dependence of the Zeeman energies and motional
electric field on the geometrical alignments for an atomic
beam of finite size and divergence. It is shown, in partic-
ular, that to a specific misalignment of the atomic beam
(a tilt, or an offset with respect to the symmetry center of
the interaction region), corresponds to a specific line
shape for the asymmetry as the direction of the electric
field is reversed. Moreover, we find that if the beam axis
passes through the symmetry axis of the interaction re-
gion such asymmetries vanish. Finally, if the alignment is
imperfect, then some residual asymmetries will vanish
identically over the line shape if the electric and mi-
crowave field strengths have been adjusted so that the ac
and dc Stark widths y, and yb, respectively, for the initial
and final states are equal. We found that the agreement
between the observed and predicted line shapes for the
asymmetries as well as the overall dependences on field
strengths to be remarkable. We believe that this analysis
goes beyond PNC experiments and should find other ap-
plications in atomic physics. v/2 e(y)i —y )t/2 '(d- '

—r/2
(43)

The variations of the dc and microwave electric fields
are small in the interaction region, and the microwave
field drops off rapidly in the endcaps of the cavity. Thus
the ac and dc Stark widths, y and yp, are almost con-
stant in the transition region [—r/2, r/2]. The field in-
homogeneities induce, through the variation in co, a
time-dependent phase factor e' '" such that the final P-
state population becomes

The measured values of 5BO over the interaction volume
were rather small (5BO/Bo -10 ) and did not introduce
serious problems. Of more concern was the second term
which, because of the finite size of the coils, introduced
important phase variations at both ends of the transition
region unless the beam axis was very accurately aligned in
the symmetry plane of the coils. If the beam is parallel to
this symmetry plane, BT.BO is an odd function with
respect to the center of the interaction region. If the beam
passes through the symmetry center at an angle with

respect to the symmetry plane, BT.Bp will be even. Be-
cause of these important syinmetry properties, we choose
the origin of time at the center of the interaction region.
The magnetic field inhomogeneities introduce relatively
slow phase variations between the different Stark ampli-
tudes and they are more easily accounted for by applying
directly the adiabatic approximation for the final-state
amplitude Pz(t) than by the semiperturbative approach
developed in Sec. IVC. This leads, for weak fields and
with the approximate boundary condition az-1, to a fi-
nal Pz-state amplitude

(ya+r p)T/4 —i~'T /2
e

Ps(co', r) =

—(r +yp)~/2 w/2

—s/2
(44)

where co' is now taken to be constant. The transition am-
plitude is proportional to the Fourier transform of an ef-
fective field distribution

+ 0O—i 5Q(t) ~ in~s/~c~e (46)

i sn(t)+(y—
&

y)/2—
Zs te (45)

If field inhomogeneities are absent, 5Q(t)=0, this effec-
tive field distribution has a constant phase, and the line
shape must be symmetric,

$)7 = —N)7

This symmetry no longer holds when the magnetic field
varies, and line-shape asymmetries can be observed. The
magnetic field generated by the motional field coils is sig-
nificant over approximately twice the length of the in-
teraction region. We can therefore expand the phase fac-
tor e' '" in a Fourier series of period 2r,

When the path of an atom is offset with respect to the
symmetry plane of the motional field coils, 50(t) is even
with respect to t =0 and the Fourier expansion simplifies
to

e 's '"= g /I„cos(nvrtlr),
n=0

(47)

e ' '"= g [/I„cos(net/r)+iB„si (nant/r)] .
n=0

(48)

Here the coefficients A„and B„are real. The Fourier
coefficients c„can be calculated from the measured field

where the expansion coefficients A„are complex. Simi-
larly, when the atom trajectory is tilted with respect to the
symmetry plane, M(t) is odd, and



30W L WILLIAMSL. P. LEVY AN

0.024 II

25V/Cm

23o

fpund yampl1tus, and the final-state
onics,Fpurier harm

distrib~tio~
'b tions of t ethe contrsumming

'r/2(y P+y )Tl4 lM
e

p (~,t) =
oo 6- BEA

0.008-

LJJ'

0-(49)
y )&n —'~Rs(t)eX

p.p08-if ~s is tak{ n belpsed formbe obtained in
re jon,

and can
teractio g '

. )~n

,.rou h t einconstant

~ +t~')r/Rse-,
)+, (yp r. /

p'„( ~ )=
-0.016—

I

2.40 3.20

II

0 80 1602p -240 '

UNING ( 9

-3.20
FIELD DET"

n«beam ti a functioresultingsymmetryF&& '
. f M. strength.ie

(50)

]i tude is nt atthis amp '
h dif«ren

As Previous y
d further we e P

t r tilted with
~ =n~

5n(t) whenthe
ls Inthefirs

)r. To pro'"
beam is o

t jn-
mm«r e'

lane of the co'
0) from the

the symmetry P
litude (n =

respect to
the main amp 'stance we sepe arate

g osh t amplitude,
. When the beamlied electric fie

f' ld coils the g

ield strengt .
hPst

iipn pf the app '
the motjpna

~

with resPect totjlted wi
esrtructureampl itude ha

(g g„)p n~I(g +Be) n+&13s= ~ (gib)

(5 la)

field leads to
'

nal electric
r in-

moThe rev«s
f h cpeffjcient ~n

11 trated in
change in g; al field revers

t r but its»neIt also
1' atively from t

nptonic. Thus
shape diff rs

f ld dependence '
d redicted

t and its
observed an P

beam offse,
'

between the p
ljgning the

arison e
value in a

a cacareful comP .
re pf great

1 In the
etries wer

he coi s.s in the symmetry p1 of h
f theiute extent a

t treated In
1 sis t e

ount the line-sh p
fbi i b

1 e of the m

'll b ehminated w
the symmetry p an

(P +P—n=Ts —
)

.
h and low-on the hig-distortjpns o
interferenc~

jll jntroduce
through ts

which wi
f the ljne

If the motion
frequency

'
h the main amp

p eneity &+

sides
litude

t)electric field 1

h Fourier coe '
dependent

'
n and t e

erence termThjs lea s
e the jnte e

changes sig
.

d tp an inte
+ ence terms

cpnjugated
f th s field. Since

„yr, the first-
on the d

spnant. at ~ —
f the resona

rection of t 's
0 an

ce
ljtudes «

ashi «
~ ~

involve amp . '
ld reversal is

.
transit1p

t of t,ills
e maximum

order effec
hange in t e

the motipna
r with no c

j n when
ine center,

h ft changes»g .
d width 'VP

probabjlity.
ed as the

t microwave

Th1s s 1

Stark-induceld 1s 1ncreas
n the a-sta e

electric fie
es larger than

hpst and the
state becomes

1 t hplds, the g o
d np

inewidth p~
an imaginary

] t d magnetic-
main amP

t ke Place. Th
F, 5 as a func-

iiiay
~

shown iii F g'

inte
d t asymmetry 1field dePen e"

average for a misaav g for a misaligned beamB. Phase-space av g for a misa

0.006

0.004-

0.002—

0
0-

-0.002-

-0.004—

2.5V/Cm

0 080 ~60
NING ( '"")

-3.20

I

2.40 3.20

offset as a functionresu ting1' from beam o se a5. Asymmetry
rido app lied electric ie s

es se whens interferences
thernal fields which v

ant directions an
f finite size and iv

b t}11 be satisfied y
's and the extent to hh

ero when the beam axis
h field symm ry

ental co gfi
of tliectip

lectric fie in

1

its symmetry p

1 d
y

ing the earn



30 PARITY NNONCONSERVATIO N IN THE HYDROGEN ATOM. III 231
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Ps-state amplitude becomes

B —(y +y&)r/4 —iso'v/4

Pq"'(co', r) = cosX 1+i tanX e
0

BT ih
r/2

Ro t exp
()'p —)' )t, t—ice't +inn —dt .

2
(57)

Combining Eqs. (56) and (57), and separating the main amplitude (zeroth harmonic) from the ghost amplitudes (higher
harmonics), we find that the parameters of the atom trajectory factor out and

Bo
Ps(co', r) =cosX 1+i tanX e

BT

2 7-

&( pg(pi r)+ I [pecos(g —A, )+v psl n(f k)]f (co 7 ) —l slnX s1n(g A, )g (co r) J (58)

where the ghost amplitudes f (co', r) and g (co', r), given in (A5) depend only on the shape of the field distribution and not
on the beam trajectory. This is the key result which permits us to average the fina&-state probability

I &s I
over the

beam to account, for its finite size and divergence. Since the beam source S [Fig. 4(a)] is far from the interaction region,
we neglect, in first approximation, its divergence and consider just its misalignment. Keeping only the interference term
between main and ghost amplitude we obtain

'2
Bo

I Ps I

= cos X 1+2 tanX sin(g —A, )+ tanX
BT BT

X
I Pg I + I Re(Pzf*)[xpcos(g —A, )+ypsin(P —A, )]—Re(P&g*)l sinX sin(P —A, ) I

z PpBT&

Al
(59)

(60)

where xp, yp are the offset coordinates of the beam axis at z =0. The overall factor accounts for the variation of the
Stark-induced microwave coupling associated with the misalignment. Since the line shapes of the interference terms
Re(Pzf*) and Re(gzg*) associated with offset and tilts of the beam are different, a careful study of the experimental line
shapes enabled us to separate the alignment variables, and rapid and precise alignments could be performed.

When beam alignment is achieved (xp ——yp ——X=0), all terms linear in Bp or BT disappear in the averaged probability.
This is, unfortunately, not true when the beam divergence is considered, and a term linear in Bp survives. To wit, con-
sider the simple situation where the atomic beam axis is parallel to the z axis, i.e., 7=0. Then po ——xocosk+yosinA, and
vp ———xpsinA, +ypcosA, . Assuming a point beam source of maximum divergence 4p (Fig. 4), the final-state probability is
found by integrating over the beam cross section,

2Bp, 4ppBTr 8l p pr
I Ps I

= 1+— ep
I Pg I

+ (xpcosy+ypsinq)RC(Pg~f ) — ep Re(gag )2 BT Rl 3R

The last term, linear in Bp, is a systematic effect which
can only be interpreted in the context of the phase-space
average carried out here. It is a concern, when small ap-
plied fields are used, since the natural beam divergence
contributes significantly to the Stark-induced transition
rate. Fortunately, if the initial- and final-state widths, y
and ti, are equal, we find, using (50) and (A6), that
Re( sg~) vanishes. This result may be interpreted using
the effective field distribution (45), which is constant in
modulus when y =yp. In this instance, the phase modu-
lation through the cavity averages, and the effect of field
inhomogeneities become less severe. This result was ob-
served experimentally and allowed us to set the rf field
strength such that y =y~ when taking data.

The analysis carried out here has been extended' to in-
clude all the effects associated with the variation of the
matrix element R~ through the interaction region. The
effects we have considered are the variation of the direc-
tion of the resultant magnetic field through the interac-
tion region, localized stray fields, and fringing rf fields at
the ends of the transition region. Only the last effect is of

some relevance to our experimental work and is briefly
outlined in Appendix B. The conclusion of the analysis is
that many time-dependent effects associated with inhomo-
geneous field distributions are suppressed when the effec-
tive field distribution (45) has a constant value through
the interaction region (i.e., y =yti). The variations of
Rs(t) are then efficiently averaged along the beam path,
and the systematic effects are efficiently suppressed. We
firmly emphasize the advantage that a slow hydrogen
beam experiment will offer, as the systematic effects dis-
cussed above will become quite negligible.

VI. EXPERIMENTAL RESULTS

A. Apparatus and operating conditions

Figure 8 is a schematic diagram of the apparatus. The
source of metastable hydrogen atoms was a Duoplasmat-
ron ion source in combination with a cesium charge-
exchange cell. A dense plasma was produced by striking a
15-A arc in a hydrogen cell at a pressure of 0.5—1 Torr
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FIG. 8. Schematic diagram of the apparatus.

and with a confinement magnetic field of 1.5—2 kG. A
5-mA proton beam was extracted at an energy of 6 keV
and decelerated to the beam energy of 500 eV. The pro-
tons underwent the resonant charge-exchange reaction
H++Cs~H(2S)+Cs+ in a 15-cm-long cesium vapor
cell maintained with an oven (75'C) at the optimal target
thickness of 1.4&(10' cm . This resulted in a conver-
sion of about 15% of the incident protons to atoms in the
metastable 2S state.

A buffer chamber maintained at a pressure below
5 & 10 Torr with an Orb-Ion pump followed the
charge-exchange region. It contained electrostatic deflec-
tion plates to remove the protons which did not undergo
charge exchange from the beam. Apertures near the en-
trance and exit of the buffer chamber provided a collimat-
ed atomic beam without halos. Following the exit colli-
mator a second electrostatic deflector removed any
charged particles resulting from collisions of the neutral
beam with the exit collimator. The beam then entered the
main vacuum chamber maintained at a pressure below
1&(10 Torr with two 8-in. liquid-helium cryopumps lo-
cated at each end of the main vacuum chamber. Four dis-
tinct regions were successively encountered by the atomic
beam as it passes through the 1-m-long vacuum chamber:
a state selector (or P-quench region), the main interaction
region, a state analyzer (or a-quench region), and a detec-
tor. The Zeeman magnetic field, which extended through
all regions, was produced by a solenoid constructed of five
spools of high-conductivity aluminum strap. The spools
fit around the aluminum cylindrical tube comprising the
main vacuum chamber wall. Optimum field shaping was
achieved with a larger number of turns on the outer spools
and external shunt resistors for shimming. The homo-
geneity of the field was +120 mG over the central 45-cm
region of the solenoid, and +60 mo over the main transi-
tion region, which was 13 cm long. The magnetic field
was swept with a control voltage to the solenoid power
supply provided by the computer. A dc relay permitted
reversal of the direction of the field. Two rectangular
(60)&120 cm) coil pairs with mutually orthogonal axes
were used to achieve precise steering of the resultant mag-
netic field for fine tuning of the field and beam alignment,
and to cancel the component of the Earth's field trans-
verse to the atomic beam axis.

To perform the a-state selection, we exploit the fact
that approximately 25 cm inside the solenoid, the magnet-
ic field is near the P-e level crossing. An electric field of

15 V/cm, applied with two semicylindrical plates 15 cm
long, mixes the P state with the very short-lived e(2P)
state. The resultant Stark quenching depopulates the p
beam by more than 8 orders of magnitude. To prevent
leakage of the electric field into the interaction region,
guard rings were placed at the end of the electrodes, and
an electrostatic shield was placed in the 15-cm space
which separated the p-quench region from the main tran-
sition region. The main interaction region, where the

a~p transitions were driven, contained the fields E,B,e
in the configuration of Fig. 2. A cylindrical microwave
cavity operating in the TMO~O mode produced the constant
microwave electric field e along its symmetry axis. The
cavity, constructed of oxygen-free high-conductivity
copper, was approximately 15 cm in diameter and 11 cm
long. It comprised four radially tunable quadrants. Each
of the quadrants was mounted on sapphire ball-bearing
tracks and could move radially about 8 mm. These radial
motions were coupled via vacuum rotary feed-throughs to
the outside of the vacuum system, permitting external
tuning of the resonant frequency from 1480 to 1610 MHz
with little effect on the cavity Q, which is =1500. The
axis of the cavity was tilted at an angle =5' (see Fig. 9) to
the axis of the solenoid. The atomic beam entrance and
exit had 3-cm-long endcaps to provide rapid cutoff of the
microwave fields. A rectangular coil pair of 10 cm
separation and fitted about the cavity [Fig. 7(a)], produced
the magnetic field transverse to the solenoid field (y direc-
tion) to provide the motional electric field in the x direc-
tion which induces the Stark mixing of the po and e+i
states and, together with e„, the suppressed PC ao-pp am-
plitude. For our beam velocity, the motional field is ap-
proximately 0.29 (V/cm)/G.

For systematic checks, a similar coil pair was arranged
to produce a motional electric field in the y direction.
The axes of these coils were positioned at 90' to the
solenoid field to a precision of 0. 1'.

After the main transition region a state analyzer was re-
quired to eliminate the a-state population which is 10
times that of the p state, since the ao-po transition is high-

FIG. 9. Detector region.
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ly suppressed. We accomplished this by driving the
resonant a fm-icrowave electric dipole transition in a
resonant cavity just prior to the P-state detection. This
o.-quench cavity was cylindrical, 8 cm long and 11 cm in
diameter, and operated in the TMoio mode at a frequency
of 2080 MHz with a Q of 1500. The cavity axis was per-
pendicular to the solenoid field.

We detected the P-state atoms by applying a localized
dc electric field to quench them in the field of view of two
Lyman-a photoionization detectors. This detection region
was separated from the a-quench region by three light
baffles to eliminate scattering of Lyman-a radiation into
the photoionization detectors. As a consequence of pro-
ducing the metastable hydrogen atoms by the aforemen-
tioned charge-exchange process, there is a spurious
Lyman-a background in the detectors from secular cas-
cade decay through the 2P states of atoms in Rydberg
(n =9—12) states produced in the neutralization pro-
cess. " With only modest electric field confinement, this
background was several orders of magnitude larger than
the desired signal. The discovery of its source, which pro-
duces a detector current proportional to the beam volume
in the field of view of the detectors, led us to develop a
highly confined quench region which improved the
signal-to-background ratio to =—,. We obtained a high
detector quenching efficiency with a quadrupole field con-
figuration combined with carbon films to provide high
confinement of the detector quenching electric field.
With the arrangements shown in Fig. 9 the electric field is
confined to a region 6 mm in length on the beam axis.
With a typical beam diameter of 1.3 mm this provides a
3ir/4 collection solid angle for the two detectors. The
photoionization detectors are characterized by high gain
(up to 10 ), large solid angle, and good quantum efficiency
( -20% )."

The detector current is amplified with a current sensi-
tive preamplifier with sensitivity 10 —10 V/A and is fed
into the computer to perform a multichannel phase-
sensitive detection. With these detectors, P-state beams of
0.2 pA were obtained, which corresponded to a total
metastable flux greater than 10' cm sec ' two meters
from the source. With a 0.1-sec sampling time, the long-
term stability of the beam was better than one part in 10 .
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atom in the beam were known and since a particular
misalignment corresponded to a specific pattern of field
inhomogeneities with definite symmetry with respect to
the cavity center, it was possible to identify all misalign-
ments from the observed asymmetries. It was then a sim-
ple matter to correct for these misalignments by changing
the position and the orientation of the main vacuum
chamber. Any small residual motional electric field re-
sulting from a tilt of the main solenoid field with respect
to the beam axis was corrected with the external trans-
verse field coils, the resultant magnetic field direction and
beam axis being brought into coincidence. Alignments of
10 prad were achieved in this way by monitoring the resi-
dual asymmetry on the a+ i-Po calibration line as the elec-
tric field was reversed.

Figure 10 shows typical dependences of the a+i-Po res-
onance line shape and residual asymmetry under reversal
of the motional electric field as a function of field
strength, together with the fits obtained when the residual
misalignment is taken into account. We note that the
asymmetry is smallest when E~-2 V/cm, the value for
which y =yp. This is in agreement with the prediction
made in Sec. V, where we showed that when the widths of
the initial and final states are equal, the phase modulation
associated with beam offsets leads to no net line-shape
distortion. Similarly, the unequal heights of the Fourier
components in the wings of the resonance are accounted
for by the residual +60-mG inhomogeneity of the
solenoid field over the main transition region.

It is apparent from the data of Fig. 10 that the asym-

B. Data and discussion

To extract PNC contributions from systematic interfer-
ences (cf. Table I), we have implemented a computerized
multichannel phase-sensitive detection system. This
permitted us to separate even and odd contributions to the
detected transition rate as each electric or magnetic field
component was reversed. A "channel" was associated
with the signal of a specified symmetry under each of the
field reversals. A given invariant has definite symmetries
as the field components are reversed and can be associated
with the corresponding channel. When the magnetic field
strength was varied, the line shape of each of the resulting
asymmetries, as the field directions were reversed, was
recorded and compared with the predicted shape associat-
ed with systematic effects arising from beam misalign-
ments. Since the field distributions experienced by each
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FIG. 10. Magnetic field scans of the a+~-Po transition and
the asymmetries under reversal of E~ (dots) for various values
of EM. Line shapes for the asymmetries are normalized to the
line-center intensity, i.e., 3 = [R (cu, EM ) R(co, E~))/— —
[R(O,EM)+R(0, E~)]. The line-shape —fits (solid lines) were
obtained with a beam tilt of 0.005 rad, a beam offset of 1.5 mm,
and an imperfection of the motional field reversal of 0.06%.
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fR+(ro)dro+ fR (cp)dco
(61)

metrics under motional field reversal were less than
5&(10 anywhere on the line for any field strength.
When the electric field strengths were such that y =@~,
the asymmetry was less than 2&(10 . We have seen in

—3

Sec. V that there is no net asymmetry associated with
misalignments when the transition probability is integrat-
ed over the entire line shape. Thus the asymmetry

l-z 3

o 2
4J

Ch

I

540
I

545

(D)n~~~ -/3
~q

550 B(G)

is less sensitive to time-dependent systematic effects. This
analysis resulted in an upper limit on the asymmetry
under motional field reversal well below 1&10,a limit

—3

essentially determined by the drifts in the beam direction.
Fi ure 11 exhibits the asymmetries under reversals of EM1gu

and Bp for the strong rr+i-Pp resonance. A shift in the
resonance line center under reversal of EM was observed
for one of the directions of the main magnetic field. This
indicated a coupling between the reversals of the applied
motional field and the solenoid field, and was expected, as
any residual motional field-induced interference will cou-
ple these reversals. The nature of the asymmetry on the
a -P resonance under reversal of the solenoid field isCX+) p

not well understood. While we knew that the reversal of
the solenoid field for a fixed applied motional field was of
the order of one part in 10, because of the coupling of the
electric and magnetic field reversals, we were not able to
determine whether we could improve the asymmetry
quoted for the electric field reversal alone. To take full
advantage of the Zeeman reversal the magnitude of the
magnetic field should be controlled with a NMR calibra-
tion. This will be available to us in future work.

A magnetic field scan in the neighborhood of the
suppressed ap —+/3p transition yields four Stark-induced
resonances, as shown in Fig. 12. The larger two of these
are allowed transitions in deuterium, a result of the natur-
al deuterium abundance of 200 ppm. The center reso-
nance is the desired ap —+Pp line, which is noticeably simi-
lar to the strong a+t~gp line. The remaining resonance
is the suppressed hydrogen a+ i ~p i transition. This

~ 0~ ~
~ ~

~ ~ ~

~ ~ (b)

transition is similar to the ap~Pp resonance, but is in-
sensitive to PNC effects. The calculated locations of the
four transitions were in complete agreement with our
measurements. Further, the calculated (3.8X10 of the

—6

initial ap population) and observed (3.5X10 ) intensities
—6

agreed quite well and allowed absolute calibration of the
final pp-state population using the deuterium resonances.
The effects of field reversals on the ap-Pp transition were
obtained in two different runs. For one of these only the
reversal of the direction of EM was employed, while for

29the second reversals of both EM and Bp were used. Our
best alignment was attained for the former case. The data
for this situation are shown in Fig. 13, wherein the mag-
netic field scans across the ap-Pp resonance for opposite
directions of EM are exhibited. The upper limit on the
asymmetry under this reversal is mainly statistical and is
the order of 2% on a point-by-point basis. As we have
noted, one gains by averaging the asymmetry over the res-
onance line shape to obtain the statistics of the complete
scan. The upper limit which results is

A &5&10 (62)

In the second run, we obtained better statistics. The data
are exhibited in Fig. 14, showing the asymmetries under

reversal of EM for each of the two directions of Bp as
well as the asymmetry under combined reversals of the
directions of EM and Bp. As can be seen, this asymmetry

FIG. 12. Magnetic field scan in the neighborhood of the

ap-pp resonance.
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A &3X10 (63)

The limits (62) and (63) on A yield for the upper limit
on the 2 5~&2-2 PI&2 PNC mixing parameter at zero mag-
netic field

I
5

I
(1.5x10 (64)

This corresponds to a limit on the weak 2 S&&2-2 P&&2 ma-
trix element of

I &Po I
Vw

I eo & I & 16 Hz . (65)

In terms of the dimensionless constant for the vector
electron —axial vector proton weak coupling it corresponds
to

C2p (620 . (66)

VII. CONCLUSIONS

While we have yet to attain a sensitivity sufficient to
provide significant input to unified models of electroweak
interactions, we have reduced the limit on the mixing of
the 2 S&&2 and 2 P&&2 states in atomic hydrogen by a PNC
interaction by more than 4 orders of magnitude.

does not change sign when Bp is reversed, indicating that
it has the characteristic of a T-odd invariant. This re-
sults, in fact, from the interference term generated by the
modulation of the direction of the resultant magnetic field
when the direction of BT is reversed (see Table I). The fit
to these data for this systematic effect is the solid line of
Fig. 12, which was calculated by integration of the
Schrodinger equation, using the measured field distribu-
tions. The agreement is good and confirms our under-
standing of the line shape at the one part in 10 level.

Again using the integrated asymmetry we have
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APPENDIX A

When an atom passes through a transition region where
the fields are inhomogeneous in space, we show that it is
possible to separate all the dependence of the ao-po and

a+ &-po transition line shapes on the atom trajectory from
the geometrical factors associated with the field distribu-
tions. The inhomogeneities in the Zeeman field arise from
the fields of either the x or the y motional field coils,
which have the same dimensions but which produce dif-
ferent transverse fields, BT and BT, along the x and y
axes, respectively. We perform a Taylor expansion of the
Zeeman inhomogeneity around the symmetry axis,

5B,(x,y,z) =go 5B,(0,0,z)+vo 5B,(0,0,z) . (Al)

Since the coils have the same field distributions, it is con-

Of the most consequence are the developments and tests
we have made which have shown that our relatively sim-
ple configuration of fields in the main interaction region,
in fact, is one which will permit tests of the electroweak
model at low energy at the requisite level of precision.

Finally, we have developed some elegant techniques of
line-shape analysis which have allowed us to probe the
structure of time-dependent interference effects in consid-
erable detail. We can trace the phase structure of time-
dependent amplitudes to the symmetry properties of field
distributions, even when the beam phase space is fully in-
cluded in the theory.

There are two serious problems associated with the use
of Duoplasmatron-based charge-exchange sources for pro-
ducing the requisite high-intensity metastable hydrogen
beams for such experiments as ours. One is the cascade
decay of higher-lying states of atomic hydrogen produced
in charge-exchange collisions. This results in a small but
significant Lyman-a background in our detectors, and,
even with very stringent confinement of the detector
quench region, ultimately limits the signal-to-noise ratio
on the PC ao~po transition to unity. The second are the
considerable systematic effects arising from motional elec-
tric fields, a direct consequence of the large atom velocity.
Both of these effects would disappear with the use of a
slow H(2S) beam, excited in such a way as to guarantee
the absence of higher-lying states. As we noted above, the
asymmetry we wish to observe is inversely proportional to
the v v under optimized conditions so the slow beam will
offer considerable further advantage.
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venient to define the fractional contribution to the axial
field derivatives as

f„=——f dz'e '" ' ' f b(u)du

1 a(B, )
b(z) =

Bx

B(6B,)

By

and
(A2)

g„=——f dz'e '" 'l f ub(u)du .

(A4)

—z' sinX sin(1' —A, )] . (A3)

Assuming that the phase drift MI(t) defined in Eq. (53)
remains small so we may approximate e
=1 i5Q—(t), we obtain, for the Fourier coefficients c„de-
fined in (54), the closed-form expression (55). Recalling
that z'= it/r, the coefficients f„and g„are found to be

Using the coordinate transformations from the laboratory
frame into the atomic beam frame defined in Fig. 5 and
Sec. VB, we find

5B,'(z') =b (z')BT[pp cos(f —A )+vp sin(g —k)

The coefficients f„and g„describe the shape of the
field inhomogeneities probed when the trajectory of the
atom is, respectively, offset or tilted with respect to the
symmetry axis. In these instances, the inhomogeneities
are odd or even, respectively, with respect to the cavity
center.

As we have seen in Sec. VB, each field harmonic will
contribute to some ghost amplitudes f (p)', y) and g(co'r),
which characterize any misalignment as an offset or a tilt,
but are independent of their magnitudes. Using (55) and
(56) we find

(tt0'+(y—+yt))I2]rl2 ~
p ((yg y)l2 —t'(co' n—ttlr)]t-

n+0 /2t
(A5)

and g (to', r) is obtained with the same formula with f„re-
placed by g„. When the microwave electric field is as-
sumed constant through the interaction region, f(tp', r)
and g(to', r) reduce to

f(~', r)= g fnPs(~, r),
n (@0)

the ap-)(3p transition. The endcaps of the cavity have rota-
tional symmetry around the z axis, and the transverse
component of the fringing microwave electric field eI is
radial. Denoting by h (t) the time-dependent variation of
the fringing field along the beam axis, the transverse com-
ponent of the microwave field may be parametrized by

g (co', r) = g g„Ps(co,r),
n (&0)

(A6)
e+ ——+ [e„+eIe+'

h (t)] . -
2

(B1)

where the gz(to, r) are given by (49).
Using the expressions (22) and (25), we find the mi-
crowave coupling between

I
ap)s and Pp)s states to be

APPENDIX B
R = K(EM e aEM e+ )—— (B2)

A brief discussion of the possible systematic effects as-
sociated with the time dependence of the microwave field
is presented as an illustration of the techniques developed
in Sec. V. The presence of fringing microwave fields at
the entrance and the exit of the microwave cavity intro-
duces an important time dependence of the transverse
component of the microwave electric field used to drive

where

Eg E, +ifiI /2—

Eg, E/, +i%I /2—

and E is a proportionality factor. With the parametriza-
tion (52) of the motional field, we find

Bp
R =i Be (e—'~+—ae '~)+i tanX(e'" ae ' )—

c

Bp
+e/h (t) (e'~ )+« '~ ')+i tanX(1 —a)

BT
(B3)

With this time dependence of the ap-Pp transition mo-
ment, we obtain the beam averaged final-state probability
using Eqs. (58) and (59):

I13s I'= lds I'le' +« ' I' —2
40 ey Bp

3 e„BT

&( Re[i/~@/(e'~+« '~)(1 —a )] (B4)
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Here
[—(r +y~)/2+~~'l~/2

f= —le

The fact that the interference term reverses sign under re-
versal of BT and Bo is of concern. However, in the parity
experiment the angle P is zero, and the interference term
is suppressed because of the imaginary relative phase of

the main amplitude and the amplitude associated with the
fringing fields. Further, it vanishes for y =ytt, when in-
tegrated over the line, as the spatial distribution h(t) is
odd with respect to the cavity center. In this analysis,
higher-order effects involving the combined time depen-
dence of the effective field distribution through the fring-
ing microwave field, and the phase modulation induced by
magnetic field inhomogeneities were ignored. This ap-
pears to be legitimate at our present level of sensitivity.
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