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Study of hydrogen Stark profiles by means of computer simulation
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A computer simulation technique is used to calculate hydrogen spectral lines emitted by a plasma.
These calculations are used to study ion dynamic effects on the line profiles. Results are obtained
for Lyman-a, Lyman-P, and Lyman-y lines, and comparisons are made with experimental results
and with other theoretical methods.

I. INTRODUCTION

Recent measurements' of the Stark profiles of the hy-
drogen Lyman-a and -P lines in an arc plasma have re-
vealed a sizeable discrepancy between theoretical * and
experimental results. The observed half-width of the 1.
line is almost twice as large as the theoretical value from
Refs. 3 and 4 at an electron temperature of 10 K and an
electron density of 10' cm; the observed dip in L ti is
about one-third of the theoretical value for the same plas-
IQa cond1tlons. Thcsc dlscrcpanclcs aI'c cons1dc1 ably
larger than similar results observeds 6 for the Balmer
series. From various experimental and theoretical
analyses, it has been concluded that the main reason for
these dlscI'cpanclcs 1s plobably thc static ion approx1ma-
tion used in Refs. 3 and 4. Unfortunately it has been very
difficult to correct this approximation because, for elec-
tron densities of experimental interest (e.g., X, &10'
cm ), the ion dynamic effects are characterized by over-
lapping strong collisions and this prevents the use of the
familiar binary colhsion theories, such as the unified
theory. ' " Several approximate methods have been pro-
posed for small ion dynamic corrections and for moderate
densities, e.g., 10' cm; these approaches provide some
improvement but they still disagree with the experimental
data and with one another. A new formalism proposed by
Greene' shows some promise and the model microfield
method (MMM) proposed by Brissaud and Frisch' and
developed by Seidel' has already had considerable success
in treating strong ion dynamic effects. In this paper, we
present yet another approach to the treatment of strong
ion dynamic effects, namely, the method of computer
slmulatlon.

In the present approach, the ions are represented by a
computer model and the electrons are treated by a time-
ordered impact theory, as will be discussed in Secs. II and
III. The results of this approach are compared with ex-
perimental data as well as other theoretical approaches,
particularly the MMM and the new formalism of Greene.
The analysis presented in this paper concentrates mainly
on the I. and Ltt lines because the ion dynamic effects

Ri'c qiiitc laigc foi tlmsc liiics Riid oiic avoids tlic computa-
tionally annoying and expensive problems of the large
atomic matrices involved in Balmer line calculations.

II. SEPARATION OF ELECTRON
AND ION EFFECTS

In this section we will briefly outline the assumptions
of our basic model for the plasma; since most of these are
well known, we will not spend a great deal of time dis-
cussing their validity. This is done primarily to em-
phasize the fact that coinputer simulation does not avoid
all of the problems of plasma physics.

We will assume first that the plasma may be regarded
as a collection of statistically independent shielded elec-
trons and ions sometimes called quasiparticles. That is,
these fictitious electrons and ions move in straight lines
and they produce Debye-shielded electric fields

e, (r) =(e/r )(1+r/AD) exp( r/AD), —
where A,ii is the Debye-shielding length. This model does
not include the so-called dynamic shielding effects which
are important in nonthermal plasmas, ' nor does it
properly account for some ion-ion and electron-ion corre-
lation' effects which are important for very high electron
densities.

The line shape for the Lyman series is given by the
Fourier transform of an atoinic dipole autocorrelation
function which may be expressed as

(d(t).d(0))= g IU„(t)I„d,b db, p, e ', (2)
a, a', b

where d is the dipole operator for a hydrogen atom, a and
a' are the excited states for the particular Lyman line of
interest, , 6 is the hydrogen ground state, p~ is the density
matrix or statistical weight factor for the excited states,
to,t,

—(E, Eb)/A' where E—, and—Eb are the energies of
the excited and ground states, U(t) is the time develop-
ment operator for a hydrogen atom in the presence of the
electric field produced by the electrons and ions, and the
average, denoted by I I„, is an average over all possible
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iieet' —U(t) = [V, (t)+ V (t)]U(t), (3)

itHO/A~
( )

itHO—/h

itHO/ti~
( )

itH—O/ii

(4)

(5)

time histories and initial field strengths for this electric
field (e.g., an average over all initial positions and veloci-
ties for the electrons and ions). In this equation we have
neglected inelastic collisions; that is, we do not consider
matrix elements of U(t) between states having different
principal quantum numbers. The time development
operator satisfies the Schrodinger equation

U(t)=U;(t)U, (t) .

This does not completely ignore time ordering because
both Ui and U, are time ordered [see Eqs. (7) and (8)].
The time ordering ignored in Eq. (11) is that which entan-
gles electron collisions with ion collisions. By analogy
with other time-ordering effects, ' this is expected to pro-
duce errors on the order of 5% or less in the half-width.

Since the electrons and ions are assumed to be statisti-
cally independent, their averages may be performed
separately and Eq. (2) reduces to

( d(t)'d(0)) = g [IU;I„]„-( "), ,
where Ho is the Hamiltonian for an unperturbed hydro-

gen atom while e, (t) and e; (t) are the electric fields at the
atom generated by the electrons and ions, respectively.
The formal solution to Eq. (3) is

U(t) =8 exp —(i/i') f [V, (s)+ V;(s)]ds, (6)

where 6 is the time-ordering operator.
Since we choose to use an impact theory for the elec-

trons and a computer simulation for the ions, it is neces-
sary to separate their respective contributions to U(t).
We do this by defining electron and ion terms

U, (t) =6' exp —(i/i}i) f V, (s)ds, (7)

U;(t) = t/" exp —(iliit') f V, (s)ds (8)

so that Eq. (6) may be written

U(t) = PU(t)6'exp —(i/A') f U; (s) V, (s) U(s)ds

(9)

which may be verified by differentiating with respect to t
and comparing with Eq. (3).

The ion operators Ui(s) will be neglected where they
appear in the electron operator; that is, Eq. (9) will be ap-
proximated by

U(t) = d'U;(t)U, (t) . (10)

To justify this approximation, we note that the ion field
may be regarded as essentially constant during an electron
collision, hence the U;(s) operators have the effect of a
static Stark' shift of the hydrogenic energy levels. This
Stark shift, the order of bE=e(Z, —Z, )e; where Z is

the Z component of d, will produce a modulation of the
electron interaction of the form V, (s) exp(is bEIA).
Since V, (t) is nonzero only for a tiine on the order of
T, = 1/co&, where co&, is the electron plasma frequency,
this modulation will be important only when
b.Elfin@~ & 1. For Lts, Z, —Z,' is estimated by 27ao/2
where ao is the Bohr radius, e; is estimated by e Ir0 where

ro is the average ion separation, and 4nro/3=N, '; such
an estimate indicates that this ion field modulation effect
should be negligible for N, & 1/(100ao) =6.7&& 10'
cm . Such ion field exponentials are sometimes treated
by a cutoff procedure. '

%e mill make an additional approximation by ignoring
the time-ordering operator in Eq. (10) and using

X da'b d~ pae ' ab (12)

where the averaged electron operator j U, j,„was replaced
by exp( —@,t) which is the result obtained by an impact
theory for the electrons. In our calculations, 4, is ob-
tained by taking the impact limit of a time-ordered uni-
fied theory calculation performed by Greene. ' ' The ion
operator I U, ),„ is evaluated by the computer simulation
technique discussed in Sec. III.

III. COMPUTER SIMULATION FOR THE IONS

A primary consideration of the ion dynamics problem
is the effect of radiator motion. Seidel ' has shown that a
plasma appears anisotropic to a moving atom and one
finds two different Stark profiles I~~ and I corresponding
to emission parallel to and perpendicular to the direction
of radiator motion. For the Ltt line this effect has been
shown to be negligible after the average over radiator ve-
locities is performed and the usual Doppler convolution:
procedure is adequate provided that the effective mass of
the ion is taken to be the reduced mass for a radiator-
perturber pair.

We therefore employ the computer simulation tech-
nique developed in the two previous papers. ' " In that
procedure, N ions are randomly distributed in a sphere of
radius R, N velocity vectors are chosen at random
(weighted by a Maxwellian probability distribution), the
ions are allowed to move on straight paths, and the
Debye-shielded electric field produced at the center of the
sphere is calculated as a function of time. The procedure
for reinjecting ions which leave the sphere was discussed
in Ref. 23 and it was observed that this simulation pro-
cedure produces the correct static electric field distribu-
tion and the correct electric field autocorrelation function.
To apply this simulation procedure to line broadening we
imagine that the radiating atom is stationary at the center
of the sphere and the ion mass used in the calculation is
the reduced mass for an atom-ion pair as noted above.

The radius of the sphere was given by Eq. (1.1) of Ref.
23 as 4mB /3= N/N„where N is the number of ions in
the simulation and N, is the density of the plasma we
wish to model. In this paper, all calculations were per-
formed with N =125 ions so that 8 =3.10/N, . For
low plasma densities N, the sphere radius R becomes
larger; however, the Debye length AD=(kT/4mN, e )'
increases more rapidly than R as N, decreases. Since the
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simulation neglects ions outside the sphere of radius R,
we must insure that these ions are truly negligible by re-
quiring R &&A,D. This means that our calculations with a
fixed N =125 will not be valid for some low densities.
For an electron temperature of T =10 K, we have
A,z ——R at N, =1.2X 10' cm; consequently, we have re-
stricted our calculations to X, & 10' cm

The ion operator U;(t) is obtained by numerically in-
tegrating the Schrodinger equation [see Eq. (8)]

iA' —U;(t) = V;(t) U, (t),8
t

(13)

where V, is given by Eq. (5). This matrix equation is ac-
tually treated as nq coupled scalar equations (nq is the
principal quantum number for the excited state) in which
the matrix elements of U; and V; are complex numbers.
Several algorithms were tested and the best compromise
between computer time and numerical precision or stabili-
ty was found to be a Merson differential-equation solver
which uses variable time steps.

The ion average I U~(t) J,„required by Eq (12.) is
evaluated by randomly choosing several different initial
configurations of ions, solving Eq. (13) for each of them,
and then adding all of the U;(t) together for each value of
t In gen.eral, a large number of configurations are needed
to keep the noise level low; for example, the data present-
ed in Figs. 1 and 2 of Ref. 23 used 40000 configurations.
This would be impractical for our purposes here since we
have to solve Eq. (13) for each configuration and the com-
puter time required would be prohibitive. We have there-
fore used a "noise-reducing filter" which is based on the
fact that the static electric field distribution function
P,q(e) is known from previous theoretical work. 2

To construct our noise-reducing filter, we first note
that, for a total of N, configurations, there should be
Nk =4mN, P«(e)e de which have an initial fieldeq

strength in the range (Ek, Ek+kEk) where denotes an
k

integral over (ek, ok+ b,ek ). Theoretically, one should ob-
tain this result for any N, and any arbitrarily chosen
values ek and beak but of course the computer simulation
does not always give this result due to statistical fluctua-
tions. These fluctuations are reduced as 1/QN„and for
large N„e.g., 40000, the fluctuations are not a problem,
but for N, on the order of 1000 or less this statistical
noise must be reduced. We have therefore divided the
range of initial field strengths into 24 domains corre-
sponding to 24 values of ek and b,ek, and for a fixed N,
the set of 24 Nk are calculated as indicated above. The
computer simulation is then constrained to give exactly
this set of Nk. That is, ion configurations are generated
at random, they are sorted according to their initial field
strengths into one of the 24 domains, and, once the re-
quired number of configurations Xk has been found for
some domain (ek, ei, +Ark) we reject any additional con-
figurations which would fall into this domain. We con-
tinue generating configurations until all 24 domains are
filled with the correct number of configurations. This
procedure provides us with N, configurations which are
distributed in such a way that the Xk provide a histogram
which closely approximates the known electric field distri-
bution function P,q(e) for the initial field strength.

This noise filter greatly reduces the statistical noise for
the initial configurations, but as time increases the ions
move and after a time on the order of a few times 1/co~;
(where co~; is the ion plasina frequency) the noise level in-
creases to the value it would have had without the noise
filter. Nevertheless, this procedure significantly reduces
the noise for correlation functions such as (d(t) d(0)),
which is needed for line broadening, because the correla-
tion functions are largest at t =0 where the noise reduc-
tion is greatest and they decrease with t as the noise is in-
creasing. The calculations presented in this paper have
used N, =1100 configurations. The effect of the residual
statistical noise (i.e., that remaining even after the noise
filter is applied) was checked by performing line-shape
calculations for several independent sets of 1100 ions. In
this manner we found that the line-center intensity was
calculated to better than +2% and the noise level reached
+3% at about twice the half-width and +10% at 10
times the half-width. Even by going down to 220 config-
urations, we estimated the error bounds to be +5% at line
center.

The Fourier transform of the dipole autocorrelation
function was performed in only a few seconds using
Filon's rule and the line profile was obtained from

I(co)=—Re I exp( —icot)( d(t) d(0) ) .
m'

(14)

A complete Lyman-P profile calculation, including the
microfield simulation, required about 20 min of CPU
time on a (CDC) Cyber-750 computer and most of this
time was spent in solving the differential equation.

IV. RESULTS

Calculations have been performed for Lyman lines for
various temperatures, densities, and ion masses in order to
compare the results of the computer simulation technique
with experimental data and with other theoretical ap-
proaches. Some of the line profile data are presented in
terms of the parameter a =P A, /Fo where b, A, is the wave-
length separation (in A) from line center and
Fp ——2.6 X, =1.25X10

In Fig lwe c.ompare our calculations of the I.~, L~,

Ne=2xl0 cm ~

T = l5,500K
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a, X. (nmj

FIG. 1. Comparison of simulation, calculations for H-Ar+
with experimental results (Ref. 29).
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FIG. 2. Computer simulation results for static ions (p~ ao )

and dynamic ions for H-Ar+ (p =0.976).

and Lz lines for H-Ar+ with experimental data ' at
1V, =2)&10' cm and T =15500 K. The agreement is
quite good although our calculations are 8% broader than
the observed L profile and 6% narrower than the ob-
served Lz, and the calculated Lft dip is 20% deeper than
is observed. These discrepancies are not too serious con-
sidering that the experimental accuracy is on the order of
5% and the effects which we have neglected (see Secs. II
and III) are certainly on the order of 5% or 10%. In Fig.
2 we compare the same H-Ar+ (@=0.976) profiles with
the results which would have been obtained for static ions
(p= 00). From this comparison we see that ion dynamic
effects have increased the L half-width by a factor of
2.14 and the Ltt dip is reduced from 0.41 to 0.25. The ef-
fect of ion dynamics on the L~ and Lp lines is therefore
much greater than the 5% or 10% error level of the cal-
culations. It is also clear from these data that the effect
of ion dynamics is greatest for the L line, slightly less
for Lp, and barely noticeable for Lz

To explain this decrease in ion dynamic effect for the
higher series members, we first recall that the line shape is
proportional to the Fourier transform of the dipole auto-
correlation function, Eq. (2). For a given frequency
difference de, b

——co —co,b the oscillating exponentials in
this Fourier transform will strongly reduce the integral

a= Z)/Fo IO

FIG. 4. Ratio R =ID/IH of Lp profiles for deuterium (ID)
and hydrogen (IH) emitters perturbed by Ar+ for three densi-
ties: N, =3)& 10' cm (crosses), 10' cm (circles), and
3)&10' cm ' (squares).

for large values of t, hence one only needs to consider
times shorter than 1/de, b If the. ions do not move ap-
preciably during this time (i.e., if their interaction with
the radiator is essentially constant) they may be regarded
as static. Now the duration of a strong ion collision is
well known as the inverse of the Weisskopf frequency,
w~ = 1/dto~, hence the condition that the ions may be re-
garded as static is dto, b »de [e.g. , Sec. (2) of Ref. 30].
For the Lyman series, the Weisskopf frequency is
dco~=Rvi/1 5neaoe. , where U is the average ion velocity
(using the reduced mass), ne is the principal quantum
number for the excited state, and ao ——5.29)&10 cm is
the Bohr radius. If the ion field is static, the excited state
is split into n&+1 Stark components with a perturbation
energy proportional to the electric quantum number '

q
which may take the values 0, +1,+2, . . . , +(n& —1). The
average Stark splitting for each of these components
is co& ——,' nzqaoeFc/f—i, where I'0 is the average field
strength Fo e/ro and 4m.—r—o/3 = I/N, . Thus if one is
interested in a frequency which is well separated from all
of these Stark components, defoe

=
I

co —toe I
»dc@, then

the ions may be treated as static.

R = ID/IH
La
T= IO, OOO K

1.00

I.O

3x 100 a= a) /Fo

FIG. 3. Ratio R =ID/IH of L profiles for deuterium (ID)
and hydrogen (IH) emitters perturbed by Ar+ for three densi-

ties: N, =3 && 10' cm (crosses), 10' cm (circles), and
3 && 10' cm (squares).

0 a=a) /Fo IO

FIG. 5. Ratio of R =ID/IH of L~ profiles for deuterium
(ID) and hydrogen (IH) emitters perturbed by Ar+ at three tem-
peratures: T = 10000 K (crosses), 20000 K {circles), and 40000
K (squares).
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FIG. 6. Effect of temperature on L profile for H-Ar+.

l7

logIP (Ne)

FIG. 8. Dip of Lp for H-Ar+ as a function of log&ON, and

log~pT for 3 X 10' cm & 1V, & 3 X 10' cm and 10
K & T &4X 104 K.

For Lyman y there are five Stark components,
q =0,+1,+2, and, at an electron density of N, =2&&10'
cm, the wavelength separation between these Stark
components is b, A,,=0.05 nm whereas the wavelength cor-
responding to the Weisskopf frequency hco at T = 15 500
K is bA, =0.001 nm. Thus hA, , /bA, -50 and the ions
may be regarded as static over most of the Lyman-y pro-
file, and even at the center of a Stark component (e.g., at
line center where the q =0 component lies) the static ap-
proximation is in error for only one component whereas
the contribution from the other four components is calcu-
lated correctly. Thus for Lyman y, the static ion approxi-
mation produces a relatively small error. For Lyman u at
the same temperature and density, AA, =0.004 nm while
hk, =0.025 nm, and there are only three Stark com-
ponents. In this case b,A,, /b, A,~=6, hence one may not
safely use the static ion approximation for any of the
Stark components for wavelengths in the line-center re-
gion. In fact, it is particularly bad for the unshifted cen-
tral Stark component.

It is also interesting to note that hA, , increases with the
density and AA, increases with increasing temperature.
This means that, for a given line, the ion dynamic effect
should become stronger for higher temperatures and it
should become weaker for higher densities. This behavior
is illustrated in Figs. 3—5 in which we have plotted the ra-
tio R =ID/IH of the profile ID for D-Ar+ and IH for
H-Ar+; in these figures we have used the scaled wave-
length parameter a=A, A, /Iio. From the data in Figs.

3—5, it is clear that the ratio R approaches unity as the
density increases and as the temperature decreases [cf.
Fig. (6) of Ref. 28].

We have also compared computer simulation calcula-
tions of R =ID/IH with experimental data at
N, =2X10 cm and T =15500 K. In the center of
L, the experimental profile, which includes Doppler
broadening, gave R =1.17 whereas the value obtained by
computer simulation was R =1.16. For L~, which is not
significantly affected by Doppler broadening, both experi-
ment and simulation give R =0.95.

In Figs. 6 and 7 we have plotted the L profiles for
three different temperatures. For L, an increase in tem-
perature increases the broadening; increasing T from
10000 to 20000 K decreases the line-center intensity by
9% and increasing T from 20000 to 40000 K produces
an additional 17% decrease.

For L,p an increase in temperature produces a decrease
in both the line-center intensity and the peak intensity,
thereby producing a distinct shift of the ion peak on the a
scale. For an electron density of N, =10' cm the posi-
tion of the peak shifts by 12% as T increases from 10000

l500

l000

S(a)

I00

500

50—
T = IO,OOOK

———T = 2O,OOOK
T-4QQQQ K1

2xl0- l 3xl0-' 4xl0-'l

a = 6X/Fo

FIG. 7. Effect of temperature on Lp profile for H-Ar+.

FIG. 9. Reduced mass effect on L . We have plotted pro-
files for H-H+ {p =0.5), H-Ar+ (p =0.976), D-Ar+
(p = 1.905), and the static ion case (p = oo ).
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to 20000 K and by 20% as T goes to 40000 K. While
this tendency for the shift is confirmed for all other densi-
ties calculated, no definite tendency is observed for the dip
which is defined as (I,„I—;„)/I,„,where I;„denotes
the intensity at line center. In the density range investi-
gated, the Lp dip sometimes increases (for N, =3&&10'6

.cm ) and sometimes decreases (for N, =3&&10'7 cm 3)

with increasing temperature. This behavior of the Lri dip
is illustrated in Fig. 8.

Finally, in Fig. 9 we have plotted the L profile at.
N, =10' cm and T =10000 K for several different
values of the reduced mass. These profiles correspond to
H-H+ (p=0.5), H-Ar+ (p=0.976), D-Ar+ (p=1.905),
and the ju~ao or static limit. As already noted, the H-
Ar+ and D-Ar+ profiles agree with experimental data
and the general variation of the profile as a function of re-
duced mass also agrees with the results observed for the
Balmer line H .

I.8—

l.4

l.2

l.0

cf) 08
D

Ly-P
Ne= l07 cm ~

I I I

1.0 2.0 3.0- 4.0 5.0 6.0

lO~ a
V. COMPARISON %ITH OTHER

ION DYNAMIC THEORIES

The comparisons presented in Sec. IV indicate that ion
dynamics is responsible for essentially. all of the difference
between experimental data and the results of a static ion
theory. In addition, the computer simulation has been
able to successfully describe these ion dynamic effects and
provide good agreement with experimental data. In this
section we will compare the computer simulation results
with two recent theoretical approaches which include ion
dynamic effects.

Our first comparison is with a theoretical approach
proposed by Greene' in which electric fields are evaluat-
ed by following ion trajectories as in an impact or unified
theory, and the overlap of simultaneous strong collisions
is included in an approximate manner. This comparison
is interesting because we use the same electron collision
operator and thus have identical line shapes in the static

FIG. 11. Comparison of computer simulation with calcula-
tions of Greene (Ref. 12) and VCS (Ref. 4) (static ion) results for
the Lp line of H-Ar+.

ion limit. Figures 10 and 11 show, for a density of 10'7
cm and a temperature of 10 K, that our simulation
predicts a significantly stronger effect of ion dynamics
than the calculation by Greene. Going from the static to
the dynamic ion case, the intensity for L~ is reduced by a
factor of 1.85 in the simulation, whereas the profile of
Ref. 12 is lower only by a factor of 1.45. For Lp the dip
is reduced from 0.41 to 0.22 in the simulation and only
from 0.41 to 0.29 in Ref. 12. These differences are prob-
ably related to the approximations made in Ref. 12 for the
evaluation of the ionic collision operator.

In Ref. 12 this operator was evaluated by assuming that

2.4

2.2- '

2.0—

l.8—

l.6-

Ly- a
Ne =10l cm

T = lO, OOOK

R. Greene
——vcs
~-"- Simulation

IOITcm ~

ZXiOI7c

. 0.8

0.6 ~ ~ ~ ~
~ ~ i

0.50

Dip of Lp
T= 15,000 K

Computer
S imul a t i on--- MMM (Seidel)

~ Experiment (G.G.W. )

I

0.75 I.OO

lOI7cm~

I.Z5

I

'
0 0.5 l.0 l.5 2.0 2.5 3.0

lQ~ a

FIG. 10. Comparison of computer simulation with calcula-
tions of Greene (Ref. 12) and VCS (Ref. 4) (static ion) results for
the L line of H-Ar+.

FIG. 12. Lp dip as a function of the reduced mass p for a
fixed temperature T =15000 K. Theoretical MMM curves
(Ref. 32) and simulation results are plotted for the two densities
%,=10' cm and %,=3&10' cm . No change of the dip
has been observed experimentally in this density range by GGW
(Ref. 28).
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the atomic dipole always points in the direction of the
electric field [see Eqs. (22)—(26) of Ref. 12]. In Ref. 9 it
was shown that this adiabatic approximation can lead to
errors the order of 30% in the half-width, hence this ap-
proximation may be the reason for discrepancies between
the computer simulation results and the calculations of
Ref. 12.

In the light of the success of the MMM in describing
Stark profiles it is also desirable to make comparisons
with that method. In Fig. 12 we have compared MMM
results with the computer simulation for the dip in L~.
This dip was measured by Geisler, Grutzmacher, and
Wende (GGW) for D-Ar+ (1/V@=0.72) and H-Ar+
(1/Mp=1. 01) [see Fig. (7) of Ref. 28] and they found
that there was no observable change in the dip as a func-
tion of density when T =15000 K. In Fig. 12 it is clear
that the MMM predicts an observable density dependence
for these two values of reduced mass whereas the simula-
tion predicts a very weak density dependence more in
agreement with the measurements. The MMM can be
brought into closer agreement with the simulation by us-
ing the same electron collision operator. For example,
for . a density of N, =10' cm and a temperature
T=10 K, the L~ dip changes from 0.39 at p=oo to
0.25 at p =0.976 (H-Ar+) when using the full MMM (i.e.,
the MMM applied to both electrons and ions). If the
MMM is applied only to the ions while an impact theory
with Greene's collision operator is used for the electrons,
the Lp dip changes from 0.42 at p=oo to 0.25 at
p=0.976. The latter is closer to the simulation which
goes from 0.42 at p = ao to 0.23 at p =0.97.

For L at %,=10' cm and T =10 K the simula-
tion produces a hne-center intensity which is 19% lower
than a full MMM calculation and only 12% lower than a
MMM profile using an impact theory with Greene's
operator for the electrons. Thus the tendency of the full
MMM is to produce less broadening in line center than
the simulation, but the difference between the two is de-
creased if the MMM treatment of the electrons is replaced
by an impact theory calculation.

The dip of Lp for H-Ar+ case is again plotted in Fig.
13, as a function of density in the range 10'
cm &N, &3.10' cm . For the high densities of the

I
'

I I I I I I

experiments both the simulation and MMM are close to-
gether and slightly higher than the experimental values.
But again the functional dependence of the dip is better
reproduced by the simulation calculation. Going toward
lower densities, we observe an increasing discrepancy be-
tween the MMM and simulation. For N, =10' cm
the dip of the simulation has almost vanished, whereas the
MMM predicts a dip still close to 0.25. At the present
time it is not possible to compare the simulation and
MMM to any Lp experimental data in this region of den-
sities mainly because the profile is dominated by Doppler
broadening. However, for IIp it was found that the ex-
perimental values fall considerably below the MMM as
one goes to lower densities [see Fig. (1) of Ref. 32]. Thus
one may expect the simulation to give better agreement
with experimental data for the density dependence of the
dip. It should be emphasized that the difference between
the MMM and the simulation appears quite small when
compared with the results of a static ion calculation
which predicts a dip about four times larger at N, =10'
cm

Finally, in Fig. 14 we compare the half-width of L~ for
the MMM and the simulation over the same density
range. In the high-density region, the experimental
points are in good agreement with the simulation and
deviate from the MMM by about 10%. The MMM half-
width remains about (10—20)'Fo below the simulation
half-width for all densities plotted. We again note that
the difference between the MMM and the simulation ap-
pears rather small when compared with a static ion calcu-
lation which is down by an order of magnitude at
N, =10' cm

To summarize the comparison with the MMM we may
say that the two theories agree fairly well although the
simulation predicts slightly more broadening or less struc-
ture in the line center which gives the simulation a slight-
ly better agreement with experimental data. %e have ar-
gued before that the kangaroo process used by the
MMM may be very useful in providing tractable analytic
line-shape expressions but it does not seem to give a good
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FIG. 13. Lp dip as a function of density for a fixed tempera-
ture T =10000 K. Theoretical MMM curves {Ref. 32) and
simulation results are plotted for the density range 10'
cm &X, & 3)&10' cm . The experimental values (Ref. 33)
correspond to the temperature range 12000 K & T & 16000 K.

N, (cm5)

FIG. 14. Half-width at half maximum (HWHM) of L as a
function of density for T = 10000 K. Theoretical MMM curves
(Ref. 32) and simulation results are plotted for the density range
10' cm &N, & 3)& 10' cm . The experimental values (Ref.
33) correspond to the temperature range 12000 K& T & 16000
K.
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representation of the electric field fluctuations in a plas-
ma. In a previous paper, we pointed out that the condi-
tional probability function obtained by computer simula-
tion is not at all similar to the function obtained from a
kangaroo process. This suggests that closer agreement be-
tween the MMM and the simulation might be obtained by
improving the stochastic process used by the latter.

VI. CONCLUSIONS

In this paper we have presented a method for using a
computer simulation of the ions in a plasma in the com-
putation of spectral line profiles. The approximations
that are used (e.g. , Debye shielding, statistical indepen-
dence of electrons and ions, etc.) are all thought to be ac-
curate and are in fact commonly employed by most
current theories. The advantage of the computer simula-
tion is that it permits a calculation of dynamic ion effects
without any new or unusual approximations.

In comparing the results of the computer simulation
with experimental data, we obtain agreement to within
8% for the La half-width and 20% for the Lit dip at line
center. For I ~,. the agreement is comparable to the exper-
imental error, which is the order of 5%, and it shows that
essentially all of the previously observed discrepancies
with static ion theories are due to ion dynamic effects.
For Lit, ion dynamics reduced the dip from 0.41 to 0.25
but this is still 20% too large, hence there may still be
some effects due to inelastic collisions, quadrupole in-

teractions, etc. which need to be included. For Lz and
higher lines, ion dynamic effects are the order of 6%%uo or
less, and agreement with experimental data is within the
experimental error.

We have also compared the computer simulation results
with a new theory proposed by Greene' in which the elec-
tric fields are evaluated by following particle trajectories.
In this comparison we found discrepancies the order of
25%%uo to 30% which may result from the adiabatic approx-
imation for the ion collision operator used by Greene.

Finally, we compared our results with the MMM, as
developed by Seidel, ' in which the electric fields are
evaluated by means of a statistical model. In this case we
found very close agreement within the temperature-
density range of the experimental data. For L at
N, = j 0' cm and T = ~0 K, thesimulation producesa
line-center intensity 19%%uo below a full MMM calculation
and only 12% below a calculation using the MMM for
the ions and a time-ordered impact theory for the elec-
trons. For Lp, the dip evaluated with the computer simu-
lation has a significantly different density dependence
from that predicted by the MMM with the discrepancy
being greatest for low densities where ion dynamic effects
are more important. Within the range of the Lp experi-
mental data, the two calculations are quite close; however,
an inference based on the density dependence of the Hit
dip indicates that the simulation would give significantly
better results for lower densities.

'Permanent address: Departement de Physique des Interactions
Ioniques et Moleculaires, Universite de Provence, Centre
Sainte Jerome, F-13397 Marseille Cedex 13, France.
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