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In the preceding paper we have analyzed the bifurcation diagram of the steady and. time-periodic
solutions of the lasers with saturable absorbers (LSA) equations. However, a study of the experi-
mental results presented in the literature indicates that, in general, the control parameter is a slowly

varying function of time. In this second paper we analyze the influence of this time dependence on
the bifurcation diagram of the LSA. We show that the stabihty changes of the slowly varying
steady-state solutions do not correspond to their bifurcation or limit points in the case where all pa-
rameters are constant. In particular, we show that the zero-intensity state can be stablized during a
certain interval of time and that this stabilization can be controlled by the initial value of the time-
dependent bifurcation parameter.

I. INTRODUCTION

This paper is the second of a pair of papers dealing
with lasers with saturable absorbers (LSA). In the first
paper we have analyzed the I.SA equations in a standard
way. Assuming time-independent control parameters, we
have studied numerically and analytically the bifurcation
diagram of the LSA equations for a rather simple model
(two-level atoms, homogeneous broadening, single running
mode, semiclassical theory in the mean-field limit). We
have shown the occurrence of solutions, periodic in time,
which can be either pulsed solutions (describing passive Q
switching) or harmonically modulated solutions of small
Rmplitude.

However, a study of the experimental results presented
in the literature indicates that in general the control
parameter is swept across the domain to be studied. The
purpose of this second paper is to analyze the influence of
this time dependence on the stability properties of the
LSA. As we shall demonstrate, the effect of slowly vary-
ing parameters may have important consequences.

For systems governed by nonlinear ordinary differential
equations —such Rs thc ISA cquatlons —thc rcsponsc duc
to slow variation in the bifurcation parameter has recently
been examined. ' Suppose, for example, that the system
is initially in a slightly perturbed steady state, such as that
corresponding to point Ao in Fig. l. If the bifurcation
parameter 3 is slowly changing, it is expected that the
system will, more or less, follow the branch of steady-state
solutions z =z, (A) until a critical point (bifurcation or
limit point) is reached; Then a transition to a new branch
of solUtlons %'111 occur. Following Habcrman s study,
there exist, however, two different classes of transition
problems: (i) z =z, (A) is no more an exact solution of the
evolution equations when A =A(et) where c& 1, or (ii)

z =z, (A) is still an exact solution of the equations when
A =A(et). In the first case, Haberman has shown that
the system quickly adopts a slowly varying regime of the
form z =z, (A (ct) ) +0 (c) which is linearly stable if z, (A)
with A constant is linearly stable. It is only in a small
neighborhood of the critical point A =Ac that a different
development of the solution may occur [Fig. 1(b)]. In the
second case, holvcvcr~ the crltlcRl point A =Ac docs Plot

correspond to the breakdown of the slowly varying solu-

4o 4

(b)

FIG. 1. Slow passage through criticality. Solid and dashed
curves Iepresent the branches of stable and unstable steady
satcs 1'cspcctivcly [z =z (A )]. Thc curve w1th arrows
represents the time-dependent evolution of z(t) when A =Ap
+et and e & 1. A =Ac corresponds either to {a) a steady bifur-
cation point or (b) a limit point.
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A(t)=Ap+at, Ap&0, a&0. (1.2)

When A is constant the linear-stability analysis of z =0
indicates that A =0 corresponds to a steady bifurcation
point. When a&0, z =0 is still an exact solution of (1.1)
and (1.2). In order to determine its linear stability, or
more precisely to describe z(t) when z; is small, we
analyze the linearized equation, which is

z, =zA(t), z(0)=z; .

Equation (1.3) has the following solution:

(1.3)

z (t) =z;exp A (s)ds
0

(1.4)

It is clear from (1.4) that z(t) will grow exponentially
when t & t*, where t* is defined by

A s s=0. (1.5)

Moreover, using (1.2) we observe from (1.5) that A (t*)& 0
is always larger than the steady bifurcation point reached
for t =t, i.e., A(t)=0. By rewriting (1.5) as

f A(s)ds+ f A(s)ds =0, (1.6)

we note that (1.6) expresses a balance between the "stabili-
ty" accumulated from 0 to t [where A (t) &0] and the "in-
stability" produced from t to t' [where A (t) &0]. Hence
the condition (1.5) for marginal stability will depend criti-
cally on the rates of damping and divergence of the sys-
tem. This justifies that we refer to these new instabilities
as dynamical instabilities as opposed to adiabatic instabili-
ties (corresponding here to the condition A, =0). A new
feature brought in by the dynamical instabilities is a
dependence on the initial value of A (A =Ap}. Indeed,
for our particular choice [(1.1) and (1.2)], we find from
(1.5) that

tion z =z, (A (et) } whose stability properties are very dif-
ferent from those of z =z, (A) with a time-independent A

[as the zero solution in Fig. 1(a)]. Since the zero-intensity
solution of the LSA equations remains an exact solution
of these equations when parameters are slowly varying, we
must analyze its stability in detail.

As a tutorial example which nevertheless captures the
essentials of this class of problems, let us consider the
simple first-order nonlinear differential equation

z, =zA(t)+z', z(0)=z,

where

particular, we shall concentrate on the cases leading to
similar conclusions as the study of Eqs. (1.1) and (12). In
Sec. III we show that the validity of our results strongly
depends on the size of imperfections which are always
present in the real LSA problem. Finally, Sec. IV presents
numerical results obtained by integrating the eight LSA
equations.

II. DYNAMICAL STABILITY
OF THE ZERO-INTENSITY STATE

The time evolution of the LSA can be examined by
studying the semiclassical equations. ' These equations
admit a trivial solution corresponding to the zero-intensity
state. Following Ref. 1, its linear stability can be deter-
mined by the solutions of the following three ordinary dif-
ferential equations:

x'= —x+Av+AU,

v'=d( —v+x),
u '=d( —u+x),

(2.1)

where ' denotes the derivative with respect to the time t.
The three variables x and v(u) are related to the electric
field amplitude and the polariation of the amplifying (ab-

sorbing) atoms. A (A) and d (d) correspond to the pump
parameters and the atomic decay rates of the amplifying
(absorbing) atoms. A and A are the control parameters.
In this paper we consider the initial conditions

x(0)=ri«1, u(0)=u(0)=0. (2.2)

Our purpose is to analyze Eqs. (2.1) and (2.2) under the
condition that

A =A(v)=Ap+ar,

where r is a slow time defined by

a=et, 0(e&(1 .

(2.3)

(2.4)

+ex'[d —Ad —Ad+dd+d+0 (e)]

+x[dd(1 —A —A )+O(e)]=0, (2.5)

To this end, it is mathematically convenient to consider
the third-order equation in x instead of (2.1). This equa-
tion can be obtained by successively eliminating the vari-
ables v and v from (2.1). Then, after introducing the new
time variable (2.4), we obtain

e'x"'+e x"[d+2+1+0 (e)]

A (t*)=—Ap
where x is subject to the conditions

(1.7)

Thus, if we increase
~

Ap ~, we increase A (t'), whatever
a, the rate of change of A (t). The transition to a new
state may be considerably delayed if

~
Ap

~

is sufficiently
large. Our principal purpose is to show that a similar
phenomenon may appear in the more complicated LSA
equations.

This paper is divided into three sections. In Sec. II we
discuss analytically the dynamical stability of the trivial
solution (zero intensity) of the LSA where the first insta-
bility may be either a steady or a Hopf bifurcation. In

x (0}=ri, ex'(0}=—i},

e x"(0)=i}(1+Apd +Ad )

(2.6)

and ' now denotes the time derivative with respect to ~.
The O(e) quantities in Eq. (2.5) represent terms propor-
tional to A' or A". Equations (2.5) and (2.6) can be
solved by the WKB method. They admit the solution

1
x(~,e)= gcjexp —f coj(s)ds+O(e), (2.7)J ~ 0 J
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where co=coJ. (j =1,2, 3) satisfies the characteristic equa-
tion

co +co (0+0+1)+co(d—Ad —Ad+dd+d)

+dd(1 —A —A ) =0 (2.8)

with A =A (v) given by (2.3). The unknown amplitudes

cj must be determined by the initial conditions (2.6). As-
suming that Re(coj ) &0 at ~=0, it is clear from (2.7) that
x will decay (grow) exponentially when r&~' (~&~*) as
soon as one of the roots of (2.8) verifies

(2.9) or

~1'= —(1+d +d )+O(p) &0,

+. /
~Q~ +~d( +d)+( }+O(

2( 1+8+d )'

i/2 i i ( + ) ( 3/z
&8 I I +P +0 p

2( 1+8+d)

Q2(~) =—d 2 —dd A(~)
& 0

1+d+d

(2.16)

(2.17)

(2.18)

The expression (2.9) represents the new condition for mar-
ginal stability. We now concentrate on Eq. (2.8) and
determine its solutions. Two different situations must be
considered.

(1) When A is a constant, the first bifurcation point is a
Hopf bifurcation point A =A~ to time-periodic solutions
(i.e., co=+i Q}

(2) When A is constant, the first bifurcation point cor-
responds to a steady bifurcation point A =As (i.e., co =0).

ddA(v)
N2= +P 1+d+d

dd/i. (r)
C03 = —P 1+d+d

ddA(~)

1+2+2

1/2

1/2
(2.19)

We shall examine each case separately.

A. Hopf bifurcation

Defining p &0 by

p=(A —A, )/A, , A, —=d(1+d)/(d —d), d &d

the Hopf bifurcation point is located at

(2.10)

A =AH=A, (l+pd /d ), A, =—d(1+d)/(d —d) .

(2.11)

At ~=0 (2.18} is verified since A=A i &0, and assuming
that Q (w) remains positive, we conclude from (2.17) that
x will grow in amplitude if

A s s)0. (2.20)

Otherwise, we must study the transition problem when 0
changes its sign, i.e, we have a turning-point problem in
the WKB method. We do not analyze this problem here.
We obtain the critical time ~' and A(~*) from the condi-
tion

As s=0,
A =A~ corresponds to the first bifurcation, i.e., the basic
state x =v =v=0 is stable (unstable) when A &A~
(A & AH ). We now consider A =A (~), given by

i.e.,

Air'= —2, A(~')= —Ai . (2.21)
A =AH+A, (~), (2.12)

where A,(~) is obtained from (2.3) and is given by

A(r) =(Ap —AH )+ax . (2.13)

Ap —A~ ——pAi+O(p ), a=pai+O(p2) (2.15)

and thus A(w}= A i+air, the three solutions of (2.14) are
given by

Then using (2.10)—(2.12), the characteristic equation (2.8)
transforms into

co +(1+d+d)co +(pd —A,d)co

+pd (1+d+d) Add=0—. (2.14)

Our analysis of Eq. (2.14) will be asymptotic, depending
on the smallness of the two parameters A, and p. If
p=O(1) and

~

A, (r)
~

&1, the coefficients of (2.14) are in
first approximation independent of A, and there is no ef-
fect of the time variation of A. On the contrary, if p & 1

and A,(r}=pA(~)+O(IJ, ), or equivalently if

Then from (2.12) and (2.15) we note that the exponential
growth will appear at a critical deviation A(v )—AIi
which, in first approximation, is equal to the distance
AH —Ap. In other words, for larger values of

~
Ap

~

(the
initial position of A },we obtain a larger value of A (~').

A =A, —:A, —pd„p&0. (2.22)

In order to analyze the effect of this steady bifurcation,
we first redefine A as

A =A, +A,(~),
where A(r) is obtained , from (2.3) and is given by

A(r) =(Ap A, )+ar . —

(2.23}

(2.24)

B. Steady bifurcation

When p, defined by (2.10), is negative, the first bifurca-
tion point of the zero-intensity state is a steady bifurca-
tion point given by



30 STATIONARY, HARMONIC, AND PULSED OPERATIONS. . . . II 1905

v=A, —Aiba&1, a=vai+O(v ), (2.26)

we find that A, =vA+O(v } where A(r)= —1+ay. Us-
ing these results we obtain the solutions of (2.25):

coi ——O(1) &0, co2 ——O(l) &0,

CO3 = —V
dA(i) +O(v ) .

p(1+d)

(2.27)

(2.28)

Thus x will grow in amplitude when the integral of co3 be-
comes positive. This leads to the condition (2.20). Exam-
ining (2.20) with the new expression for A(~) gives the
same result as for the previous case: A (~*)—A, is in first
approximation equal to A, —A~. If now p =O(v), a simi-
lar asymptotic analysis of the solutions of (2.25) indicates
that the bifurcation point A =A, is a turning point be-
tween a stable (and oscillatory} slowly varying state and
an unstable state. We do not analyze this turning-point
problem.

Hence we see that the nature of the bifurcation point
drastically modifies the dynamical response of the system.
When

~ p ~

=O(1),
~

X(~)
~

&&1,

there will be a significant delay for a stationary bifurca-
tion and no delay, in first approximation, for a Hopf bi-
furcation. But when

there is a significant delay for a Hopf bifurcation and a
very small delay for a steady bifurcation. In both cases a
significant delay means A (t') —As ——Ai, —Aii in first ap-
proximation where A~ ——A, or AH.

Then the characteristic equation (2.8) can be rewritten as

co +(1+d+d)a)z+[ —pd(1+d) —dA]a) —ddt, =O .

(2.25)

Again, our analysis of (2.25) will be asymptotic, depend-
ing on the smallness of two parameters p and A, . If
p=O(1) and

~

A, (r)
~

&1, the solutions of (2.25) can be
found without difficulty. Defining v and expanding a as

size of the imperfection and the second parameter
represents the rate of change of A (t). As we shall demon-
strate, the behavior of the system critically depends on the
relative magnitude of these two quantities.

To analyze the perturbation of bifurcations produced by
small imperfections, we assume that the imperfect LSA
problem can still be modeled by a system of ordinary dif-
ferential equations of the form

z, =F(z,A(r))+5G(z, A(t)) . (3.1)

In these equations z, =F(z,A) represents the usual LSA
equations obtained by the semiclassical theory. z=0 cor-
responds to the zero-intensity solution and satisfies the
condition

F(O, A (t))=0 . (3.2)

A —A, =5 ~ Ai+O(5),

z, (A, 5)=5'"Pu+O(5'"),
(3.3)

where u is the solution of the linearized equations (2.1)
evaluated at A =A, . The amplitude P is related to A i by

Its dynamical stability was studied in Sec. II. G(z, A(t))
is an O(1) quantity which represents the global effect of
the imperfections. The new parameter 5 & 0 characterizes
the magnitude of these imperfections. We assume for the
simplicity of the theory that A =A, is a steady bifurca-
tion point of z =0. The analysis can, however, be applied
when a Hopf bifurcation is the first bifurcation ( A =A~).
Furthermore, we assume that the steady bifurcation is
subcritical, as shown in Fig. 1(a). The'condition for sub-
critical bifurcation in the LSA is given in Ref. 9. It is
also the condition for optical bistability.

We first study the small-amplitude steady-state solu-
tions when 5&1 and A is a constant. They are sketched
in Figs. 1(a) and 1(b) for 5=0 and 5&0, respectively.
When 5—+0 the perturbed branches z, (A, 5) approach the
bifurcation branches z, (A, O). By using the method of
matched asymptotic expansions, we can find the steady-
state solutions when 5 & 1. In the vicinity of A =A, they
are approximated by the following expansions:

p(Ai+bp )+c =0. (3.4)
III. IMPERFECTIONS

In a real LSA experiment, the sharp transitions corre-
sponding to a bifurcation rarely occur. Small imperfec-
tions tend to smooth these transitions. In the LSA the
iinperfections are associated with spontaneous emission,
noise of different origins, impurities, or other inhomo-
geneities. They are particularly complex to describe and
their experimental study is difficult. Fortunately, the ef-
fect of these imperfections is generally limited to the vi-
cinity of the smoothed bifurcation points. However,
since the bifurcation point no longer corresponds to a
change of stability of the slowly varying zero-intensity
state, different conclusions can be expected with a time-
dependent bifurcation parameter A (t). In this section we
present a general theory for imperfect transition problems.
Our principal purpose is to study the influence of two
small parameters: the first parameter characterizes the

It is possible to give specific sufficient conditions on the
operators F and G to imply (3.4). However, we shall not
present them. In (3.4), which we call the imperfect bifur-
cation problem, the coefficients b and c are determined by
inner products of the derivative of F and G on the mode
u. The assumption that the basic state z =0 admits a sub-
critical bifurcation requires that b &0. On the other
hand, c is positive or negative depending on the properties
of G (0,A, ). In this paper we only consider the case c & 0.
From the amplitude equation (3.4) we observe that there
exist two different branches of steady positive solutions
provided that Ai & ——', (2bc )'~3. Thus, there exists a
limit point A =AL for the steady states defined by

AL(5)=A, —5 ~ —', (2bc )' +O(5) . (3.5)

We now assume that A = A (et) (e & 1) is a slowly vary-
ing bifurcation parameter. We choose A(et) to be a
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smooth monotonically increasing function of the form

A =Ap+et . (3.6)

Our analysis thus involves two small parameters 5 and e.
We shall consider the extreme cases: (i) 5«e and (ii)
5»e. They lead to two different developments of the
time-dependent solution.

Case (i): 5 ((e. The analysis of this case indicates that
the initial condition plays an important role. We assume
that this condition is given by

z(0, 5,e)=ez; =0 (e) . (3.7)

Moreover, we also assume that 5=et 5~+0(er +i} where

p »1. Then, we seek a regular expansion of the solution
of the form

z(t, r, e)=ez i(t, r)+e z 2(t, 7)+O(e ) . (3 8)

After introducing (3.8) into (3.1), we find that the
leading-order solution satisfies Fqs. (2.1) with z, (0)=z;,
which is the linearized problem without imperfection
studied in Sec. II. In Sec. II we have found that the un-
stable behavior appears above a critical value A =A (t*)
and that A(t*) does not correspond to the bifurcation
point A =A, but rather depends on the deviation A, —Ao,
where Ao is the initial position of A. Furthermore, the
analysis of the O(e ) problem for simpler equations ex-
hibiting the same type of steady bifurcation6 suggests that
the expansion (3.8) becomes nonuniform only in a small
vicinity of A =A(t ). Figure 1(a) gives a typical evolu-
tion of the slowly varying solution.

Case (ii): 5»e'. Since 5 is larger than e, we analyze
this case by first seeking a regular expansion of the time-
dependent solution of the form

z(t, ~, 5,e) =z 0(t,v, 5)+ez i(t, v, 5)+O(e ); (3.9)

where i is defined by ~=@(t—to) and @to AL, (5) Ao.—— —
Thus A(~)=Jr. (5)+r. This specifies ~=0 to be the in-
stant at which the limit point (3.5) is reached. After in-
troducing (3.9) into (3.1), we obtain the following results.
The system quickly adopts a slowly varying solution
which, to leading order, has the same form as the static
solut1on, 1.e.,

z 0(t, r,5)=z, (A(w), 5) as t~ oo . (3.10)

Knowing z o, we determine z ~. By analyzing the asymp-
totic behavior of zo and z i when t~ao and v~0, we
find that the regular expansion (3.9) becomes nonuniform
as w approaches zero. We therefore expect a different
behavior for the slowly varying solution near the limit
point AL(5). Similar situations have been studied in Refs.
6, 7, and 10. Therefore, we summarize the principal re-
sults. The asymptotic analysis indicates that the deviation
of the slowly varying solution from the lower branch of
steady states goes from O(e) to O(e'~ ). Moreover, the
analysis of the solution near the limit point reveals that
the rapid jump appears at an O(e ~ } distance from the
limit point. Figure l(b) presents a typical evolution of the
slowly varying solution. %'hen 5 becomes smaller, the
distance between the jump transition and the limit point
tends to increase. This suggests that larger deviations

may be found as 5~0. Indeed, the analysis of case (i)
(5«e) indicated that 0 (1) deviations between the jump
solution and the bifurcation point can be observed.

In conclusion, the analysis of these two extreme cases
reveals that quite different behaviors can be observed with
a time-dependent bifurcation parameter. When the size of
the imperfection 5 is larger than the rate of change e of
A, the jump occurs at a small distance (O(e ~

) ) from the
limit point. However, if 5 is smaller than e, the jump ap-
pears only at an O(1) distance from the bifurcation point
and does not depend on e.

IV. NUMERICAL ANALYSIS

E'=dll( —E+1—auy —aux) .

The initial conditions for the eight dependent variables are

x =0.001, y =u =v =u=U=F —I=E—1=0,
(4.2)

corresponding to a small perturbation of the trivial solu-
tion. The fixed parameters are

10' d=2* dll dll =0 1

a =5, A =A, (l —e),
(4.3)

where 77, is defined in (2.10). In our first paper' we
choose e= —0.25 so that A = —3.4375. We shall begin
with this value of A so that a comparison can be made be-
tween the adiabatic analysis performed in Ref. 1 and the
analysis of the same equations with a time-dependent A.
Let

A(t)=3.5+5&&10 't

3.S(A(t)(5.5 .
(4.4)

The results of the numerical integration s of Eqs.
(4.1)—(4.4) are presented in Fig. 2. It clearly displays two

Sections II and III were devoted to an analytical study
of the LSA equations with a time-dependent pump pa-
rameter. Due to the difficulty of solving the equations,
we had to resort to perturbation methods. In this section
we integrate numerically the LSA equations to see if the
trends given by the analytical results remain valid beyond
their domain of application. Furthermore, in order to
avoid the problems related to the various approximation
schemes, ' we shall integrate the full set of eight LSA
equations without detuning:

x'= —x+AU+AU,

y'= —y+Au+Au,
u'=d( —U+Ex),
u'=d ( —u +Ey),

(4.1}
E'=dll( E+1—uy ——Ux),

U '=d( 0+Ex),—
u '=d( —u+Ey),
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FIG. 2. Intensity versus time when the pump parameter A

increases linearly in time (e= —0.25).
FIG. 4. Intensity versus time when the pump parameter A

decreases linearly in time.

A (t) =5.5 —5&&10 (4.5)

and we take as initial conditions the state of the system
reached previously for A(t)=5. 5 (i.e., the state corre-
sponding to t =400 in Fig. 2). The result is shown in
Fig. 4. The main features are that (i) neither time-
periodic solutions nor pulses appear and (ii) the figure
faithfully reproduces the stationary I+ solution even in
the domain where the linear-stability analysis predicts an
unstable state. Dividing the sweeping velocity by 10 did
not change the result. Hence, we have an example of a
dynamical stabilization of a state which is unstable ac-
cording to the adiabatic theory. We showed in Ref. 1 that
I+ is unstable to small perturbations at constant A for

distinct regimes. We first observe passive Q-switching
characterized by high peak-intensity pulses. This peak in-
tensity then decreases as time increases until the system
reaches the stable I+ solution which is followed adiabati-
cally. However, a blowup of the domain t &100, shown
in Fig. 3, indicates that the system went first through
another regime corresponding to stable small-amplitude
time-periodic solutions (t &65), followed by a transition
domain in which the intensity increases until it reaches
the pulsed regime. This increase is periodically modulat-
ed. The three regimes described in Figs. 2 and 3 corre-
spond to the three regimes which were characterized by
our adiabatic analysis. '

A surprising result appears when we sweep across the
same domain but with decreasing values of A. Let

a=0.25, A = —2.0625 (4.6)

for which the first instability of the zero intensity is a
subcritical steady bifurcation at A =A, =3.0625. Beyond
this bifurcation, there is a domain of Q-switching which
is stable for 3.0625&3 &3.155+0.005 whereas the I+
steady solution is stable for A & 3.0595+0.0005.

We have integrated numerically Eqs. (4.1), using the in-

A &4.2. The value A =4.2 is reached in Fig. 4 for
t = tlat =260. This stabilization effect is particularly
surprising. According to our discussion in the Introduc-
tion and since I+ is not an exact solution of the LSA
equations with A =A (t), we expect that the jump transi-
tion will occur in a small vicinity of the Hopf bifurcation
point. Although no explicit analytical results have been
published on the linear stability of I+ for the eight or five
LSA equations, we have observed numerically that the
rate of divergence of I+ below the bifurcation point is
very small and remains very small well beyond this bifur-
cation. The jump to the trivial solution I=0 only occurs
after the limit point has been reached. In future work we
intend to analyze the slow passage through the critical
Hopf bifurcation in more detail.

The choice e= —0.25 is inconvenient for a discussion
of some aspects of the problem because the first instability
of the zero-intensity solution is a Hopf bifurcation to
stable small-amplitude periodic solutions which always re-
quires blowups to be detected. Hence, we shall now con-
sider the case

~ 0 ~
$

'\ 0 \ \
$

~
$ V 'I

g
'\ ~
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8O.O aO 0 t )OO )00 200 300 400 500 600 t 700

FIG. 3. Blowup of Fig. 2 to show the fine structure in the
short-time domain.

FIG. 5. Intensity versus time when the pump parameter A
increases linearly in time (e=O;25). Initial value: A (0)=1.5.
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FIG. 6. Same as Fig. 5 but with A (0)=2.5.
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FIG. 8. Intensity versus tlIDe fol an imperfect I SA with an
input field amplitude e = 10

itial conditions (4.2) and the parameters (4.3) and (4.6)
with a time-dependence law for A which is

In Fig. 5 we have plotted the intensity versus time for
A(0)=1.5. The steady bifurcation predicted b the
linear-stability analysis at constant 2 occurs at
A =3,= .0625, i.e., for t, =312.5. We notice that the
dynamical bifurcation occurs at t' =510, i.e., A (t*)
=4.05. The delay observed is qualitatively understood in
terms of the arguments developed in the Introduction and
in Sec. II. To further confirm this interpretation, we have
plotted in Fig. 6 the result of a numerical integration
which differs from the previous one (Fig. 4) only by the
lllltlR1 colidltloII, wlllcli Is liow c4 (0)=2.5. Thc steady bi-
furcation is reached for t, =112.5 whereas the dynamical
bifurcation corresponds to t*=205 and A(t')=3. 525.
Quite clearly there is an important delay linked to the
dynamical nature of the bifurcation. This delay is best
characterized by D = [A (t*) &]/[& —&—(0)]
plotted on Fig. 7 versus A(0). This function naturally
diverges as A (0) tends to A, but the delay A (t') —A, is
airly small. On the contrary, when A (0) is much smaller

than A„ the function D varies very little.
To gain further insight into the properties of A (t*), we

have integrated (4.1) with (4.2), (4.3) (4.6) d
q ti = .5+ 10 t but chang111g each time onc parameter.

The following observations were made.

(i) Dividmg or multiplying the sweeping velocity by a
factor of 5 did not modify A (t').

(11) Illclcaslllg d 01 d lllclcascd A (t ).
(iii) Varying d~~ or d~~ has no effect on A (t*).
(iv) Decreasing e increased 3 (t" ) but decreased D.

Hence the main correction to the perturbative result B=1
derived in Sec. II is a dependence on d and d.

Let us now analyze numerically the infiuence of an
"imperfection" on the dynamical properties of the LSA.
%e shall consider an I.SA with an injected signal. " This
amounts to replacing the first of Eqs. (4.1) by

x'= —x+Av+Av+e, (4.8)

where e is the amplitude of the injected signal. We still
use (4.2), (4.3), and (4.6) with A (t) given by

A(t)=2. 5+10 t . (4.9)

Hence the correspondence with the parameters 5 and e
used in Sec. III is

(4.10)

The integration of (4.1) modified by (4.8) leads to the fol-
lowing results. As e is varied from 0 to 10 ' the dday
persists but decreases slowly with increasing e. For in-
stance wIth e 10 10 and 10 th d 1

A (t ) =3.45, 3.40, and 3.35, respectively, whereas
3,=3,=3,01. For e =10, Fig. 8 displays the short-

3-
4(f )-4,
4 -4(0)

~ j j ~ I j I j ~

30.0 t 4O.0

FIG. 7. Plot of the relative delay as a function of the initial
value of the pump parameter.

FIG. 9. Intensity versus time with the same parameters as
Fig. 8 except for e =10
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time behavior which is typical for the range
10 &e &10: after a brief transient (0&t &10), the
system follows the zero-intensity state until A(t*) is
reached. As e is further increased, the delay still dimin-
ishes but the short-time behavior is modified. Starting
with e =5&&10 the solution follows a nonzero state
even for small times. Figure 9 displays the short-time
behavior for e =10 . From these observations we can
locate the transition region which separates the two ex-
treme cases (5&&e and 5«e) discussed in Sec. III and
characterize it by the condition

5=0(e ) . (4.11)
We have not been able to determine whether this -result
holds in general or whether it is specific to the particular
type of imperfection considered here.
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