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Scattering observables in arbitrary dimension n )2
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A rigorous theory for low-energy scattering in arbitrary dimension n &2 with general, possibly
long-range interactions is presented. Several applications are discussed. For n =2, the question
about the existence of scattering parameters is resolved and the important role of a parametrization
of scattering observables in the study of adsorbed systems is illustrated. For n =3, an analytic ex-

pansion of the phase shift and scattering length for charged-particle scattering around their neutral
counterparts is derived, taking into account explicitly the finite extent of the charge.

I. INTRODUCTION

Recently there has been a lot of interest in two-
dimensional scattering systems from different theoretical,
e.g., Refs. 1—11 and references therein, as well as experi-
mental points of view, e.g. , Refs. 12 and 13. From the
theoretical discussion of some of the phenomena occur-
ring in these systems, e.g., recombination kinetics and spin
relaxation in spin-polarized atomic hydrogen, ' it is clear
that one could take advantage of a simple parametrization
of two-diinensional low-energy scattering observables. In
the case of three-dimensional scattering, such a parametri
zation was introduced a long time ago' in terms of the
scattering length and effective-range parameter. Obvious-
ly, these concepts have played a fundamental role in the
discussion of low-energy phenomena in different branches
of physics.

In this paper we obtain a parametrization of low-energy
scattering observables in arbitrary dimension n &2 from
first principles, allowing general interactions including
long-range ones. (For simplicity we assume the absence of
zero-energy resonances and zero-energy bound states. )
This study is based upon a detailed discussion of the Vol-
terra integral equations satisfied by the regular and irregu-
lar solutions of the n-dimensional Schrodinger equation
(see Refs. 21 and 22 in this connection) and a generaliza-
tion of the three-dimensional results of Ref. 23.

In particular, looking at the asymptotic behavior of the
regular solution at zero energy, we present a definition of
the n-dimensional scattering length in Sec. II. Section III
contains a treatment of the regular and irregular solutions
at nonzero energy, leading, e.g., to a basic formula for the
n-dimensional phase shift. On the basis of this formula
we derive in Secs. IV and V a (Coulomb-modified)
effective-range expansion for odd and even dimensions,
respectively. We show that this expansion is analytic in
the energy variable k around k =0, if, roughly speak-
ing, the (short-range) potential is exponentially decreasing
at infinity. If we are only interested in asymptotic expan-
sions, these conditions can be considerably relaxed in the
short-range case, allowing, e.g., Lennard-Jones potentials.
As an immediate application of these results, we recover
the weak-coupling limit of two-dimensional ground
states. '4

II. "SCATTERING LENGTH"
IN n &2 DIMENSIONS

In this section we derive the analog of the three-
dimensional scattering length in arbitrary dimensions
n &2. This is accomplished by a careful investigation of
the asymptotic behavior of regular solutions of the zero-
energy Schrodinger equation

+ +++&(.) P(r)
dry 4ri r

=0, r )0, y&R, n =2,3,4, . . . (2 1)

where Vis a real, measurable function which obeys the in-
tegrability conditions (Al) —(A6) of Appendix A (r and k
are taken to be dimensionless).

As is well known, ' one can choose regular and ir-
regular solutions associated with Eq. (2.1), denoted by

Several other applications of this theory are discussed.
For n=3 an analytic expansion of the phase shift and
scattering length for charged-particle scattering around
their neutral counterparts is derived, taking into account
explicitly the finite extent of the charge, without making
any approximations (besides the analytic expansion). Lo-
cal as well as nonlocal interactions are allowed. This is
done in Sec. VI. For the most recent results in connection
with three-dimensional low-energy Coulomb plus short-
range scattering, we refer to Refs. 25—33. (For earlier re-
sults see the references in these publications and Ref. 34.)

Section VII contains some applications in two dimen-
sions, which is of special interest, as indicated in the be-
ginning. First of all, we coinpletely resolve the controver-
sy around the existence of scattering parameters, as al-
ready explained briefly in Ref. 35. Secondly, we give a
rule of thumb to estimate the effect of general potentials
in low-energy phenomena, when knowing the hard-disk
results. Finally, we discuss the low-energy behavior of
two- (and n )dimensio-nal total cross sections and the pos-
sible occurrence of a Ramsauer-Townsend effect in ad-
sorbed systems. (See, e.g., Ref. 36 for a recent discussion
of this effect in three dimensions. ) For proofs of the
mathematical statements in the main text, we refer to Ap-
pendixes A—C.
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F„(y,r) and G„(y,r), which obey the following Volterra
integral equations:

F„(y,r) =F„'(y,r) f—dr'g„' '(y, r, r') V(r')F„(y, r'),
(2.2)

f„(y) = IV( G„(y ),F„(y) )

=1+ f dr G„' '(y, r)V(r)F„(y,r),
where

W(G, F)=G Fa
Br

(2 5)

(2.6)

G„(y,r)=G„(y,r)+ f dr'g„(y, r, r') V(r')G„(y, r'),

y&8, n =2,3,4, . . . . (2.3)

(In the short-range case y=0 we adopt the convention to
omit the variable y in all quantities such as irregular and
regular solutions, scattering lengths, phase shifts, etc.)

We also introduce the Jost function

Here F„' ' and 6„' ' are the "unperturbed" solutions corre-
sponding to Eq. (2.1) with V=O. [They are listed explicit-

ly in Eqs. (A7) and (A8) of Appendix A.] Furthermore,

g,' '(y, r, r')=G„'"(y,r)F„"'(y,r') G„'"(y—,r')F„'"(y,r) .

(2.4)

denotes the Wronskian of G and F. We note that
8'(G„' '(y), F„' (y))=1. By hypotheses (Al) —(A6), Eqs.
(2.2) and (2.3) have unique solutions. (This has been

proved, e.g. , in Refs. 21 and 22 for n & 3. The proof given
there easily extends to n =2.) Finally, from now on we al-

ways assume that

f„(y)~0. (2.7)

Relation (2.7) corresponds to the absence of zero-energy
resonances or zero-energy bound states associated with

Eq. (2.1) [the case f„(y)=0 is discussed in Ref. 37 and its
connection with point interactions is extensively treated in

Ref. 38].
Based on assumptions (Al) —(A6) and (2.7), it is shown

in Appendix A that

F„(y,r)=f„(y)F„' '(y, r) G„' '(y, r) —f dr'F„' '(y, r')V(r')F„(y, r')

+G„' '(y, r) f dr'F„' '(y, r')V(r')F„(y, r') F„' '(y, r)—f dr'G„' '(y, r')V(r')F„(y, r')
T

=f„(y)F„' '(y, r) — f dr'F„' '(y, r')V(r')F„(y, r') G„' '(y, r)+o(1), as r~ ao,

with yEH, n =2,3,4, . . . . (2.8)

In analogy with the case n=3 we are thus led to the fol-
lowing definition of the n-dimensional "scattering length"
a„(y):

a„(y)=[f„(y)] ' f dr F„' '(y, r) V(r)F„(y,r)

+—+ V(r) —k f(k, r) =0,d (n —1)(n —3) y 2

4r r

kr &0, yER, n =234, . . . (31)

f dr F„' '(y, r)V(r)F„(y, r)

1+ f dr G„' '(y, r) V(r)F„(y,r)

yER, n =2,3,4, . . . . (2.9)

For n=3, definition (2.9) obviously coincides with the
usual (Coulomb-modified) scattering length. '

Despite the fact that, after inserting units, a„(y) has the
dimensions of length to the (n —2)th power, we call it
scattering "length" since it shares additional similarities
with its three-dimensional analog, as shown in the follow-
ing sections. [Note that under a unitary scaling transfor-
mation P(x)~e "~ P(xle), gHL (R"), e&0, the short-
range scattering length scales like a~(e" a) for n & 3
and a '~(a ' —lne) for n=2, in agreement with its di-
mensional behavior. ] To our knowledge Eq. (2.9) is new
for n&3. As explained in Ref. 35 it completely resolves
earlier questions about the existence of a scattering length
in two dimensions (cf. also the discussion in Sec. VII).

III. REGULAR AND IRREGULAR SOLUTIONS
FOR k&0

We now establish basic properties of regular and irregu-
lar solutions of the s-wave Schrodinger equation

which are needed in the following sections. We assume
that V in Eq. (3.1) decreases exponentially at infinity, i.e.,

R' 00f drr ~lnr
~

~V(r)~+ f dre "~V(r)~ &~

for some 0&R'& 1 and some b &0 if n =2, yER

(3.2)

and

f drr ~V(r)~+ f dre" V(r)~ «n
for some R,b ~ 0 if n =3,4, 5, . . . and y HR .

(3.3)

This is necessary in order to get an analytic effective-
range expansion for the phase shift, as we will show in
Secs. IV and V. (If one is only interested in asymptotic
expansions, these conditions can be relaxed in the way ex-
plained there. )

Conditions (3.2) and (3.3) guarantee the existence of
regular and irregular functions F„and 6„, associated
with Eq. (3.1), as the unique solutions of
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F„(y,k, r)=F„' '(y, k, r) —f dr'g„' '(y, k, r, r')V(r')F„(y, k, r'), k &0

G„(y,k, r)=G„' '(y, k, r)+ f dr'g„' '(y, k, r, r')V(r')G„(y, k, r'), k &0.
Here the unperturbed solutions F„' ' and G„' ' are given by '

F„' '(y, k, r) =r'" " e '""
~F&( ,

'
(—n —1)——,

' iy/k;n —1;2ikr), k &0

(3.4)

(3.5)

(3.6)

G„' '(y, k, r) =[I (n —1)] 'I'( —,
'

(n —1)—, i—y/k)(2ik)" r'" "~ e '"'U( —,(n —1)—, iy/—k;n —1;2ikr), k )0 (3.7)

where ~Ft(a;P;z) and U(a;P;z) denote the confluent hypergeometric functions. Furthermore,

g„(y,k, r, r')=G„' (y, k, r)F„' '(y, k, r') G„' '—(y, k, r')F„(y,k, r), k &0

denotes the corresponding Green's function. Finally the Jost function ~ „can be expressed by

~„(y,k)=W(G„(y, k),F„(y,k))=1+ f dr G„' (y, k, r)V(r)F„(y, k, r), k )0.
Again W(G„' '(y, k),F„' '(y, k)) =1. Also, all formulas in this section are valid for y ER and n =2,3,4. . . .

Equation (3.6) implies that F„' ' is real for y ER and k )0 and entire with respect to k, giving

F~o'(y k r) =F~ ~(y, —k, r) =F~ ~*(y,k, r), k & 0 .

Analytic continuation in Eq. (3.7) leads to

G„' '(y, e ' k, r) =G„' '(y, k, r)

=G„' '(y, k, )+i(2k)" [I (n —1)]
~

I'( ,'(n —1)+—,iy/k} —~ e r "F' '(y, k, r), k &0.

As a consequence, also, g„' ' is real for y HR and k & 0 and entire in k, giving

g„'0'(y, k, r, r') =g„' '(y, k, r, r') =g—„' '*(y,k, r, r'), k )0 .

This implies the same property for F„,namely,

F„(y,k, r) =F„(y, k, r) =F„*(y—,k, r), k &0

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)

(3.13)

i.e., F„ is real for yER, k)0 and entire in k . [Of course Eqs. (3.10) and (3.13) could be inferred directly from
Poincare's theorem since

lim r ' "' F' '(y, k, r)= lim r ' " F (y, k, r)=1 .
r ~0+ r ~0+

See also Refs. 41 and 42.] Defining the (Coulomb-modified) phase shift 5„(y,k) by

e " ' =W„(y,k)/~„(y, e ' k), k &0

and choosing limk 5„(y,k) =0 to get uniqueness (cf. Refs. 21 and 22), we finally obtain from Eqs. (3.11)—(3.13)

W„(y,k)+~ „(y,e 'k)-
cot5„(y,k) =i a „(y,k}—a „(y,e ' k)

f dr Re[G„(y,k, r)]V(r)F„(y,k, r)
00 1 ~0.f dr Im[G„(y, k, r)] V(r)F„(y,k, r)

Here Re G„' ' and Im G„' ' read

R [G„' '(y, k, r)]=G„' '(y, k, r)+i2 '(2k)" [I (n —1)]
~

I (2(n —1)+ , iy/k)
~

e ~—~ F„' '(y, k, r), k &0

Im[G„'(y, k, r)]= —2 '(2k)" [I (n —1)]
~

I ( , (n —1)+ , iy/k) —~ e r~—"F„'(y,k, r), k &0 .

(3.14)

(3.15)

(3.16)

(3.17)

IV. SCATTERING PHASE SHIFTS IN ODD DIMENSIONS

Restricting ourselves first to odd dimensions n = 3,5,7, . . . we derive the effective-range expansion associated with the
phase shift 5„(y,k). Following Lambert 2 the explicit series representation of the regular and irregular confluent hyper-
geometric functions ~F~(a;P;z) and U(a;P;z) (Ref. 39) leads to
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Re[6„' '(y, k, r)]=G'„'(y, k, r)+[ i—ke r~ "+h„(y,k)](2k)" [I (n —1)] 2 I' +

XF„(y,k, r), y&R, k &0, n =3,5,7, . . . (4.1)

where

a„(y,k)=y r 1+'y
2k

and G '„" is defined by

2
ik 2k iy+ln +4 1+
'Y ' 'Y

2

y&R, k &0, n=3 5 7, . . .

—2

(4.2)

G '„'(y,k, r) =[I (n —1)] (2k)" I + r l+'~
2k y ln(

~ y ~

r)F„' (y, k, r)

—y Re [I (n —1)] (2k)" I
2 2k

I 1+
—2

I' in —1)/2 —ikre

r " '+p —'y r( —1)(2&k~y'
2 2k

po n —1 i@I — I (n —1+p)I'(p + 1)
2 2k

[+(p+1)+e(p+ —n 1)]

+yRe [I'(n —1)] (2k)" ' r +
2 2k

2 —2

I' e(n —1)/2 —ikr

p=o n —1

2k
r(n —1+p)r(p+1)

s=l

r n —1 lf n —1

2
+p — r(n —1)(2ikr)r "—

+&2k 2 Ef
2k

n —3

(n 2) i(2ik)" zr~+

q=0 r 3—n

2
r(q +3 n)(q + 1—)

I' +q — I (3—n)(2ikr) i+
2 2k

yER, k &0, n =3,5,7, . . . (4.3)

with I (z) the gamma and %(z) the digamma functions, respectively. [Qf course, g( "i ' )+~ ' [s —(iy/2k)] ' is in-

terpreted to be zero if n =3 and p=0.] By inspection G „' '(y, k, r) is real for y HR, k &0 and entire with respect to k .
Next we observe from Eqs. (3.4), (3.6), and (4.2) that

F„' '(y, k, r) =F„(y,r)+O(k ), as k ~0, y ER, n =2,3,4, . . .

F„(y,k, r)=F„(y,r)+O(k ), as k ~0, y&R, n =2, 3,4, . . .

G', '(y, k, r)=G„' '(y, r)+O(k ), as k ~0, y&R, n =3,5,7, . . .

(4.4)

(4.5)

(4.6)

where O(k ) is uniform with respect to r if r varies in compact intervals (avoiding the origin in the case of G „' '). In-
serting Eqs. (3.17) and (4.1) into (3.15), the bound (B6) mentioned in Appendix B, together with the Lebesgue-dominated
convergence theorem, finally yield the main result of this section:
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[I (n —1)] (2k)" I +
2 2k

2

e r~ "[kcot5„(y,k) —ik+e r~ h„(y,k)]

+O(k'), y&H, k )0, n =3 5 7, . . . . (47)
a„(y)

Here a„(y) is the scattering length defined in Eq. (2.9). The right-hand side of Eq. (4.7) represents the effective-range ex-
pansion in odd dimensions. It is analytic in k around k =0 for potentials satisfying conditions (3.3).

In the short-range case y =0, the result (4.7) simplifies to

—cot5„(k)=— +O(k ), y=O, k ~0, n =3,5,7, . . . .
2 " a„

(4.8)

In particular Re G„' ' simply becomes

—t ' (n —2)/2

Re[G„' '(k, r)]= —2 '~ I — — r'~2Y (kr)

=(n 2) 'r' "' —+O(k ), y=O, k)0, n =3,5,7, . . . (4.9)

with Y (z) the Bessel function of second kind and order
~ 39

Of course the expansions (4.7) and (4.8) are classic re-
sults in the special case n =3.' ' However, we em-
phasize that even for this case the analyticity of the
right-hand side of expansion (4.7) was only known in the
literature for a rather restricted class of potentials,
whereas our proof works for the class of potentials
described in (3.3) (cf. Appendix B).

In the short-range case (y =0), the falloff conditions on
V at infinity [see Eq. (3.3)] can be relaxed by merely
demanding that (1+r) VEL '((0, co ) ) for suitable

Then the above analytic expansions turn into
asymptotic expansions, the order of which depends on X.
As an example, we mention that potentials of the
Lennard-Jones type can be treated in this way. (For n =3,
cf. Refs. 45—48 and the literature cited therein. )

Next we remark that Eqs. (4.7) and (4.8) immediately
generalize to higher partial waves 1=1,2, . . . if the sub-
stitution

n ~2+ [(n —2) +4l (1 + n —2)]', I = 1,2, . . .

(4.10)

is made throughout in Secs. II—IV. Finally we note that
formulas similar to (2.9) for the higher coefficients in the
right-hand sides of Eqs. (4.7) and (4.8) (effective-range pa-
rameter, etc.) can be derived in a straightforward manner.
Also other scattering observables such as the S-matrix
[see Eq. (3.14)] scattering amplitude, cross sections, etc.,
can be expanded in a similar way. The total cross sec-
tions, e.g., will be considered in Sec. VII.

V. SCATTERING PHASE SHIFTS
IN EVEN DIMENSIONS

In this section we establish the effective-range expan-
sion for even dimensions n =2,4, 6, . . . . Again we start
from expression (3.16) for Re G„' ' and obtain

Re[6„' '(y, k, r)] =G '„'(y, k, r)+[ ike r~ +—h„(y,k)](2k)" [I (n —1)] I +
2

where

yER, k &0, n =24,6, . . . (5.1)

h„(y, k) =Zk I —2 2k

—2

ln —+'p(1) +qi( —, ) —p —+2l 1 lg
k 2 2k

y&R, k &0, n =2,4, 6, . . . (5.2)

and G „'
' is given by
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4

G '„'(y, k, r) = —[I (n —1)] (2k)" I +
2 2k

r —+1 iy
2 2k

—2

[ln(r) —2%]F„' '(y, k, r, )

+Re [I'(n —1)] (2k)" I +
2 2k

2
1 lg
2 2k

—2

r e(,n —1)/2 —ikr

+p — I (n —1)(2ikr)i'
2 2k

p=o n —1= r
2

I (n —1+p)I'(p + 1)

[ Ii(p+I)+'I(pi+ n—1)]

[I { —1)] (2k)" 1
2 2k

2

I +
2 2k

—2

I' (n —1)/2 —ikre

p=0 71 —1I
2k

I (n —1+p)l (p + 1)

r Pf —1 l P+p — I (n —1)(2ikr)i'
2 2k 2

s=0

1 lg'+
2 2k

I +q — I (3—n)(2ik)~+3—71

2 2k

2k
I (q+3 —n)I (q+1)

n —3

( 2)—1(2 k)n 2(n ——1)/2e ikr g-
q=o 3 —7lr

2

yER, k &0, n =2,4, 6, . . . . (5.3)

{If n =2 the last term in Eq. (5.3) should be omitted. If n =2 and p =0,
g,'" 0'+~ [s+—,

' (i y/2—k)]
' is meant to be zero) As in Sec. IV, G„' (y, k r) turns out to be real for y&Rand k)0

and entire wit;h respect to k .
Given the result (5.1) one can follow the corresponding derivation in Sec. IV step by step. In fact, as we have already

noted there, Eqs. (4.4) and (4.5) are valid for all n =2,3,4, . . . . Furthermore, from definition (5.3) one obtains

G'„'(y, k, r)=G„' '(y, r)+O(k ), as k ~0, yER, n =2,4, 6, . . . . (5.4)

Therefore, along the arguments employed in Sec. IV and Appendix B, Eqs. (3.17), (5.1), and (3.15) finally yield the
effective-range expansion in even dimensions

2

[I (n —1)] (2k)" I +
2 2k

e r~ "[kcot5„(y,k) ik +e r~ "h„(y—,k)]

+O(k ), y=0, k)0, n=246, . . . .
Cln

+O(k ), y&R, k &0, n =2,4, 6, . . . . (5.5)
a„(y)

Again a„{y) is the scattering length introduced in Eq. (2.9) and the right-hand side of (5.5) is analytic in k around
k =0 if V satisfies conditions (3.2) (n =2) and (3.3) ( n =4,6, . . . ), respectively.

If only the short-range interaction V is present, i.e., if y =0, the expansion (5.5) becomes
—2 n —2r-n k —cot5„(k)—ln ——4'k (5.6)

2 2 2 " 2

In this special case Re G„' ' simplifies to
—1

' (n —2)/2

Re[6„' '(k, r)]= —2 '~ I — — r' I'in 21~2(kr), y=0, k &0, n =2,4, 6, . . . .
2 2

(5.7)
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Equations (5.5) and (5.6) are new. The particular im-
portance of expansion (5.6) in two dimensions is illustrat-
ed in Sec. VII. Obviously the remarks at the end of Sec.
IV apply to Eqs. (5.5) and (5.6). In particular the substi-
tution (4.10) immediately generalizes the above results to
higher partial waves l = 1,2, . . . and weakening the falloff
conditions on V at infinity to (1+r) VEL'((0, oo)) for
suitable N turns (5.5) and (5.6} into asymptotic expan-
sions.

As a simple application of Eq. (5.6) we finally discuss
the weak-coupling limit of ground-state energies in two
dimensions. Starting from expansion (5.6) for n=2, re-

placing V by gV, g & 0, and setting k =i ( E)', —E & 0
and cot52(k) = i, we get

ln[( —E)' ]= [a2(g)] ' —Ã+ln2+0 (E) . (5.8)

Here

g f dr r'~ V(r)F2(g, r)
00

1 —g rr ~lnr V rF2gr
[cf. definition (2.9) where the dependence on the coupling
constant g has been introduced explicitly]. From the in-
tegral equation (2.2) (with y =0 and V~gV) one proves
that F2(g, r) is entire with respect to g, in particular

(5.9)

Fz(g, r) =r' +0(g) as g~O+ . (5.10)

This implies by a straightforward application of the
Lebesgue-dominated convergence theorem

&~(g)=g f dr rV(r)+0(g ) as g~O+ . (5.11)

Consequently, if the Born approximation a2 ii(g) is nega-
tive, viz. ,

g~O. ) If a2ii(g) &0, Eq. (5.8) has no solution if g is
small enough. A generalization of the above result, in-

cluding nonspherically symmetric interactions V, was first
proved by Simon (cf. also Ref. 8) using modified
Fredholm determinants. In the following sections we dis-
cuss further applications of the results derived so far to
various problems in two and three dimensions.

VI. COULOMB-CORRECTED
SCATTERING LENGTHS AND PHASE SHIFTS

As a first application of our results in Secs. II and IV
we reconsider the old problem of how to take into account
the effect of (extended) charges on the value of neutral
scattering lengths and phase shifts in three dimensions.
Our method is based on an analytic expansion of a (y)
and cot5(y, k) in y around their neutral counterparts a
and cot5(k), respectively. In contrast to earlier treatments
of this problem (cf. e.g., Refs. 15—17, 26—31, 34, 44, and
49 and the literature cited therein}, no approximations, be-
sides the analytic expansion in y, are made. In this sec-
tion we systematically avoid mathematical technicalities
and merely concentrate on a derivation of the desired re-
sults. Rigorous proofs based on the methods employed in
Appendixes A—C can be given. Furthermore, since in
this section we exclusively treat the three-dimensional
case, we suppress the index 3 in all that follows.

In order to treat realistic interactions we explicitly take
into account the finite size of the charge and replace y/r
in Eq. (2.1) by yP, (r)/r where the form factor P, (r) ful-
fills

f dr (P,(r)[+ f dre "[P,(r) 1( &—oo

a2 ii(g) =g f dr r V(r) & 0, (5.12) for some R,b &0 (6.1)

Eq. (5.8) has a unique solution Eo(g) (the ground-state en-

ergy) as g~O+ given by
00

' —1

Eo(g)= —exp 2 'g f dr rV(r)

&& [1+0(g)] as g~O+ . (5.13)

(If az ii(g}=0, i.e., if a2(g) =0(g ) as g~O, a more de-
tailed analysis shows that Eo(g) = —exp[0 (g ) ] as

and Vis assumed to obey condition (3.3). To indicate that

P, has been introduced in Eq. (2.1) we add the index c in
all quantities such as irregular and regular solutions, Jost
functions, phase shifts, etc.

We start by discussing scattering lengths. If

f,' '(y)= IV(G,' '(y), F,' '(y)) (6.2)

denotes the Wronskian of 6,' ' and F,' ', we obtain in
analogy with Eq. (2.8) that

F,(y, r)= 1+[f,' ~(y)] ' f dr'G, ' '(y, r')V(r')F, (y, r') F,' (y, r)

(6.4)

f dr'F, ' '(y, r')V(r')F, (y, r') [f,' '(y)] 'G,' '(y, r)+0(1) as r +ao— (6.3)

where F,' ', G,' ', and F, are the unique solutions of the integral Eqs. (C3)—(C5) of Appendix C. As a consequence, the
analog of Eq. (2.9) in the presence of extended charges reads

f drF, '(y, r)V(r)F, (y, r)

1+[f,' '(y)] ' f «G,' '(y, r)V(r)F, (y, r)

[Note that f,' '(y)&0 if
~ y ~

is small enough, as can be seen from Eq. (6.7).]
Assuming y&0 for simplicity, we get from Eqs. (Cl)—(C4) the expansions [analytic in y, respectively, analytic in

(y, y lny) around zero]
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F~ ~(y, r)=r++r y—f dr'(r' —r)[P, (r') —1]+O(y )=r+yF, & (r)+O(y ),
0

(6.5)

(6.7)

=F(r) y f—' f dr'F(r')(r') 'p, (v')F(r') G(r)+y f ' f dr'G(r')(r') 'p, (r')F(r') F(r)+O(y )

G, (y, r) = 1+y[ln(yr)+2K —1]r +y f dr'(r' —r)(r') '[P, (r') —1]+O(y2 ln(y }}

—:1+y[ln(y)+2K —1]r+yG ~~ I(r)+O(y ln(y)),

f,' '(y)=1+y f dr[/, (r) 1]+—O(y In(y)) .

Finally, iterating the appropriate integral equation for F, (y, r), one obtains the following expansion analytic in y at y =0:
T

F, (y, r)=F(r) yf —' f dr'[G(r)F(r') —G(r')F(r)](r') 'P, (r') F( yr')

=F(v)+yF„,(v)+O(y') .

Insertion of the results (6.5)—(6.8) into (6.4) shows, after some elementary manipulations, that

[a,(y)] '=a '+y[ln(y)+2Ã —1)+yI ' f dr[G,' &'(r) a'F—,' &'(r)]V(r)F(r)

+yr ' r I —a 'r V rE, &r+0 y lny, y&0

(6.8)

(6.9)

where F,' ~' and F, &
are defined in Eqs. (6.5) and (6.8),

G,','(r) =G,','(r) —f dr'[P, (r') 1]—
with G,' I defined in Eq. (6.6), and

I = f dr rV(r)F(r) .

(6.10)

(6.11)

In Eq. (6.9), a denotes the neutral scattering length (i.e,
y=O) and of course it is assumed that a&0 implying
I&0. If a=O one simply expands a, (y) instead of

a, (y) ' around its neutral value a, (0)=0. As can be
read off from the expansions (6.5)—(6.8), [a,(y)]
[respectively, a, (y)] is analytic in the variables y and
y ln(y). Therefore higher-order corrections can systemat-
ically be obtained by iterating the corresponding integral
equations. We finally again emphasize that in contrast to
earlier treatments on this subject, no approximations in
deriving the first-order terms in y and yln(y) in the
right-hand side of Eq. (6.9) have been made.

Next we turn to the scattering phase shifts. We start
from the expression

2iS (y, k)
e

Here

P, (y, k)

W, (ye ' k)

1+[M,' '(y, k)] ' f dr G,' '(y, k, r)V(r)F, (y, k, r)
yER, k &0.

1+[M,' '(y, e ' k)] ' f dr G,' '(y, e ' k, r)V(r)F, (y, k, r)
(6.12)

W,' '(y, k)= W(G,' '(y, k),F,' '(y, k))

=1+y f dr G' ~(y, k, r)r [P,(r) 1]F,' (y, k, r), k ~0—

and thus P,' '(y, k)&0 if
~ y ~

is small enough [cf. Eq. (6.19)]. Furthermore,

W, (y, k) = 8'(G, (y, k),F, (y, k))+1+[M,' '(y, k)] ' f dr G,' '(y, k, r) V(r)F, (y, k, r), k )0 .

We then get as in Sec. III

(6.13)

(6.14)

w, (y, k)+W, (y, e ' k)
cot5, (y, k) =i a, (y, k) —~,(y, e-' k)

1+ f dr Re[6, (y, k, r)IM, (y, k)]V(r)F, (y, k, r)
, yeR, k~0f dr Im[G,' '(y, k, r)/~,' '(y, k)]V(r)F, (y, k, r)

where F,' ', G,' ', and F, uniquely solve the integral equations (C9)—(Cll) stated in Appendix C. By means of Eqs.
(C7)—(C10) one infers the following expansions analytic in y:
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F,' '(y, k, r) = —y [ln(2kr) —ci(2kr)+ V]+y [si(2kr)+n. l2]
2kz

"d, sin[k(r' —r)]
[~ (,) 1]

sin(kr')
0 C r'

+yF,','(k, r)+O(y'), yam, k&0 (6.16)

Re[6, (y, k, r)]=cos(kr) —y [si(2kr)+m/2]+y [ln(2kr)+ci(2kr)+4'](0) cos(kr) sin(kr)
2 2

, sin[k(r' —r)] [0c r
r k r':—cos(kr)+y Re[G,' i(k, r)]+0(yz), yam, k &0, (6.17)

Im[G, (y, k, r)]=—sin(kr) —ykF, i(k, r)+ sin(kr}+O(y ), y&R, k &0,

W,' '(y, k)=1+y f dr e '"'[P, (r) —1] +O(y ), yER, k &0.

(6.18)

(6.19}

=F(k, r) y[W(k)]—' f dr'F(k, r')(r') 'P, (r')F( kr') G(k, r)

+y [W(k)] ' f dr'G(k, r')(r') 'P, (r')F(k, r') F(k,r)+O(y )

(6.20)F(k, r)+y—F, i(k, r)+0 (y ), y &R, k & 0 .

[We note that W(ko) =0 for some ko & 0 would imply that F(ko, r) vanishes identically by the arguments of Ref. 51, p.
141.] Inserting expansions (6.16)—(6.19) into (6.15) then implies our final result:

cot5, (y, k) = 1+ +y[I(k)] ' f dr H, i(k, r) V(r)F(k, r) cot5(k)

—y[I (k)] ' f dr Re[6,' i'(k, r)]+cot5(k) kF,' i'(k, r) V(r)F(k, r)

—y[I(k)] ' f dr[cos(kr)+cot5(k) sin(kr)]V(r)F, i(k, r)+O(y ), yER, k &0 . (6.21}

Here F,' i' and F, i have been defined in Eqs. (6.16) and (6.20),

Re[6,','(k, r)]=Re[G,' i(k, r)] —cos(kr) f dr', [P,(r') —1]+sin(kr) f dr', [P,(r') —1]

(6.22)

with Re G,' i given by Eq. (6.17) and

I(k) = f dr sin(kr) V(r)F(k, r), (6.23)

(6.24)

tions (cf. Appendix C). Again we have assumed that
cot5(k)&0, implying I(k}&0, in expansion (6.21) [other-
wise one simply expands tan5, (y, k)].

The result (6.21) is new. In particular the first-order
term in y has been obtained in closed form without any

In Eq. (6.21), 5(k) denotes the short-range (y =0) phase
shift. In contrast to a, (y), the analytic expansions
(6.16)—(6.20} imply that cot5, (y, k) is analytic in y
around y =0. Consequently, higher-order corrections can
be computed by iterating the appropriate integral equa-

Here si(z) [ci(z)] denotes the sine (cosine) integral as defined in Ref. 50. Similar to Eq. (6.8), we obtain by iterating the
following integral equation for F„

F, (y, k, r)=F(k, r) —y[W(k)] ' f dr'[G(k, r)F(k, r') —G(k, r')F(k, r)](r') 'P, (r')F, (y, k, r')
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approximations (for earlier approximate treatments of this
problem we refer to Refs. 44 and 49).

Using the techniques presented above, it is trivial to ex-

pand other scattering quantities such as, e.g., the S ma-

trix, S,(y, k)=e ' ', with respect to y such that we2i5 (y, k)

omit further details. We note that both expressions (6.9)

and (6.21) considerably simplify in the point charge limit

P, —+1.
Finally we remark that, under suitable conditions, non-

local interactions can be incorporated in the above results
in the following simple way. If V consists, e.g. , out of a
local and nonlocal part V= Vi+ V„i, all integrals of the

type

dr a(r) V(r)P(r)

in Eqs. (6.9) and (6.21) should be replaced by

dr a(r)Vi(r)P(r)+ f dr a(r) I ds V„i(r,s)P(s) .

The results of this section can be used as a starting
point for new model calculations with realistic interac-
tions. In particular they should lead to additional clarifi-
cations in the discussion about the charge (in)dependence
of nuclear forces (cf., e.g., Refs. 15—17, 26, 27, 29—32, 34,
and 52).

VII. LOW-ENERGY PHENOMENA
IN TWO-DIMENSIONAL SYSTEMS

In this section we consider some further applications of
the results obtained in Secs. II and V, which lead to new
insights in some low-energy phenomena in two-
dimensional systems. One of our main motivations there-
by is to contribute to the discussion on spin-polarized
quantum systems such as atomic hydrogen for which it is
known that, at low temperatures, surface collisions are the
dominant relaxation mechanism. ' "'

The results in Secs. II and V, especially Eq. (2.9) for
y=0 and n=2 and Eq. (5.6) for n=2, completely solve
the controversy around the existence of two-dimensional
scattering parameters like scattering length and effective
range. It is generally believed that their introduction is
very difficult because of logarithmic effects. Some au-
thors even doubt their existence in the usual sense (see,
e.g. , Ref. 6), while others '" recently introduced related
parameters in an, in our opinion, unsatisfactory way since
the connection with the interactions in the system is either
lacking or incomplete.

"
In the case of hard-disk scattering, the low-energy

behavior of the two-dimensional phase shift 5HD is
T

cot5HD(k) =—ln
2 kdHD +O(k ), (7.1)

2

where PHD is the hard-disk diameter. So formally, the re-
sult (5.6) (n=2) for a general potential V can be obtained
by replacing the value of the hard-disk diameter in (7.1)
by

e.g., by Gibson on how to estimate the effect of more
general potentials in low-energy phenomena in two dimen-
sions, when knowing the hard-disk results. In three di-
mensions, the analogous rule of thumb is to replace the di-
ameter of the hard sphere by the scattering length for the
general potential: dHs~a. In this way we also under-
stand the formulas written down in Refs. 5 and 11. These
authors use exp( —1/a) as the analog of the three-
dimensional scattering length without giving a definition
from first principles in terms of V and F. As a conse-
quence, their definition is unnatural when compared to
other dimensions. [See foregoing sections, especially Eqs.
(2.9) and (5.6) for y =0 and n =2.]

The result (7.2) allows us to generalize immediately the
existing results for hard-disk systems such as, e.g., the
low-temperature expansion for the second virial coeffi-
cient of a two-dimensional quantum gas and its contribu-
tion to the specific heat in Ref. 6, the expression for the
ground-state energy per particle, the chemical potential,
and the condensate density of a system of hard-disk bo-
sons in Ref. 53, etc. to more general potentials such as the
Lennard- Jones.

In this respect we have made an independent calcula-
tion of the direct term, corresponding to Boltzmann
statistics, in the second virial coefficient b2, at low tem-
peratures for a general potential V. Following closely the
arguments of Ref. 6 (Sec. 3), taking into account the pos-
sibility of negative-energy bound states, we obtain on the
basis of the results in Secs. III and V,

pE — 1 2 —a [ln(n/2)+Ã]
1n(4~P) a [in(4~p)]2

(7.3)

where P= 1/k&T, E are the possible s-wave bound-state
energies and a is the scattering length for V. [Of course,
employing the rule (7.2), we recover the hard-disk result. ]

The next question we want to study is the possibility of
a Ramsauer-Townsend effect in surface collisions. This is
the phenomenon where the total cross section becomes
anomalously small as a function of energy. The deep
minimum usually occurs at low energy and arises because
of the fact that the most significant partial-wave contribu-
tion becomes zero (and the dip is not filled up by contri-
butions from higher partial waves). This is the s-wave
contribution for Boltzmann particles; for spin-polarized
fermions, such as He&- He&, this would be the p-wave
term. For recent discussions of this phenomenon in three
dimensions, we refer to Ref. 36 and the literature cited
therein.

So we have to investigate whether the n=2 total cross
section can become small at a particular nonzero, but
small value of the energy k . Starting from the following
formula for the n =2 total cross section o.

2 for Boltzmann
particles in s waves,

dHD~exp( —1/a), (7.2) cr2(k) = —sin 52(k),
4
k

(7.4)

with a the scattering length for V, defined by (2.9) with

y =0 and n =2. This solves an interesting question posed, we obtain, using Eq. (5.6) for n =2,
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o2(k)= —1+ — +—ln —+C' +0(k )
4 2 2 k 2

k ma m 2

2 —1

(7.5)

This result is new for general potentials and gives the
known hard-disk formula when applying (7.2). At this
point it is interesting to compare it with the low-energy
behavior for the cross section in all other dimensions.
Again, starting from the expression for s waves,

2 —2 a
k [ln(k/2)] a ln(k/2) o„(k)= (2m)", 4sin 5„(k),I (n/2) „) 1

n/2 kn —1

as k~O . (7.6) we get by employing Eq. (4.8) for n odd,

(7.7)

o (k) = (2m)" ' 1+ —[I (n/2)]2—I (n/2) „) 4 22 2
n/2 kn —] k

Pl —2
1

+ 0 (k4-. )
a

]2 —1

(7.8)

=[r(n/2)] 322—n~(n/2)+lkn —3a [1+0(k )] ask 0, n=3, 5, . . . . (7.9)

For n even we obtain by using Eq. (5.6),

Pl —2

o (k) (2~@-'
l l+ [1(n/2)] —— —+—ln —+4' +0(k ")I (n/2) i 4 22 2 1 2 k 4—n

2~n a m 2
L

2' —1

(7.10)

[1+0(k ink)] as k~O, n =4
=[I (n/2)] '2 "~'" '+'k" 'a''[1+0(k3)] k ()

(7.11)

These results agree with Ref. 54. Looking at the expres-
sions (7.9) and (7.11), we see that they stay valid when the
scattering length a becomes arbitrarily small. This im-
mediately implies that in that case the cross section has
the Ramsauer- Townsend minimum.

However, for n=2, Eq. (7.6) is no longer valid for k
small, but nonzero, and a~O. In the latter situation we
obtain from Eq. (7.5)
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Ha k
o (k) = 1+2a ln —+@+0(ak )

k 2

as a~0, k+0 . (7.12)

Unexpectedly, this behavior is similar to all other dimen-
sions, in spite of the presence of the logarithm in (7.5). It
then shows that also in the two dimensions a Ramsauer-
Townsend effect can occur in s waves.

For higher partial waves l in two dimensions, obtained
by replacing n=2 by n=2+ 21 in the formulas above,
one sees that the logarithmic effect is canceled by a factor
k [see Eqs. (5.6) and (7.10) for n =2+2l], so that, com-
pared with other dimensions, nothing special does occur.
As a consequence, one can expect that also here the effect
is less likely since the vanishing of the higher particle-
wave scattering length will occur at higher energies. In
that case the minimum in the cross section may eventual-
ly be filled up by contributions from higher partial
waves. It would certainly be interesting to look for these
two-dimensional effects in realistic systems.

APPENDIX A

In order to prove Eq. (2.8) we first state the precise con-
ditions on V:

for some 0&R'& 1 if n =2,

f drr
~
V(r)~+ f drr' e 'r'

~

V(r)~ &og

(A3)

for some R &0 if n & 3 . (A4)

If y=O,
R'

f drr ~lnr~ V(r)~+f drr (1+ lnr
~

)~ V(r)~ &~
for some 0&R'&1 if n =2, (Al)

f drr
~

V(r) ~+ f drr" '~ V(r)
~

& ~

for some R &0 if n & 3 . (A2)

If y&0,
R'

f drr ~lnr~~V(r) ~+ fdrr' e ',r'
~

V(r)
~

& ~
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If y&0,

R'

f «. I»rll~(r)l+ f",«."4I) (r)l &m

for some 0&R'&1 if n =2, (AS)

f «r
I
V(r) I+ f «r'"

I
~(r)

I & ~
for some R &0 if n & 3 . (A6)

Next we note the exI11icit expressions for the unperturbed
solutions F„' ' and 6„'.

~(n —j. )/2 y 0
F( )(y r) y(2 —n)/2p(n 1 )r 1/2I ((4yr)1/2) y & p

( —y)' "' I (n —1)r' J 2(( 4yr)' —), y&0, n &2

(A7)

—r / ln(r), y=p, n =2
(n —2) 'r' "' y=p, n &3

6(o)( r)n y = '
2y(n —2)/2[1 (n 1)] r(/2+ 2((4yr) 2), y & p, n &2

im( ——y)'" '/ [I (n —1)] 'r'/H„' ' (( 4yr)'/ ),—y&0, n &2

(A8)

where I (z) denotes the gamma function and J (z),H (z)[I (z),E~(z)] denote the (modified) Bessel functions of order
a. Following Refs. 21 and 22 we have the bounds

r'" "", y=p,-n&2
IF„' '(y r)

I
&C r' fr/(1+r)]' " ' e' r", y&0, n &2

r' [r/{1+r)]' " ', y &0, n &2
(A9)

lr'/21»(r)
I

y=o, n=2

e r' r' f Iln(r)
I
+1]/fl+r' [ Iln(r) I +1]j, y&0, n =2

6„' '(y, ) I
&C'', ,n y I r)/2[ ll«r) I+I]/Ii+r'"[

I
»«) 1+1]j, y &o, n =2

r1/4[r/'(1+. r)](5—2n)/4e (4rr)
y &—() n & 3

r' [r/(1+r)]' "', y &0, n &3 .

Iterating Eq. (2.2) observing conditions (A 1)—(A6) then immediately leads to

r'/ [ I
ln(r)

I +1], y=p, n =2
r'"-"~' y=O, n&3
e' r' r' [Iln(r) I+1]/[1+r' [ Iln(r) I+1]j, y&0, n =2

IF.(y r)
I

&C"'
r'/ [r/(1+r)]' " '/ e' r"' y&0, n &3
r'/ [ I

ln(r)
I +1]/I 1+r'/ [ I

ln(r)
I
+1]j, y &0, n =2

r 4[r/(1+r)]' " ' ", y&(), n &3

(Alp)

(Al 1)

(here C, C', and C" denote numerical constants depend-
ing on y and n). In precisely the same way one proves
that

I 6„(y,r) I
can be estimated in terms of the right-

hand side of (Alp). This finally proves Eq. (2.8).

APPENDI:X B

In this appendix we sketch how to prove the analyticity
of the expansions (4.7), (4.8), (S.S), and (S.6) with respect
to k around k =0. We first prove certain exponential
bounds on F„' '(y, k, r), F„(y,k, r), and 6 „' '(y, k, r), valid
uniformly in k EC for k small enough. Let V fulfill
conditions (3.2) or (3.3) and let P„(y,k, r) be a regular or

I

irregular solution of

d (n —1){n—3) ~ ( ) k2 ~(k2
4r r

r&0, k CC, yam, n=234, . . . (Bl)

which is entire with respect to k . Next we introduce
2

p„(y,k', r) =~o
I
P.(y, k', r)

I
'+~o ' „P„(y,k', r)

r&Ro&0 k EC,
I
k

I
&)('o )~o&0 (82)

and note that p„ is strictly positive since P„(y,k, r) and
(d/dr)P„(y, k, r) cannot vanish simultaneously. From
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T

p„(y,k, r)= co+co ' + +V(r) 2Re P„(y,k, r) P„"(y,k, r)n» 0 4r 2 r

—x.p '2Re k P„(y,k, r) P„'(y,k, r)5 (83)

one infers

p„(y,k, r) & 2Kp+Icp
(n —1)(n —3)

I y I+ +1«r) IPf 4r r

2KO+ Ko
(n —1)(n —3)

I y I+ + I
V(r)

I4r r

This implies the bound

p„(y,k, r) . (84)

p„(y,k, r)&p„(y,k,Rp)exp 2ap(r —Rp)+4 'ao (n —1)(n —3)(Ro ' r')—
+~p '

I y Iln(r/Ro)+ f„dr'I V(r')
I

Since p„(y,k,Rp) is uniformly bounded with respect to k if
I

k
I

&tcp, one finally obtains

p„(y,k, r) &const(KQ, Rp)exp[2Ko(r —Rp)+Ko '
I y I

ln(r/Ro)], yER,
I
k

I
&Kp, r &Ro, n =2,3,4, . . . .

Similarly, introducing
2 2

(y k r)=p (y k r)+Kg P„(y,k, r) +op P„(y,k,r), r &Rp & 0, k'eC
I

k'
I

&&o ~o&0k' Bk'Br

one obtains

(BS)

(86)

r

o„(y,k, r) & 3Kp+Kp
(n —1)(n —3)

I y I+ -+
I
V(r)Ir 4r r o„(y,k, r) . (88)

This implies

o'„(y,k, r) &const(ao, Rp)exp[3ao(r —Ro)+zo '
I y I

ln(r/Rp)], y&R, I
k

I &ap, r &Rp, n =2,3,4, . . . . (89)

It remains to show that integrals of the type

dr F„' '(y, k, r) V(r)F„(y,k,r),
0

f„dr G '„'(y,k, r) V(r)F„(y,k, r)
(810)

2
F~p~(y, r)=r+y +0(y ), as y 0, yER

2

G'+(y, r) =1+yr [In(yr)+2& —1]+0(y'»(y»

(Cl)

energy expansions. From Eqs. (A7) and (A8) we get for
Pl =3,

are analytic with respect to k in an open neighborhood
of k =0 [since

I
F„' '(y, k, r)F„(y,k, r)

I
and

G '„'(y,k, r)F„(y,k, r)
I

are uniformly bounded if
k

I
& b/2, 0 & r &Rp, integrals over compact intervals in

r are obviously analytic around k =0 by Lebesgue-
dominated convergence theorem]. This is realized by not-

ing that the bound (89) proves by the Lebesgue-dominated
convergence theorem and conditions (3.2) and (3.3) on V,
that both integrals in (810) are (continuously) complex
differentiable with respect to k around k =0.

APPENDIX C

We sketch a derivation of the expansions (6.S)—(6.7)
and (6.16)—(6.20), valid in three dimensions. (We omit
the index 3 in what follows. ) We start with the zero-

as y~0, y&0. (C2)

Using this, one directly obtains the expansions (6.S)—(6.7)
by iterating the integral equations

F,'p'(y, r)=F'p'(y, r) —y f dr'g' '(y, r, r')(r')

&& [P,(r') —1]F,' (y, r'), (C3)

g,' '(y, r)=g' '(y, r)+y f dr'g' '(y, r, r')(r')

X[/, (r') —1]G,' '(y, r') . (C4)

For completeness we also note the integral equation for
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r
F, (y, r) =F,' '(y, r) — dr'g, ' '(y, r, r') V(r')

XF,(y, r'),

where

(C5)

g(o)(y r r ) [f( )(y)]—1[6(o)(y r)F(o)(y r )

—6,'"(y, r )F,"'(y, r)] . (C6)

Now we turn to k&0. By iterating the integral equa-
tion for F,' ' below, one obtains

sin(kr) "d, sin[k(r' —r)]
kr'

sin(kr) cos(kr)—y [ln(2kr) —ci(2kr)+Ã]+y [si(2kr)+m/2]+O(y2), y&R, k &0.sin(kr)
2k 2k

(C7)

For the expansion of 6,' ' we proceed differently. Using definition (3.7) for n =3 and the explicit series representation of
U(a;P;z), one obtains

G' '(y, k, r)=e '""+y ln(2ikr) yre —'"' g (2ikr)t'+O(y )
sin(kr) . ;k, 4'(p+2)

k o 1(p+2)
—ikr —lkr

=e 'k"+iy ln(2ikr)—+y %(1)—y(2ik) r ' W (~2.o(2ikr)+O(y )
2ik

—ikr ikr
=e +r—y [ln(2ikr)+g ]+y [ci(2kr) —isi(2kr)]+O(y ) yam, k &0

2ik 2ik
(C8)

(C10)

where

where Wa. tt(z) denotes the Whittaker function and pages 1063 and 929 of Ref. 50 have been used in the second and
third steps, respectively.

Equations (C7) and (C8) together with

F,' '(y, k, r)=F' '(y, k, r) y f dr'g—' '(y, k, r, r')(r') '[P, (r') 1]F,' '(y, k—,r'), (C9)

G, (y, k, r)=6( )(y, k, r)+y f dr'g( )(y, k, r, r')(r') '[P, (r') —1]6, '(y, k, r')

then immediately yield expansions (6.16)—(6.19). We finally note the integral equation for F„
F, (y, k, r) =F, (y, k, r) — dr'g, (y, k, r, r') V(r')F, (y, k, r'), (Cl 1)

g,
' '{y,k, r, r')=[M,' '{y,k)] '[6,' '(y, k, r)F,' '(y, k, r') —6,' '(y, k, r')F,' '(y, k, r)] . (C12)

*Onderzoeksleider Nationaal Fonds voor Wetenschappelijk On-

derszoek, Belgium.
On leave of absence from Institut fiir Theoretische Physik,

Universitat Graz, A-8010 Graz, Austria.
S. H. Patil, Phys. Rev. A 25, 2467 (1982).
A. Lagendijk, Phys. Rev. B 25, 2054 (1982).
W. Hoogeveen and J. A. Tjon, Physica (Utrecht) 115A, 101

(1982).
4M. Murata, J. Funct. Anal. 49, 10 (1982).
5Yu. Kagan, G. V. Shlyapnikov, I. A. Vartanyants, and N. A.

Glukhov, Zh. Eksp. Teor. Fiz. Pis'ma 35, 386 (1982) [JETP
Lett. 35, 477 (1982)].

W. G. Gibson, Mol. Phys. 49, 103 (1983).
7R. G. Newton, J. Operator Theory 10, 119 (1983).
H. Holden, University of Bielefeld Zif Report, 1984 (unpublish-

ed).
9D. Bolle, C. Danneels, and T. A. Osborn, in I'ew-body Problems

in Physics. Vol. II, edited by B. Zeitnitz (Elsevier, Amster-

dam, 1984), p. 349.
~0M. Cheney, J. Math. Phys. 25, 1449 (1984)-

B. J. Verhaar, J. van den Eynde, M. A. J. Voermans, and M.
M. J. Schaffrath, J. Phys. A 17, 595 (1984).
M. W. Cole, D. R. Frankl, and D. L. Goodstein, Rev. Mod.
Phys. 53, 199 (1981).

I. F. Silvera and J. T. M. Walraven, Phys. Rev. Lett. 44, 164
(1980); 45, 268 (1980). For a recent review see I. F. Silvera,
Helv. Phys. Acta 56, 3 (1983).
J. P. H. W. van den Eynde, C. J. Reuver, and B. J. Verhaar,
Phys. Rev. B 28, 6309 (1983) and references therein.

~5G. F. Chew and M. L. Goldberger, Phys. Rev. 75, 1637
(1949).
J. D. Jackson and J. M. Blatt, Rev. Mod. Phys. 22, 77 (1950).
J. Schwinger, Phys. Rev. 78, 135 (1950).
M. L. Goldberger and K. M. Watson, Collision Theory (Wiley,
New York, 1964).

(9C. J. Joachain, Quantum Collision Theory (North-Holland,
Amsterdam, 1975).

zcR. G. Newton, Scattering Theory of Waues and Particles
(Springer, New York, 1982), 2nd ed.
F. Gesztesy, W. Plessas, and B. Thaller, J. Phys. A 13, 2654
(1980).
F. Gesztesy and B.Thaller, J. Phys. A 14, 639 (1981).
E. Lambert, Helv. Phys. Acta 42, 667 (1968).
B.Simon, Ann. Phys. (N.Y.) 97, 279 (1976).
S. Albeverio, D. Bolle, F. Gesztesy, R. H@egh-Krohn, and L.
Streit, Ann. Phys. (N.Y.) 148, 308 (1983).
S. Albeverio, F. Gesztesy, R. Hgegh-Krohn, and L. Streit,
Ann. Inst. Henri Poincare A 38, 263 (1983).



30 SCATTERING OBSERVABLES IN ARBITRARY DIMENSION n & 2 1293

V. D. Mur, A. E. Kudryavtsev, and V. S. Popov, J. Nucl.
Phys. 37, 1417 (1983) (in Russian).
R. O. Barrachina and C. R. Garibotti, Lett. Nuovo Cimento
36, 583 (1983}.
J. L. Friar, B. F. Gibson, and G. L. Payne, Phys. Rev. C 28,
983 (1983).
J. W. de Maag, L. P. Kok, and H. van Haeringen, J. Math.
Phys. (to be published).
S. Albeverio, L. S. Ferreira, F. Gesztesy, R. H@egh-Krohn,

and L. Streit, Phys. Rev. C 29, 680 (1984).
T. E. O. Ericson and G. A. Miller, Phys. Lett. 132B, 32
(1983).
O. Dumbrajs, A. M. Green, and J. A. Niskanen, Nucl. Phys.
A (to be published).
A. M. Badalyan, L. P. Kok, M. I. Polikarpov, and Yu. A.
Simonov, Phys. Rep. 82, 31 (1982).
D. Bolle and F. Gesztesy, Phys. Rev. Lett. 52, 1469 (1984).
T. K. Lim and S. Y. Larsen, J. Chem. Phys. 74, 4997 (1981).
D. Bolle, F. Gesztesy, and W. Schweiger, University of
Bielefeld Zif Report, 1984 (unpublished).
F. Gesztesy, G. Karner, and L. Streit, University of Bielefeld
Zif Report, 1984 (unpublished).

39M. Ahramowitz and I. A. Stegun, Handbook of Mathematical

Functions (Dover, New York, 1972).

~H. Poincare, Acta Math. 4, 201 (1884).
4 J. G. Beckerly, Phys. Rev. 67, 11 (1945).
4 M. H. Hull and G. Breit, Coulomb 8'ave Functions, in Hand-

buch der Physik, Vol. XLI/1, edited by S. Flugge (Springer,
Berlin, 1959), p. 408.

4 H. Cornille and A. Martin, Nuovo Cimento 26, 298 (1962).
44J. Hamilton, I. Qverbo, and B. Tromborg, Nucl. Phys. B 60,

443 (1973).
45H. Almstrom, Nuovo Cimento 40, 125 (1968).

O. Hinckelmann and L. Spruch, Phys. Rev. A 3, 642 (1971).
47H. van Haeringen and L. P. Kok, Phys. Rev. A 26, 1218

(1982).
H. van Haeringen and L. P. Kok, University of Groningen
Report No. 144, 1979 (unpublished).
J. Frohlich, L. Streit, H. Zankel, and H. Zingl, J. Phys. G 6,
841 (1980)~

soi. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series
and Products (Academic, New York, 1965).

stM. Reed and B. Simon, Methods of Modern Mathematics
Physics III, Scattering Theory (Academic, New York, 1979).

52P. U. Sauer and H. Walliser, J. Phys. G 3, 1513 (1977).
53M. Schick, Phys. Rev. A 3, 1067 (1971).
54V. Enss and B. Simon, Commun. Math. Phys. 76, 177 (1980).


