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We present the classical and the quantum-mechanical descriptions of surface-state electrons
which are perturbed by a periodic force F(t)=e€ Y, 8(¢t —T). The numerical results are supported
by analytical estimates which indicate that the stochastic behavior which characterizes the classical
treatment, and which is manifested by the energy diffusion and ionization rates, is suppressed in the

quantum-mechanical treatment.

I. INTRODUCTION

The quantum-mechanical description of classically
chaotic systems is a subject which has attracted much at-
tention recently. In particular, the study of certain
periodically perturbed one-dimensional systems (e.g., the
kicked quantum rotor) demonstrate both analytically and
numerically that classical stochasticity is suppressed in
the quantum-mechanical description.!~> These pioneer-
ing studies open two important questions.

(a) Is the quantum suppression of classical stochasticity
a general feature and, if not, what are the conditions for
its emergence?

(b) Can one construct a semiclassical approximation
which bridges between the quantum description and its
classical limit, and enables the understanding of the form-
er in terms of the corresponding classical concepts?

In an attempt to shed more light on these problems,
Jensen® proposed to study experimentally the effect of an
rf electric field on surface-state electrons (SSE). Jensen’s
investigations of the Newtonian dynamics showed that
chaotic behavior can be triggered by the external field.
Moreover, the system is accessible to experimentation
with present-day techniques and it is microscopic so that
the emergence of quantum effects can be subject to experi-
mental tests. Before carrying on with the discussion, a
short review of the SSE is in order.

Surface-state electrons are electrons which bind to a
liquid-helium surface by the induced electrostatic polari-
zation. Grimes’ and his collaborators studied these elec-
trons under various conditions and showed that the effec-
tive binding potential depends exclusively on the vertical
distance x. To a good approximation it takes the form
Vese(x)=Ze?/x, where Ze is the induced image charge.
Because of the exclusion principle the liquid-He surface
acts as an infinite repulsive wall.

An important feature of the SSE is that the external
field may impart sufficient energy so that the electrons
might become unbounded and separate (ionize) from the
surface. Jensen showed that the dependence of the ioniza-
tion efficiency on the field strength gives a direct indica-
tion of the onset of stochasticity.

In the present paper we study both classically and
quantum mechanically the behavior of periodically per-
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turbed SSE. Instead of studying the effect of a mono-
chromatic rf field on the SSE we perturb them by a sharp,
periodic 8(¢) field. This enables us to solve both the clas-
sical and the quantum-mechanical problems and interpret
the corresponding numerical results in terms of simple
analytical estimates.

This study is motivated not only because of its
relevance to a realistic system. Till now, most of the
available information concerning the quantal treatment of
classically stochastic dynamics came from the discussion
of periodically kicked systems which are sufficiently dif-
ferent from the SSE to render its theoretical discussion in-
teresting in its own right. (a) The spectrum of the unper-
turbed SSE has a continuum which is coupled to the
discrete part of the spectrum by the periodic perturbation.
To the best of our knowledge, the role of the continuum
was never discussed in the present context. (b) The
discrete spectrum of the SSE is of the type E, ~ —R /n>.
Unlike the commonly studied systems with E, «<n or
E, «n?, the SSE spectrum has an accumulation point
when n— 0, and the frequencies (E, —E, _;)/# do not
degenerate to one basic frequency and its harmonics. (c)
The perturbation we apply corresponds to a spatially
linear potential (constant field perpendicular to the
liquid-He surface). The matrix elements in the SSE case
increase as n? while in the standard cases the interaction
is bounded.

The main goal of the present paper is to present a de-
tailed comparison between the classical and the quantal
description of the periodically perturbed SSE. Special em-
phasis will be given to those features which manifest or
probe the classical stochasticity such as the diffusive na-
ture of the energy gain and the ionization process.®

In Sec. II we shall describe the model Hamiltonian
which will be solved classically in Sec. III and quantum
mechanically in Sec. IV. The comparison between the
two pictures and the summary will be given in Sec. V.

II. THE MODEL

As was mentioned in the Introduction, the SSE are ade-
quately described in terms of an approximate Hamiltonian
P> Ze?

, x>0 (2.1)
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where x is the vertical distance from the wall and P is the
conjugate momentum. It is supplemented with a perfect-
elastic-reflection condition at x=0. We perturb the SSE
by a periodic electric field which adds to the Hamiltonian
a term

V(x,t)=—eex ¥ 8(t —kT) . 2.2)
k
It is convenient to introduce the dimensionless Carte-
sian coordinate ¢ and momentum p,
g=ax/2, p=2P/%a, (2.3)
where a =2mZe?/#?. The Hamiltonian becomes

H=Hy+ V(g

=R |(p*—2/9)—Bq 3,8t —7k) | , (2.4)
k

where we introduced the effective Rydberg constant
R =m(Ze*} /21 =#a’/8m

and
B=2ee/%a .

Time is measured in units of #/R, and 7=TR /#.

Between kicks it is more appropriate to discuss the evo-
lution in terms of the action angle variables (n,0). The
canonical transformation which defines (#,0) in terms of

(p,q) is

) —-172
2
n=|=—p , (2.5a)
q
2[n—gsin(29)], p>0
O0=F(n)= - (2.5b)
27 —2[n—7sin(29)], p <0
where
n=arcsin(q /2n2)1/% .
One can easily check that the Jacobian matrix
3(pq) —p/n —n’/q?
a(n,0) |29/n np |’
(2.6
d(p,q) 2
det | =L | —p2 | = _p2 1.
€ a(n,0) q P

It should be pointed out that the above relations are valid
only for the bounded motion, Hy <0. In the (n,60) repre-
sentation

H=R (2.7

—1/n%*—2Bn%in’n Y, 8(t —kT)
k

and 7) is obtained from 6 by inverting equation (2.5b).

The system is completely defined once the initial condi-
tions are specified. For the quantum-mechanical treat-
ment we shall assume that the initial wave function is an
eigenstate of H with a principal quantum number n,,

Ho|no)=—(R/n3)|ng) . (2.8)

The classical analog is a phase-space distribution func-
tion

o(n,0)=(1/2m)8(n —ny) . (2.9)

In the following sections we shall discuss separately the
classical and the quantum-mechanical equations of
motion and compare their predictions about the evolution
of the perturbed SSE system.

III. CLASSICAL DYNAMICS

The classical equations of motion derived from the
model Hamiltonian discussed in Sec. II define a discrete,
area-preserving mapping of phase space onto itself.
Denoting by (n,0;) the phase-space point just before the
kth kick, we shall present the mapping which gives
(ng 41,0k +1) in terms of (ng,6).

The potential term in (2.7) depends on both 6 and n.
Since n is discontinuous at the kick, it is difficult to con-
struct the dynamical mapping based on this form of the
Hamiltonian. This problem can be naturally solved by
canonically transforming to the Cartesian (p,q) represen-
tation where the potential is linear in g and is independent
of p. Thus the map will be constituted of a few steps in
which canonical transformations are interwoven with
dynamical mappings.

Step 1. Canonical transformation from (ng,0;) to
(Pr>qi):

1
Dk e cot(n)

gr =2nksin®(ny) , (3.1
Me=F~16k) ,

and F~!is the inverse of F defined in (2.5).
Step 2. The equations of motion in the (p,q) represen-
tation yield the phase-space point just after the kick

(Pr>qr ):
Pr=pr+B,
=4k » (3.2)
Ex =P x—2/Gi=Er+2pB+B ,

where E is the energy in units of R. _
Step 3. Canonical transformation of (P,gx) to (7,0 ):

Be=2/G—P )" 2P=(—E)~'?,

~ (3.3)
O =F (W) ,
where
7 =arcsin(gy /27 )12 .
Step 4. Free propagation between the kicks:

nk-{-]:ﬁk )

O +1=[0x + (7 )r] (mod 27) (3.4)

1 aHO 3
o(n)= R on =2/n".
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This completes the definition of the classical mapping.
Since each of the four steps is area preserving, so is their
product, and

a(”k+1,9k+1)

=1.
o(ny,6x)

det

The classical mapping can be repeated as long as the
trajectory remains bounded, with E; <O in step 2 [Eq.
(3.2)]. Positive energies can be reached if (a) the energy E
is so close to the ionization threshold that the mean ener-
gy gain per step B? exceeds | Ej |. Since the momentum
p can point at either direction with the same probability,
ionization will occur with a 50% chance. (b) Because of
the singular nature of the potential, when ¢—0, p
diverges like ¢ !/ so that the term 2p;8 may become
large and positive. For 8 <<1/n, this will happen when
q/2n?<4(Bn)* or, in terms of the angle variable,
0 <32/3(Bn). Thus, if the initial n value satisfies

noB<<1 (3.5)

the direct ionization mechanism, discussed under (b)
above, becomes very unlikely and the bounded motion can
be studied during a long time interval. Eventually, a large
value of n; will be reached so that ionization may occur
with higher probability. Under these conditions the ioni-
zation can serve as a probe to study the bounded motion.

The classical description of the SSE dynamics is ob-
tained by applying the mapping discussed above to an en-
semble of phase-space points which is initially given by
(2.9). Whenever a trajectory ionizes, it is removed from
the ensemble.

In most of the numerical studies we chose ny=10 or
thereabouts. This choice was made because of our special
interest in the semiclassical regime where the quantum
numbers are large and the correspondence between the
quantum and the classical pictures is expected to be clear-
er. This choice of n dictates the range of variations for
the other parameters. 8 must be of the order of 10~2 so
that (3.5) is satisfied. In order to study the onset of sto-
chasticity we must have w(nq)7> 27 hence 7~ 10°. Typi-
cally 100—500 phase-space points (trajectories) were used
to represent the classical distribution function. Statistical
errors of the order of 7% are therefore expected in any
quantity which is calculated as an ensemble average. The
following properties characterize the classical dynamics.

A. The stability matrix and the Lyapunov exponent

The one-step stability matrix 9(ng 1,0y ,1)/3(ny,6;)
(Jacobian) is constructed by following the steps 1—4. Its
determinant is unity and its trace can be written as

O(ng 41,0k +1)
S:T S —
1T 00 |7
1 1 22 67
=—— [V+ = [(1+V*+niB)+—niBv,  (3.6)
2v V2 ) 9k

where v=ny/n; ., and gqr=gq(n;,0;). As long as

| | <2, the eigenvalues of the stability matrix are uni-
modular, which implies that the trajectory is locally regu-
lar. When | S | >2, one of the eigenvalues, A, exceeds 1
in absolute magnitude and the trajectory is locally un-
stable. The local Lyapunov exponent is defined as

Lp(nk,ek)=ln|7»+(nk,9k)| . (3.7

For systems with >0 (the field pushes the electron
away from the He surface), the expression (3.6) for S is
larger than 2 for all values of the parameters. Thus the
local Lyapunov exponent is always positive which implies
that the classical motion of the SSE subject to such a
periodic field is always mixing. A typical trajectory is
shown in Fig. 1(a), where the points in the (n,0) plane
represent values assumed by a single trajectory. Once the
trajectory reaches higher values of n, the motion becomes
less and less chaotic. Ionization finally takes place after a
succession of steps, which on the scale of the plot seem to
be completely regular. This can be explained by recalling
that the chaotic nature of the mapping is due to the
“stretching and folding” mechanism which is embodied in
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FIG. 1. Classical trajectories (a) B= + 0.005 chaotic trajecto-
ry leading to ionization; (b) B= —0.005, chaotic trajectory; (c)
B=—0.005, stable periodic trajectory. A fix point (period three)
of the classical mapping is marked by X.
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Eq. (3.4). Its effectiveness decreases rapidly as r in-
creases. An alternative viewpoint can be obtained by con-
sidering the dependence of A, on n and 6. As long as
ny < 1/B, and for almost all values of 6y,

n
K+51+J—(6TB)1/2 .
9k

Hence
(L,)=(67B{n"2))""%, (3.8)

where the angular brackets denote an ensemble average.
The mean Lyapunov exponent approaches zero as n in-
creases, which is responsible for the apparently regular
motion of the system for large n values.

In Fig. 2(a) we show the distribution of A (ng,0;)
values for a given trajectory. A is largest near the points
6=0,2r which reflect the singular behavior of the
Coulomb potential. Note that A, always exceeds the
value 1. The relation (3.8) was confirmed numerically as
shown in Fig. 3.

The situation is quite different when B <O (the field
pushes the electron towards the liquid-He surface). Here,
for any given value of the parameters B and 7, phase space
is divided into two distinct regions. One region corre-
sponds to positive local Lyapunov exponents where the
motion is locally mixing. This re§ion extends over the en-
tire  range for n <(37|B| /8)!/2. [This estimate is de-
rived by checking when the point (n, 6=) becomes lo-
cally unstable.] For larger n values the stochastic region
reduces to strips near 6=0,27, which become narrower
with increasing n. In the complementary region, the
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FIG. 2. Distribution of A, (n;6) for two typical chaotic tra-
jectories. (a) 8> 0, (b) B<O.
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FIG. 3. Dependence of the mean Lyapunov exponent on {n )
and B, checking the estimate (3.8).

motion is stable with |A(n,0)| =1. Two typical trajec-
tories with B <0 are shown in Figs. 1(b) and 1(c). Figure
1(c) displays a stable periodic orbit. It is confined to the
region where |A,(n,0)| =1. Figure 1(b) presents a sto-
chastic trajectory which differs from the previous trajec-
tory by a slight shift in the initial value. The diffusion of
points is not strong enough to mask the underlying regu-
lar patterns. The distribution of A values corresponding
to the latter trajectory is displayed in Fig. 2(b). The slight
overlap of this trajectory with the region in phase space
where A > 1 introduces the stochastic nature of this or-
bit.

We have also calculated the N step stability matrix
d(ny,0x)/0(ng,0) and evaluated the ensemble-averaged
value of its larger eigenvalue. This did not differ signifi-
cantly from the product of the local (A ) values.

The distribution of A values within the ensemble was
studied. For cases with 8> O the distribution is quite nar-
row and peaks around the mean value. For 8<0, two
peaks usually occur—one corresponds to the regular tra-
jectories with | A, | =1, while the other comes from the
stochastic trajectories and is similar to the peak observed
for B> 0.

B. Energy diffusion

One of the features which characterize the onset of sto-
chasticity in periodically perturbed systems is that the en-
ergy gain is diffusive, that is, the second moment of the
energy distribution increases linearly with time. In the
present case

(Ey)=Eo+NB=—ng?+Np?,

(AEP=((E} —{(ENx)®)
N -1

=4BZ< > (pk)2>z—432<n”2)N 3.9
k=0
which can be easily obtained from (3.2) by assuming
(pr)=0 and {pip;) =8 {(n~2). These relations are ex-
pected for stochastic systems and should be satisfied



1044
: T T ro000
AE
2| 4 A& DM B
D (<n>)
en>=55
- -t -
15X10% i
A
1 1
0 ns 20 a S<n>=8
L.oxio™® B . -
AE <n> =1l
VN "
<n>=15
0.5x10°3 B
1 | |
0.002 0004 0.006
B

FIG. 4. Dependence of the diffusion coefficient for the ener-
gy distribution on B and {n ), checking the estimate (3.9).

whenever 3> 0. The relation (3.9) was tested numerically
under various conditions. The linear dependence of the
second moment on N is well reproduced over large time
intervals (for B~1073, ny=10, and 7~ 103, typical values
for N range from 10° to 10*). Averaging over statistical
fluctuations, we check the dependence of the diffusion
coefficient AE/V'N on 8 and {n~2). The good agree-
ment between the numerical results and the estimate (3.9)
is displayed in Fig. 4. Note that the expression (3.9) is in-
dependent of 7. We checked this numerically by varying
between 7=500 and 10000. The diffusion coefficient is
indeed independent of = within the statistical error. When
7=100 or less the mixing properties are too weak to man-
ifest themselves within 1000 kicks, and on this time scale
the assumptions which underlie the derivation of (3.9) are
not valid. Calculating higher moments of the energy dis-
tribution we found that the energy distribution is not
Gaussian.

As was explained in the preceeding section, systems
with 3 <0 accommodate both periodic and stochastic tra-
jectories. The former do not gain energy on the average
and therefore the details of the energy distribution depend
strongly on the relative weight of the two types of trajec-
tories in the ensemble.

C. Ionization rates

As was discussed above, we consider a trajectory as be-
ing ionized and removed from the phase-point ensemble
once its energy becomes positive. Owing to the long-range
nature of the binding Coulomb potential and the constan-
cy of the force in space, an electron with positive energy
may be trapped back. This is quite unlikely, especially
when >0 so that the external field pushes the electron
away from the He surface. Since most of the discussion
of ionization rates will concentrate on systems with >0
we adopt the above definition of ionization.

In order to define the ionization rates, we consider the
fraction of trajectories which remain bound after N kicks
and denote it by Pgz(N). Some examples of this function
are shown in Fig. 5. The depletion due to ionization is
not quite exponential but the mean ionization rate can be
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characterized by

== ¥ 4N (3.10)

Calculated at the point where Pz(N) assumes a certain
prescribed value, e.g., when Pp(N)=+. We shall estimate
I, in two ways which differ in the mechanism assumed to
induce the ionization process.

(i) Diffusive ionization. The stochastic nature of the
system implies that energy is gained via a diffusive pro-
cess so that the energy distribution after the Nth kick may
be approximated as

f(E,N)= g([E —(E(N))]/AE(N)), (3.11)

1
AE(N)
where AE(N) is defined in (3.9), and g(x) is yet an un-
specified function normalized by requiring | g(x)dx=1.
We approximate Pg(N) by

0 —{E(N))/AE(N)
Py(N)= [__dEf(EN)= [ dxg(x) .
Using this expression in (3.10), at the point where
Pg(N)= —;— and to lowest order in 3, we obtain

Ir=KpB*/{E)Y=KB*/{n"?),

where the proportionality coefficient K depends on the
detailed form of g (x).

(ii) Direct ionization. We have shown above that the
singular nature of the binding Coulomb potential is re-
sponsible for direct ionization for any SSE whose distance
from the liquid surface is less than g;,, =8n%8n)>. This
value of g can be also expressed in terms of a limiting an-
gle 0,,,. If the system displays stochastic features, the an-
gle 6 is evenly distributed on the interval [0,27] and,
therefore, the ionization probability per step will read

(3.12)

Ip =06,,,/2m=(32/6m)3(n3) . (3.13)
We see that the two mechanisms predict a different
dependence of I on 3.

Our numerical investigations support the assumption
that ionization is due to a diffusive energy gain. This is
demonstrated in the inset in Fig. 5. The fact that the dif-
fusion coefficient is independent of 7 is responsible for the
observation that Iy are also independent of 7.

When (<0, the stable periodic orbits never ionize,
whereas the stochastic trajectories follow much the same
route to ionization as discussed for the B>0 case. We
find that the probability of the SSE to remain bound in
the limit of large N is equal to the fraction of periodic or-
bits in the ensemble.’

The classical description of the SSE system can be sum-
marized in the following way. Whenever the condition
(3.5) is fulfilled, the “lifetime” of the bound SSE against
ionization is very large [of the order of (n,8)~2], and the
ionization process can be used to probe the mechanism
with which energy is transmitted to the SSE. The simple
analytical estimates which are supported by detailed nu-
merical studies show that, within the life span of the sys-
tem, the stochastic features dominate. This was establish-
ed by considering the Lyapunov exponent, the energy dis-
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values of 3. Inset checks the classical result (4.12). A quantum
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tribution, and, finally, the ionization rates.

We have also shown that the stochastic features of the
system are less apparent when the mean energy increases.
This behavior contrasts with that observed for other
periodically perturbed systems such as, e.g., the periodi-
cally kicked rotor.

IV. QUANTUM MECHANICS

The quantum-mechanical analog of the classical Hamil-
tonian is obtained by a straightforward quantization of
H, and V(x,t) of Egs. (2.1) and (2.2). The eigenstates of
H and the corresponding spectrum are determined by the
boundary condition that the wave function must vanish at
x=0. The bound states are completely specified by the
principal quantum number n, which is the quantum ana-
log of the classical action variable defined in Sec. II. The
continuum states are specified by the wave number X.
The corresponding wave functions are

(x |n)=1,(x)
172
a ax |, |ex
e tefel
X exp —%1"—] n=12,... 4.1)
EN=—R/n2,
5 17
(x | X)=(x)= ;‘ Fy(n,Xx) , 4.2)
_#
EX_ZmX ’

where L\" is the Laguerre polynomial and Fy(n,Xx) is
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the regular Coulomb function and 7= —a/2X. The nor-
malization is chosen such that

(n|n'y=8um (X|X')Y=8(X—X'), {(n|X)=0.
(4.3)

The quantum-mechanical propagation of the SSE under
the periodic potential can be easily expressed as a discrete
norm-preserving mapping of the Hilbert space onto itself.
Denoting by | ¥ ) the wave function just before the kth
kick, it is related to | Wi 1) by

| Wiy 1y =e Moo=V @ Y= =W W) . (4.4)

As before, H is the Hamiltonian (2.1) measured in units
of R and V(x)=—PBax/2. Equation (4.4) defines the
Hermitian operator W in terms of which the one-step
propagator will be discussed in the sequel.

In line with the classical description, we shall consider
only such cases where ionization is weak enough to con-
sider it a small perturbation of the bounded motion. This
allows us to develop the quantum picture by successive
approximations which differ as a result of the order in
which the effects of the continuum are considered.

A. Complete exclusion
of continuum effects

The description of the bounded motion is obtained by
replacing the mapping (4.4) by

l \Pk-}»l > =e —iTHoe —iPV(x)P l \Pk ) , (4.5)

where P= Y, |n){n | is the projector on the subspace
spanned by the bound states of H,. Since PVP is a Her-
mitian operator the mapping (4.5) is norm preserving.

Analytical expressions for the matrix elements of V are
given in the Appendix. In practice, the basis set is trun-
cated and the finite matrix V is numerically exponentiat-
ed. Typically, we included approximately 100 states in
the basis. In all cases the basis set was large enough to
guarantee that the results are insensitive to a further in-
crease in its size.

In almost all the calculations reported here we chose
the initial state to be the ny=10 state. This was motivat-
ed by our interest in the correspondence between the clas-
sical and the quantum pictures which is expected to be-
come more apparent when the quantum numbers are
large.

Iterating the map (4.5) we calculated the expectation
values of H, and H3 as a function of the kick number N
for various values of the parameters B, 7, and ny. In con-
trast with the classical results, the second moment of the
energy distribution remains bounded. The rate of the ini-
tial increase of the width, as well as the maximum value
reached, are very sensitive to the strength and the period
of the external force.

Similar suppression of the energy diffusion was ob-
served in the quantum-mechanical treatment of the
periodically kicked rotor.*> In the latter case the quan-
tum results. were explained by showing the formal similar-
ity between the rotor problem and the Anderson localiza-
tion in one dimension. For the periodically kicked SSE
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the analogous Anderson problem does not correspond to
any physically interesting solid-state problem and there-
fore was never studied. In spite of this, the theoretical
tools which were devised to study the quantum rotor will
be used below for the interpretation of the SSE results.

The natural framework for the discussion of the quan-
tum mapping is the quasienergy representation. In the
present case this can be introduced by considering the
eigenstates |a) and the corresponding eigenvalues w, of
the Hermitian operator W defined in Eq. (4.4). It can be
easily shown that

1Wy)=Se a|ny) |a) 4.6)
a

and therefore the wave function is completely determined

by the expansion coefficients (a|ny). Moreover, the

probability amplitudes

Py(ng)=|{a|¥y)|*=|{a|ng)|?

are independent of N and represent the distribution of the
initial state | no) among the quasienergy eigenstates.

Following Grempel et al.,” we explain the calculated
behavior of the quantum-mechanical energy distribution
by examining the degree of localization of the expansion
coefficients {a|ny). When only a few quasienergy states
take part in the development of the wave function | Wy ),
all observables will be bound since (n | ¥y ) will be quasi-
periodic.

A convenient measure for the degree of localization is
the width function

A(ng)=exp [— 3, Py(no)lnPy(ng) | .

4.7

(4.8)

This function tends to unity if the P,(n,) are completely
localized on one state, and it takes the value A if the
P,(ny) are uniformly distributed over A states. The
width function is displayed in Fig. 6 for a few values of
the parameters (5,7). At low ng values A(ng)=1 which
implies that |ny) is localized on one eigenstate of W.
An abrupt change in the localization patterns occurs at
some ng=n.(S3,7), beyond which A(n,) increases rapid-
ly till it approaches the width function which was calcu-
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o [B:=-0002 =0
20k o B=-0.002 =50 d
+ B=-0002 *=1000
a [:=+0002 r=1000 e it
100 Basis stotes kil
10 o .
A(n)=exp [~ Ep(n) inp(n) e ¥
n-tw[ Zginl Inpan] b o
A(n) e o, &
. . o
5_ o a + =1
o +
o +
o A+
+
2r ° % —
2
8,38
4~ IS 2 3 :AA+$K 1 1 1
2 5 10 20 50

FIG. 6. Width function A(n) for various values of 8 and 7.
Line through the 7=0 points is drawn to guide the eye.
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lated for 7=0 where W =V. This is the maximal spread
which V can induce and in the present case it is not suffi-
cient to bring about a complete delocalization. Studying a
large number of cases we observed that the dependence of
N4 on B and 7 can be well reproduced by

(4.9)

We shall explain this behavior below. In order to demon-
strate the relation between the width function A(n) and
the properties of the calculated wave function, we calcu-
lated

on(n)=((Wy | n2| Wy )—(¥, |n | ¥y )21/

N egie =const X (7/B8)° .

and
Py(ng)=|{¥y|no)|*.

These functions exhibit complicated oscillations with
N, and in Table I we quote their upper and lower bounds
and show their variations as n, is scanned across the re-
gion where A(ng) is changing rapidly. The calculations
were carried out for 8=0.002 and 7=1000. The corre-
sponding A(ng) function is shown in Fig. 6 (triangles).
Figure 7 displays the function oy(n) for ny=8,16,20,30.

In order to get a better insight into the observed results
we expand W to first order in V. This can be achieved by
using the method of Ref. 10 and making use of the fact
that H, is diagonal:

i(E,—Ep,)r
(n|Vim) 1—exp[—i(E,—E,)r] ’
(| W |m)= n#£m

(4.10)
TE,+{n |V |n), n=m.

The eigenstates |a) of W will certainly be well local-
ized in the | n) representation if the perturbation expan-
sion is justified, in other words, T(E,—E,;)>
(n|V|n+j). In the present case E,~—1/n? and
(n|V|n+j)~PBn* and the above condition reads
27/n3>constXBn% This condition cannot be satisfied

20

B=0002 T 4
T=1000 4
80 Basis states 4
4
10| -
=
z 3
b |
&
o= 16
no=8
o 1 ]
[¢] 50 100 150 200

N

FIG. 7. RMS deviation of the n distribution as a function of
the kick number N, for various initial conditions (norm-
preserving quantal mapping).
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simultaneously for all »n values, and it breaks down for
n>const X (7/B)!/°. This estimate agrees well with the
observed behavior discussed in connection with Eq. (4.9).
The factor which appears in the first-order expression
of the off-diagonal matrix elements of W can lead to
resonant mixing of states for which 7(E, —E,,)=0 (mod
27). In such cases, the states |n) and | m) will have
large overlaps with two eigenvectors of W, even though
n,m <hn.. These resonances cannot be avoided as long
as |7E, | >2m, and their effect can be studied by ap-

proaching the resonance condition arbitrarily closely by
changing 7. Near resonance the width of the energy dis-
tribution increases rapidly during the first few iterations
of the map. The rate of change is strongly dependent on
the proximity to the resonance. Beyond the transient
stage the distributions exhibit the complicated but bound-
ed oscillations which were discussed above. The effect of
the resonant mixing on the ionization rates will be dis-
cussed below.

The most important result of the above discussion is
that the localized nature of the wave function suppresses
the stochastic features which characterized the classical
dynamics. In this respect the present system is similar to
the periodically kicked rotor, although the localization
pattern for the SSE system reveals more structure. As
will be shown in the following sections, the inclusion of
the continuum does not alter the localized nature of the
wave function as far as its bounded component is con-
cerned.

B. Inclusion of continuum effects—lowest order

An approximation which takes into account the transi-
tions to the continuum is obtained from the exact map-
ping (4.4) by approximating |¥y) by P |W¥y), where P
is the projector on the bounded subspace. The quantum
mapping now reads

|PWy, Y=e "OPe=iVP | Pwy) 4.11)
and the essential difference between (4.11) and (4.5) is that
Pe P is not a unitary operator whereas e ~*"" is uni-
tary. The physical picture which underlies the mapping
(4.11) is that transitions from the continuum back to the
P space have a negligible effect on the further develop-
ment of the projected wave function. A similar approxi-
mation was adopted for the classical calculations. In Sec.
IV C we shall show that (4.11) is a lowest-order term in a
consistent expansion of the exact quantum mapping.

The dissipation of probability from the projected wave
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function did not alter appreciably the calculated distribu-
tion of energy. If anything, the variance of the n distribu-
tion became smaller, due to the more efficient ionization
from higher-n components. Some representative results
are shown in Table I.

The norm

p(N)={(Wy | P¥y) (4.12)

is the probability to remain bounded till the Nth kick, and
the ionization rate Iy can be defined in complete analogy
to Eq. (3.10). A quantum mechanical Pg(N) is plotted in
Fig. 5 and its logarithmic derivative is almost constant
over the entire range. [Note the large discrepancy be-
tween the classical and quantum-mechanical predictions
for Pz(N).]

To investigate the quantum description of the ioniza-
tion process we present detailed studies of a few systems.
In the first we fix ny=10 and =500 and calculate Iz (3)
for 11073 < B <3Xx 1073, The results are plotted in Fig.
8 together with the corresponding classical values. The
two sets differ by a factor of ~10. To check the quantum
results we evaluated the ionization rate from a pure bound
state | no) by performing the integral

R B)= [7dx[(nole=" ) |2

The matrix elements (n |e ™"’ |X) can be evaluated
analytically in terms of Jacobi polynomials and the CX-

pressions are quoted in the Appendix. Note that I R o’ (B
is independent of 7 and depends on the magnitude of S8
and not on its sign. The expression (4.13) is expected to
give a good approximation in situations where the wave
function | Wy ) is very well localized on one state | ng).
This is indeed the case here since for 7=500 and
B=3x10"3, ng;=11.7 [Eq. 4.9)]. Also, 7/n3=5 and
therefore the state | no=10) cannot mix resonantly with
any other state. The excellent agreement between the

values of Ix(B) and IR 0=10 (B) and the fact that
I (B <0) were found to be almost indistinguishable from
Iz (B>0) can be considered as evidence, provided by the
ionization process, of the fact that | Wy ) is localized.

The ionization rates for a system with 7=1000 are
shown in Fig. 9, and here the situation is not that simple.
For |B|<1.5x107* the 1omzat10n rates agree quite

mcely with the expression IR 019 (/3) and also Ig(f3)
=Ir(—pB). The classical ionization rates for =1000 are
quite close to the ones calculated for 7=500, and the
discrepancy of a factor of 10 between the classical and
quantum-mechanical results also remains in this case.

(4.13)

TABLE I. Comparison of the n distributions obtained by the quantum mappings (4.5) and (4.11). Functions oy(n) and P(n,) are
defined in the text. Here, 8=0.002 and 7= 1000.

Norm-preserving mapping [Eq. (4.5)] Norm-dissipating mapping [Eq. (4.11)]

no A(ng) max[oy(n)] min[oy(n)] minP(ny) max[oy(n)] min[oy(n)] minP (ny)
8 1.02 2.3 0.5 0.989 1.2 1.0 0.977

16 1.9 34 1.7 0.27 2.6 0.7 0.26

20 4.3 16.3 5.7 0.02 13.7 4.3 0.01

30 10 19.0 7.5 0.003 16.8 5.8 0.0001
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FIG. 8. Ionization rates calculated in various approaches for
7=500.

For |B| >1.5X 1072 new features emerge. The calcu-
lations for negative B continue to remain near the
I =19(B) line. But, for positive B values, a fine reso-
nance structure is encountered around 8=1.7X 103 and
a sharp increase in Iz(B) is observed at B=2Xx 103, fol-
lowed by a regular oscillation pattern which on the aver-
age increases according to a % law. These structures have
quantum-mechanical origins and can be explained in the
following way.

Consider the quantum map (4.4), and, in particular, the
operator W. It acts as an effective Hamiltonian, and it

F T T 3
- lonization Rate/step i
~ ® Classical B>0 -
- ® Quantal B>0 -
© Quantal B<O

|o'3._ + Ionization from n=I0 —
C T=1000 7
I, fooet° 2
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FIG. 9. Ionization rates calculated in various approaches for
7=1000. Lines through the points are drawn to guide the eye.
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can be expressed as a function of Hy and V via the
Hausdorff-Baker expansion.! Neglecting the commuta-
tors in this expansion, we obtain a semiclassical expression
for W:

We=r pz—% —Bg 4.14)

and p =id/dq. The eigenvectors of W determine the
properties of the system. The effective potential term
—27/q —Bgq changes its character when [ changes its
sign. When B <0 the effective potential has only bound
states, even for positive energies. The eigenfunctions cor-
responding to negative energies are not expected to change
their character compared to the corresponding eigenfunc-
tions of H, and therefore the properties which are due to
localization will persist even when |f3| increases. This
explains the observed regular behavior of Iz () for 8<0.

For B>0, the effective potential is not monotonic,
reaching its maximum value of —(878)!/% at
g =(27/B)'2. All the eigenfunctions of W* are continu-
um states. The continuous part of the spectrum, which
for H, was bounded by a threshold at E=O0, is now ex-
tended to negative energies and the threshold shifts to
E =—(87B)"/2. At lower energies resonance states with
energies E,= —7/n? dominate the spectrum. They are
embedded in a continuum of states. The widths of the
resonances decrease rapidly with decreasing n. It is there-
fore to be expected that the ionization rates will be strong-
ly affected by the threshold and resonances mentioned
above if | ¥y ) has an appreciable overlap with a state
| n) whose energy, —7/n 2 exceeds the threshold or ac-
cidentally overlaps with a resonance near threshold. The
energy of the initial state (n=10) becomes equal to the
threshold energy only at $=0.0125 which is far beyond
the range of BB investigated here. However, the state with
n=16 is resonantly mixed with the state n=10 since
1000(1/10%>—1/16%)=0.189 (mod 27). The energy of the
n=16 state becomes equal to the threshold energy at
=0.00191 and to the energy of the first bound reso-
nance at $=0.00171. These two values are very close to
the points where the sudden increase in I () and the res-
onance structure occur in our results. The state n=17
fulfills the resonance condition to a somewhat lesser ex-
tent [1000(1/10*—1/17%)=0.257 (mod 27)] and, because
of the decreasing value of the matrix element to the
higher-n state, its effect is unnoticed even at 8=0.00149
which corresponds to n=17 at threshold. The origin of
the oscillations which appear for 8> 0.002 is not entirely
clear to us. They reflect the interfering contributions of
several n states to the ionization amplitude. We are cer-
tain, however, that they are not due to a numerical ar-
tifact.

The above discussion of the systems with 7=500 and
1000 illustrates the sensitivity of the ionization rates to
various details in the wave function. In this sense, the
ionization rates can serve as a powerful probe to under-
stand the quantum dynamics of the periodically kicked
SSE.



C. Inclusion of continuum effects—higher order

The expression (4.11) can be shown to be the lowest-
order term in a systematic expansion of the exact iteration
of the quantum mapping. Let

—iw
U=e ,

P=3 |nXn|, Q=I-P=[" [X)dx(x]| ,

n=1
UPP=PUP, UPQ=PUQ’

The quantum mapping can be rewritten in the following
way:

| PWi 1) =Upp | P¥)+Upg | Q¥ ) ,
| QWi ) =Ugp | P¥i_1) +Ugg | QWi 1)

k :
= 3 (UgoV ~'Ugp | P¥s—;) -

“~
Hence,

| P¥ 1) =Upp | PY¥y)
k .
+Upg 3, (UggY ~'Ugp | P¥x_;) .
j=1

(4.15)

In deriving (4.15) explicit use is made of the fact that
Q | ¥)=0. The mapping (4.4) is now expressed in terms
of the P-space variables only, at the expense of introduc-
ing memory terms into the mapping, i.e., | P¥; ;) is not
a function of |PW¥W.) only, but of all the previous
| P¥_;), j=1,2,...,k. The approximation used in
Sec. IVB was obtained by neglecting all the memory
terms in (4.15). In this section we shall investigate briefly
the role of the term with j=1 and neglect the rest. In this
approximation all terms which include Upg are neglected,
in other words, continuum-continuum transitions are ig-
nored.

The numerical evaluation of the matrix UpgUgp in-
volves integrals of the type

[T dx(n |e=¥ | x)emim@/al(x |¢=¥ |n') | (4.16)
The matrix elements {n |e ="V | X) were discussed in Sec.
IV B and analytical expressions are given in the Appendix.
The X integration was performed numerically. The in-
tegrand is an oscillatory function, and in order to achieve
sufficient accuracy in the result, intricate integration
methods together with a fine integration grid had to be
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applied. Because of the amount of computer time in-
volved in these calculations, we were able to perform only
a few sample runs.

With the matrix UpgUpp calculated, we could proceed
with the modified quantum map. Comparing the results
with the ones obtained from iterating (4.11) we find that
in all the cases checked, the ionization rates as well as the
moments of the energy distribution in the P space are al-
tered by at most a few percent. This supports the validity
of the approximation used in Sec. IVB for the range of
variables of interest here.

V. SUMMARY

The main conclusion of the present work is that the
classical stochasticity which manifests itself in the energy
diffusion and ionization rates is suppressed by quantum
effects. The quantum description is dominated by the lo-
calization property of the initial state in the quasienergy
representation, and due to localization the energy distribu-
tion and the ionization rates reflect the properties of only
a few coherently interfering states. We have also shown
that the features observed in the ionization rates are sensi-
tive to the detailed structure of the wave function. If one
could measure them in actual experiment they would pro-
vide a very powerful probe to study the quantum-
mechanical effects in this system.

There are two important problems which still await
solution. (a) We have seen that the behavior of the period-
ically kicked SSE, as well as that of the periodically
kicked rotor, is completely determined by one and the
same mechanism—Ilocalization of the wave function in
the quasienergy basis. Whether this is a general property,
or whether one can set conditions under which delocaliza-
tion occurs, remains an open question. (b) The compar-
ison of the quantum and classical descriptions of the rotor
and the SSE systems shows that in the long-time limit the
quantum-mechanical description does not seem to ap-
proach the classical picture even when large (n=10)
quantum numbers are involved. The reasons for this ap-
parent disagreement begin to emerge from recent studies,
although a semiclassical method which makes use of clas-
sical dynamics to approximate the quantum description is
still lacking.
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APPENDIX

In this Appendix we quote some results for integrals'! which are required for the quantum-mechanical description of

SSE.

1. Matrix elements of ¥ = — 4 B(ax)

We use the identity
xLy(x)=(n + DL (x) —2L"(x)+ LY 1 ()]

(A1)
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to rewrite

Vnm=—'§—(n|ax|m)

111 1
=§ ) [;Jr; y [ILy/m)—2L" ((p /n)+ LY 5 (p /)]
XLy /m)=2L 1 (9 /m)+ LY 5 (p /m)] s

and define

) 1 [ 1]1 1 (1 (1) d

I =Tf0 exp | = |-+ |y YL, (y/n)Lg"(y /m)dy

P—q

1

_gqelp+D) [m "
(nm)? |1 1
_+.._

m n

(p—q;—p—q-—2)
e ER ¢ A O

where P‘V")(s) is the Jacobi polynomial and s =+ L(n/m +m/n). The Jacobi polynomial can be easily evaluated and
Vim 18 expressed as a sum of nine integrals I,g \nm) with n>p >n —2, m >q >m —2 as implied by Eq. (A2).

2. Matrix elements of e —*¥ between bound states

Using the identity (A1) we transform

2
VN h" > 1 1.
(nle ¥ \m)= o) fo dyexp |—— |+ iBlyly
XL /m)[LV(y /n)—2L" 1 (p /n)+ LV 5 (y /n)] (A3)
and define
J(B)= fowdyexp . %—{—i—-iﬁ y WL (/LY ((y/m)
1 1 n+2—m—k
———iB
_ m n
. m(n +2m—k1) e kP(n+2 m k—n—Z—m+k)(s(B))
(nm) [1 1.
—+__IB
m n
with s(8)=(mn /2)(1/m?*+1/n*+B%, k=1,2,3, and J'V'=J =0 for n =m as f—0. Hence
X 2
(n e~ m)=— s il (B) =20 (B)+ T (B)] - (A4)

3. Matrix elements of e —‘ between bound and continuum states

Using the identity (A1) and expressing the Laguerre polynomials and the Coulomb wave functions as confluent hyper-
geometric functions, the desired matrix element is expressed as a combination of three integrals of the kind

K, .(Bm)= % fow dt exp| —%( l—in/m—inP)t] \Fi(—m,2;t) F1(1—in,2;—i(n/n)t)t

_ (=" 1
m+1 (1—inB)?+(n/n)?

1+in/n+inB
l—in/n—inpB

, ; in .
1+in/n—inB pUli—m+1+im) |4 _ 8in/m
1—in/n—inB (1+in/n)P+n*B

where
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n=—a/2X .
Thus
172
(n le(l/z)iﬁ(ax)lx>=_"_ 2n _4n
7| a

172
St ] ] [(n + DK, (B,n) — 21Ky _((B,m)+(n — 1)K,y _5(B,7)] -

(A5)
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