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The lifetimes of the gallium 5 S&/2 state, the indium 6 Sf/2 state, and the thallium 7 Sf/2
state were measured using the zero-field level-crossing (Hanle-effect) technique. The life-
times obtained were (6.8+0.3) &&10 9, (7.0+0.3}x10, and (7.45+0. 2) &&10 sec, respectively.
Anomalous contributions to the level-crossing signals, from the wavelength dependence of the
exciting light intensity and self-absorption by the fluorescing atomic beam, were investigated
in detail.

I. INTRODUCTION

A short time ago most measured or calculated
atomic oscillator strengths were of uncertain re-
liability. Fortunately this situation is rapidly
changing as a result of more numerous efforts and
some different approaches. The increasing em-
phasis on direct lifetime measurements, rather
than on oscillator strengths times vapor density,
has freed the measurements from vapor-pressure
and plasma- condition uncer tainties. Increasing
computer capabilities have allowed more sophisti-
cated wave-function calculations. Almost as im-
portant, the available experimental and theoretical
information is very efficiently utilized by Wiese and
his collaborators, ' who make extensive studies of
regularities and consistencies.

At the moment, accurate lifetime measurements
for the upper state of the principal resonance lines
of the group-I and -II elements have been made by
two independent techniques, level crossing or mag-
netic resonance and phase shift. Theagreements
are almost all within the quoted experimental un-
certainties, which are typically a few percent. A
variety of relative oscillator-strength measure-
ments, which are independent of vapor density,
can be normalized to these resonance-line values
to provide an impressive number of reliable oscil-
lator strengths for these elements. ' The measure-
ments reported here allow several of the group-III
elements to arrive in this same category of reli-
ability. For these group-III elements as well, many
relative values can be tied down with a single good
lifetime measurement, while the lifetimes measured
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here have also been recently measured by the
phase-shift method. " The agreement between
these and our level-crossing lifetime determina-
tions is not always as good as for the group-I and
-II elements, but it is good enough to instill a
satisfactory confidence in the experiments. The
accuracy of these measurements and the reasonable
agreement with the phase-shift measurements also
remove uncertainties in laboratory data as a signif-
icant contributor to uncertainties in these particular
stellar abundances. For several reasons, these
group-III level-crossing experiments appear to be
more difficult than those with the group-I and -II
elements. In particular, the potential for system-
atic error appears much greater in the group-III
measurements, and a very thorough study was re-
quired here to arrive at the usual error brackets
of a few percent.

Another interesting feature of the measurements
reported here is related to the fact that the fluorescing
vapor was an atomic beam. The resulting narrow-
ing of the Doppler absorption profile in the plane
transverse to the beam has a number of important
implications in level-crossing lifetime measure-
ments. In particular, it can very easily lead to
anomalous results in 4m = 2 level- crossing experi-
ments with linearly polarized light. In this case
the absorption effects have the same symmetry as
the level-crossing signals and they cannot be sep-
arately observed by removing polarizers. Fortu-
nately, the level-crossing signals are always un-
distorted in the zero-vapor-density limit, but this
limit is only obtained at unusually small densities
and of course in the limit of zero S/I&I. The present
experiments involved b, m = 1 level crossing, so that
the anomalous contributions to the signal could be
more readily evaluated. Detailed comparisons and
measurements were made to ensure the accuracy of
the present measurements in spite of the signal-
distorting effects. The high degree of self-consis-
tency and the agreement of experimental and the-
oretical line shapes in spite of these effects is very
gratifying. Indeed, the potential of level- crossing
measurements for much more accurate lifetime
measurements appears very good on the basis of
such results from careful analyses. Our approach
of directly adding errors and not bothering to ac-
curately control magnetic fields and experimental
drifts can easily be improved upon if the need
arises. It appears that the effects of the lamp
spectrum remain the most difficult, but not in-
surmountable, obsta, cle to measurements of frac-
tional-percent accuracy.

II. THEORY

The lifetime determinations, using zero-field
level crossing, depend upon measurements of the
magnetic field dependence of the intensity of reso-

nance fluorescence. For these experiments with J
=

& excited states, one must excite with and detect
circularly polarized light to observe the level cross-
ings. If this is done with 90 scattering in the plane
perpendicular to the magnetic field, then the Breit
formula with the linear Zeeman approximation pre-
dicts that the detected intensity varies with the field
as y/(1+y'), where

y =gz&&, a Hr/(2I+ 1)K .
The experimentally determined fields at which y = 1,
which we will call —,'H»2, can thus be used in con-
junction with the known g~ to calculate the lifetimes

A number of phenomena can cause the experi-
mentally detected intensity to vary from this basic
form; these and the relevant evaluations using the
Breit formula will now be discussed.

The general expression describing the intensity of
the resonance radiation emitted from free atoms ex-
cited by "white light" was first obtained by Breit;
in the notation of Franken it is

where R(f, g) is the rate at which photons of polar-
ization e are absorbed and photons of polarization
e' are reemitted, f = (&& I e r tm) is the matrix
element connecting the excited state p, to the ground
state m when dipole radiation with polarization e
is absorbed by the atom, and g ...= (m' le' r'I p, ')
is the dipole matrix element connecting the excited
state p,

' to the ground state m' when a photon of
polarization e' is reemitted. The quantity I'= w

'
is the radiative decay rate of the excited state and
E„and E„.are the ener gies of the p,

' and p excited-
state sublevels, respectively. For these S-state
level crossings, the hfs splitting is much greater
than 1/r and the linear Zeeman approximation gives
an adequate description of the zero-field level-
crossing signals. In the experiment we used cir-
cularly polarized P,&~- S«z excitation and circu-
larly analyzed 'S», - 'P3/p decay with 90 scattering
in the plane perpendicuLar to the dc field. For these
conditions, using the linear Zeeman approximation,
and deleting the terms for which p, and p,

' refer to
different hyperfine levels of the excited state, we
obtain

R &, & &,&. ~ 1 —k&(+)(+)' cos8 cos8' —k2(+)(+)' sin8 sin8'

&& [cos(4' —@)+y sin(P' —4)V(1+y )

where k, = 0. 25, 0. 17, 0 and kz = 0. 125, 0. 05,
0. 25, respectively, for Ga, In, and Tl. The angles
9 and Q refer to the azimuthal and polar angles of
the propagation direction of the exciting (unprimed)
and detected (primed) radiation in a spherical
coordinate system with H along the z axis (as in
Ref. 9). The symbols (+) and (+)' refer to the
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sense of circular polarization of the exciting and
detected radiation, and

y =gg pp HT/(2f +1)8,

with g J = 2 and I= -,', I; —,
' for Ga, In, and Tl. "

For each element, level crossings in both S,/2
state hyperfine levels are contributing to the k2
term in Eq. (1). Since these two g~ values have
equal magnitudes but opposite signs for each ele-
ment, the two signals have the same form of field
dependence but opposite signs. Thus the combined
level-crossing signal in Eq. (2) is unambiguously
related to v, but owing to this partial cancellation
it is not a very large percentage of the total fluo-
rescence (kz «1).

The average scattering angles'~ in the experi-
ment were nominally (8) =(8') =(P' —Pg, =-,'v. We did
not attain these exact angles so it is necessary to
consider the (cos(P' —P)„)/(I+y ) term in Eq. (2)
in the analysis of the results, although it is gen-
erally much smaller than the y(sin($' —P)„)/(I+y )
term. Also, the circular polarizer and analyzer
were not exact. This causes a decrease in k, and

kI in Eq. (1) and potentially influences the ratio
of the cosine and sine terms; but the relationship
of ~ to the measured field dependence is unaltered.
The general form of Eq. (2) applied to the experi-
ments is, thus,

R &, & &,&
~ p- 1- (a)(+)' k(o+y)/(1+y~),

where k was typically 75% of kz and n «1 repre-
sents the nonzero value of cos(p' —p)„.

For the S,/2- P3/z fluorescence, the Breit
formula predicts a partial cancellation between
the level-crossing signals due to excitation from
the n P, /z and n P, /& states. For each excitation
channel there is a similar cancellation between
the signals arising from the S,/~ to P, /~ and the
S,/z to P~/z fluorescence. However, both modes

of excitation and decay produce the same form of
magnetic field dependence so there is no compli-
cation in interpreting the signal when both modes
of excitation and decay are present in the observed
signal. In these experiments, optical filtering
transmitted primarily the Pg/g Sy/g line for ex-
citation and the S,/z- P3/2 line from the fluo-
rescence, but no special care was taken to prevent
small percentage leakages of the other lines.

The small addition of a symmetric level-crossing
signal due to ~W 0 causes little difficulty as long
as o «1 (o was normally less than 0. 1 in these
experiments). The signals were obtained by lock-
in detection with small amplitude field modulation,
so that they had the approximate form

is apparent in the positions of the nulls which occur
aty +(I+—,'a ) —a. This asymmetry, which is
first order in o, was used to obtain e for each set
of data. The width between the nulls changes only

by —,'~ and is easily corrected.

A. Departures from "%hite-Light" Approximation

The Breit formula is applicable when the exciting
radiation has a constant power density at all fre-
quencies which can induce a transition from the

components of the ground state to those of the ex-
cited state. In these experiments departures from
this "white-light" condition could arise from two
sources: (i) The frequency spectrum of the exciting
radiation may be significantly altered by absorption
as it passes through the scattering vapor; and (ii)
the lamp power spectrum is generally not flat across
the absorption profile of the vapor. The magnetic
scanning of these two types of nonwhite power spec-
trums by the field-dependent absorption profile of

the vapor will be referred to as beam-absorption
scanning" (BAS) and lamp-spectrum scanning
(LSS). These two effects are distinguishable by
their different dependence on beam density. The
field-dependent variation of fluorescence intensity
due to the LSS is a constant proportion of the fluo-
rescence since it results from the optically thin
beam magnetically scanning the lamp profile. The
BAS results from the scanning by beam atoms fur-
ther from the lamp of a spectral absorption feature
produced by the atoms nearer the lamp. The size
of this absorption feature is proportional to beam
density, so the BAS is a varying proportion of the
total fluorescence. For low-beam optical depths
the size of the LSS varies linearly with beam den-
sity, while the BAS varies quadratically. To elab-
orate on the appropriateness of "low optical depth"
in these discussions, we note that the LSS and BAS
could distort our Hanle-effect signals by several
percent at beam densities which absorbed less
than 0. 1% of the lamp resonance lines; this was
typical of the beam densities used in the experi-
ments. The method of correcting the data for
these effects is based on the following arguments.

Gallagher and Lurio' have given the following
expression for the average fluorescence from a
vapor of atoms, with a velocity distribution n(V„),
excited by light possessing an arbitrary power-
density spectrum p(v):

H(f g) g& g fumfmu 'g ' ugmm' u

I +CCOfkfk&
m. Iyt'

The asymmetry in these signals, due to the term,
x, . —,. (4)(

1 1
v —m„+ 'i I v —co„. ——'i 7
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Since p(v) was not measured in these experiments,
Eq. (4) cannot be used to calculate the expected
signal shapes. However, the field dependence of
the fluorescent intensity was measured without po-
larizers to detect the scanning of the beam-absorp-
tion profiles across the exciting spectrum in the
absence of the Hanle-effect signals. This corre-
sponds to detecting the field dependence of the "di-
agonal" (i& = p') terms in Eq. (4)." When the fluo-
rescence is then analyzed for circular polarization
to observe the Hanle-effect signals arising from
the p. W p' terms, the sum of the p, = p,

' elements
produces the

1 —k, (a)(~) cos8 cos8

terms in Eq. (2). The 1 arises from the same sum
of the diagonal elements in Eq. (3) that occurs when
the fluorescence is not analyzed, so its field de-
pendence (due to nonwhite light) is precisely what
is measured with the fluorescence analyzer re-
moved. The field dependence of this leading term
can thus be accurately removed from the Hanle-
effect signals. The k, term in Eq. (2) is nominally
zero for our average scattering angles, and the
field dependence of any residual portion is quite
negligible. lt can be seen from Eq. (4) that Hanle-
effect signals, which come from p, w p,

' terms, will
have more than just the [I' i&+a„„.(H)] field depen-
dence which led to the y(1+y~) dependence in the kz
term of Eq. (2). However, the percentage distor-
tion of these terms due to the nonwhite light will be
similar to the percentage distortion of the much
larger leading term. Thus, from our measure-
ments on the leading term (scattering unpolarized
light) we could infer that the distortion of the Han-
le-effect signal terms was negligible under the ex-
perimental conditions, Essentially, the nonwhite
spectrum causes a quite small percentage variation
with field; it is only important in the diagonal terms
because the Hanle-effect size (k2) is also a small
percentage of those terms.

Using this approximation to analyze the mea-
surements, we replace the 1 in Eq. (3) by 1 —s(H),
where e(H) « I was measured in the unpolarized
scattering experiment (the unpolarized light signals
were attenuated with neutral density filters to yield
the same total fluorescence at zero field as with
polarizers in),

R&, ) &,).~1 —e(H)+ (+)(+)'k(n+y)/(I +ya) . (5)

To support the validity of using Eq. (5) to analyze
the signals, the field dependences for unpolarized
scattered light were compared to —,'(R„+R,). Ac-
cording to Eq. (5) the resulting lock-in signals
should be the derivative of e(H) in both cases.
While the unpolarized signal varied from 0 to 30%
of the peak Hanle-effect signal, the comparison al-
ways agreed within the experimental uncertainty

that varied from 0. 3 to 2% of the peak Hanle-effect
signals.

One other aspect of these nonwhite light effects
should be noted. The e(H) term caused only a few
percent distortions of the Tl Hanle-effect signals,
larger distortions (up to 5%) for Ga, and quite
large distortions (up to 30%) for In. This is partly
a result of the k2 values (-,', 8, &/for Tl, Ga, In)
and partly a consequence of the g), (1, —,', & for Tl,
Ga, In). The importance of g), follows from the
fact that the 4m= 1 level crossings are between ad-
jacent levels whose separation is g~p, ~H, whereas
the scanning of the exciting spectrum occurs be-
tween different F and m levels of the S»2 and P,q~

states. On the average, the variation of such level
separations is about 2p&H.

B. Form of Signal Resulting from Modulation and Phase
Sensitive Detection

In order to reduce the noise resulting from drifts
in the lamp intensity and beam density, the fluores-
cence signal was modulated by adding a sinusoi-
dally varying field zH„cosa/ to the static field zH.
The photomultiplier signal was amplified and phase
sensitive detected at frequency +. The signal ob-
tained by this procedure is the coefficient of cosset
in the Fourier expansion of R(y+y cosset), where
R(y) is given by Eq. (5),

y„=2K„/H«2, y = 2H/H«~,

d 1 d3 1
&

d5

&I 6 "&I ' 192 &f
(6)

This expression is accurate to better than 0. 4%%uo of
its maximum value even when y„=0. 7. The mea-
surements have been analyzed in terms of Eq. (5)
in Eq. (6); the fundamental problem is determin-
ing in each of these experiments the value of
H= ~Hgg2 for which y = 1.

III. APPARATUS

The basic apparatus and scattering geometry were
the same for each experiment. A diagram of this
apparatus is shown in Fig. 1. Circularly polarized
resonance radiation excited the atomic beam and
circularly polarized fluorescence was detected;
the optical axes were in the horizontal plane with
the beam directed upwards.

The oven consisted of a carbon crucible and
stainless-steel heat shield surrounding a spiral

H, )~= 2(2I+ 1)ii/g~l)&)v .
In these experiments y„was generally less than

0. 4 so that R(y+y cos~t) can be evaluated by means
of a power series expansion [e(y) has a character-
istic width greater than —,'K&)2]. The first three
terms of the expansion were used to fit the experi-
mental data:
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tungsten heater; alumina rods supported these
parts. The oven operated at temperatures of 400-
500 'C for Tl and 700-900'C for Ga and In. The
magnetic fields in the scattering region due to the
heater current were less than 0. 1%0 of the Hanle-
effect linewidths and thereby negligible in these
experiments. The background gas pressure was
always below 10 Torr when data were being taken.

The atomic-beam collimation partly determined
the absorption spectrum of the beam. A 1-in. -
diam hole 2. 8 in. above the -', -in. -diam source
aperture in the heat shield and 2 in. below the cen-
ter of the scattering region collimated the beam.
The beam was collected on a liquid air-cooled sur-
face to decrease occasional bounces onto the win-
dows. In the scattering region the beam was ap-
roximately 1.75 in. diameter, which was about
twice the diameter of the incident radiation cone.

The resonance lamps used in the thallium and
gallium experiments were Phillips resonance lamps
(the fluorescing area was --,'x l in. ). For the in-
dium experiment two types of lamps were used, a
Phillips indium resonance lamp and an electrode1. ess
indium-iodide resonance lamp (also - —,x l in. ). The
indium-iodide resonance lamp was made by heating

chips of indium and iodine in a partially evacuated
12-mm quartz tube, then evacuating all of the excess
iodine, backfilling with about 2 Torr of argon, and
sealing off the tube. It was operated with the top
of the tube directly under a 2. 45-GHz diathermy
"A head. " The indium-iodide vapor pressure was
contolled with heating tape wound around the re-
mainder of the tube. The Phillips lamps were
driven by a Phillips power supply, which was run
from a Variac to vary the driving power.

The lenses and their relative locations in the ex-
periment can be seen from Fig. 1. The lamp optics
were arranged so that the lens closest to the lamp
illuminated the second lens, which in turn imaged

the first lens onto a plane in the center of the in-
teraction region.

The detection optics imaged the entire beam onto
the 2-in. photocathode with a magnification of about

The circular polarizer and analyzer used mica
plates -1 mil in thickness, corresponding to - 4X

retardation. These had some "patches" of slightly
varied thickness, but this only influenced the values
of R and a in Eq. (5) so it was not considered im-
portant.

Interference filters of -50-A half-width were used
to transmit the Ga 4033- and 4172-A lines and the
In 4102-A line. Glass absorption filters were used
for the In 4511-A line and the Tl 3776-A and 5350-A
lines. The photomultiplier was an RCA 5819 op-
erated at 700-1100 V. The photomultiplier and

lamp were located in a fringing field of the Helm-
holtz coils that was -

5%%u~ of the field in the scatter-
ing region. The photomultiplier was shielded by
Mumetal but its output still increased by 0. 1%p at
80 G and 0. 5%0 at 130 G. The Phillips lamps did
not display measureable field dependence, but the
indium-iodide lamp varied a small fraction of 1%

even with some shielding. These minor field de-
pendences acted only as scale factors for the lock-
in signal size, since the fringing field of the smaller
modulation coils was much smaller at the lamp ~d
photomultiplier. Since the lock-in signals were very
small at such large fields, this was a negligible
distortion.

The static field was calibrated in the scattering
region in terms of the potential across a precision
series resistor: The calibration fields were mea-
sured with a rubidium magnetometer. A a-,'% un-
certainty was assigned to this calibration. The
field was homogeneous within 0. 2% throughout the
1.75-in. -diameter, 1-in. high scattering region.

The modulation field zH„cos2n ft(f'= 37Hz) was
also calibrated with a Hall gaussmeter using a dc

o.25-I n. N A LL
GLASS TUBING

CIRCULAR ANALYZER

LN

Z
li

ION

FIG. 1. Diagram of apparatus
with X-Z plane to scale.

PM
RCA 5

INTERFERENCE FILT
OR GLASS F ILTER

LENS 76mm 0

RESON
LAMP

I I
I

i&

I i( saon
S

60mm D OVEN
62mm fL

CIRCULAR
I OLARIZER

TO
PUMP

HELMHOLTZ
COILS



920 M. NORTON AND A. GALLAGHE R

current. In the experiments no attempt was made
to cancel the earth's magnetic field of -0. 4 G

along H and -0. 3 G transverse since the parallel
component merely causes a scale shift and the
transverse component has a negligible effect on

these Hanle-effect signals with 15-, 33-, and 82-G
line widths.

Instabilities in the lamp intensity and atomic-
beam density were some of the major sources of
noise in the experiments. Since the Hanle-effect
signals were a small percentage of the total scat-
tering, field modulation and phase sensitive de-
tection were used to reduce, relative to the signal,
the noise resulting from these instabilities. The
output of the photomultiplier was filtered by a pre-
amplifier with a 120-cps notch filter to prevent
saturating the amplifiers of the lock-in with the
120-cps modulation which resulted from the lamps
being driven at 60 cps. The total output current
of the photomultiplier was also recorded to monitor
the fluorescent intensity. Measurements of rela-
tive beam densities (for a given experiment) were
then obtained from a knowledge of the resonance
fluorescence at H= 0 and the lamp intensity as
monitored by a photodiode. (Variations of lamp
profile disallow this as an accurate monitor of
beam density, but it provides useful relative in-
formation. )

Fig. 2). The slope of this line and the value of
—,
'

H&&, determined by the extrapolation were then
used in conjunction with the relationship

Hg/2(H~) H1/2I. + 2 (H~/H&/2)

I8.0

THALLIUM

IT.O ~

I6.0
(a)

to obtain the calibration of H„ in terms of the mod-

ulation voltage V . These calculations of H„(at
3V Hz) give 15. 5+ 1.2, 15.4+ 0. 8, and 15.2+ 0. 6

G/V from the Ga, In, and Tl data. (The current
was recorded in terms of the voltage across a
series resistor. ) The dc gaussmeter calibration
described in the Sec. III gave 15. 9 G/V at the cen-
ter of the modulation coils. Since the modulation-
broadening calibrations represent the average
modulation field over the scattering volume, slightly
lower fields are expected. This excellent agree-
ment on modulation-field amplitude supports the
assignment of quite small percentage uncertainties

IV. MEASUREMENTS AND RESULTS

As noted above, the effect of small but nonzero
a in Eq. (5) (asymmetry) could be accurately cor-
rected for since it appears as a first-order asym-
metry in the signals but it increases the width
only by the factor 1+ 2z . In the ensuing discus-
sions all widths have been corrected in this man-
ner for measured asymmetries.

To obtain optimum signal-to-noise ratios S/N
but only minor signal distortions, most of the data
were taken at modulation fields corresponding to
y„= 0. 3. The modulation broadening was then
separately evaluated for each element by measur-
ing the linewidths as a function of H . (All con-
dit;ions other than modulation amplitude were fixed
during each of these broadening measurements. )
The widths should be compared to Eq. (5) in Eq.
(6), but c in Eq. (5) was so small that it cauld be
ignored in all but the y„d/dy term of Eq. (6). A
computer calculation confirmed that the other
terms, as well as the higher derivatives of the n
term, are almost undetectable at the experimental
conditions. Indeed, the computed broadening never
differed by more than a small fraction of 1% from

+ 8 y „, which arises from just the first two terms
of Eq. (6) operating on R(y)o: 1 —y/(1+y ). Con-
sequently the linewidth data were plotted against
V, (~ y ) in the standard fashion and a straight
line was fitted to obtain the unbroadened width (see

I 5.0 y =049

O.l CL2 G3 0,4 0.5 Ot,6 OJ OA3 03 I.O

92.0
9 I.O
90.0

V)
89,0
88.0
87.0

cu 860
Z- 858

v- ice 84K)

83.0
82.0
8 I,O ~

80.0 ~

:(b)

y~ = 0.58
I l

5.0 IO.O I5.0 20.0 25.0 300 35,0

GALLIUM
370

1%
f

35.0
(c)

34.0

y = 0.45

I.o 2.0 3.0 4.0
MODULATION VOLTAGE ( VOLTS PEAK-TO-PEAK)

FIG. 2. Modulation-broadening data. The best
straight-line fits to the data are indicated. These data
were taken at beam densities (in the fluorescent intensity
units of Figs. 5 and 6) of 2 for Tl, 1 for In, and 0. 4 for
Ga. V„, the voltage across a resistor in series with
the modulation coils, is proportional to H„.
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to the various modulation-broadening corrections.
For each element, the LSS and BAS contribu-

tions to the signals were measured by replacing

FIG. 3. (a) Uncorrected thallium Hanle-effect signal
normalized to 1 at, the peak ( and unpolarized fluores-
cence signal () for the same total intensity at H=O. The
asymmetry coefficient n = 0. 07. (b) Ihdium signals,
normalized to 1 at the peak. The detected fluorescence
was circularly analyzed while the incident was positive
circular ( o), negative circular (6), and unpolarized
(x) .

the circular polarizer with a neutral density filter,
of a density that gave the same resonance fluores-
cence intensity at H= 0 as the circular polarizer.
This neutral density signal was subtracted from
the circularly polarized fluorescence signal to
establish the correct H«2 in the approximation of
Eqs (5) and (6). For most of these width data,
measurements were taken only at H= 0 and in the
neighborhood of y =+ 1/vY, where the nulls of the
corrected signal occur. Both senses of circular
polarization were used when the neutral density
signals were greater than a few percent of the
peak Hanle-effect signals; within experimental
error the same nulls were always obtained. (The
LSS and BAS signals have the opposite symmetry
of the Hanle-effect signals, so they produce pri-
marily a shift of the nulls with minor broadening.
Without corrections, the shifts are in opposite di-
rections for opposite sense of incident circular
polarization [see Eq. (5}j.}Examples of the actual
signal shapes are given in Fig. 3.

To support the validity of the corrections, and
to search for indications of systematic error, data
with both senses of incident circular polarization
were taken over a range of fields. After subtrac-
tion of the unpolarized scattering signals, these
data were compared to Eqs. (5) and (6) with e = 0.
The measured and theoretical signals were nor-
malized to unity at H = 0, H„was determined from
V„and the above calibration, and o. and —,

'
H«& were

chosen so that the nulls of the theoretical and ex-
perimental data coincided. Plots of the difference
between these theoretical and experimental lock-in
signals will be referred to as "theory minus ex-
periment. " In assigning probable errors to the
measured lifetimes these residuals were regarded
as an indication of the possible size of effects
which had not been accounted for in the experiments,
although the scatter could have been produced en-
tirely by photomultiplier noise and drifts. Plots
of these residuals are given in Fig. 4.

To check for possible coherence narrowing,
width measurements were made with H„constant
at a variety of beam densities. The width at each
density was found after correcting for LSS and BAS
and asymmetry. These data are presented below
in Secs. IV A-IV C.

A. Thallium

The thallium 7 S, ~2 lifetime had already been
measured by zero-field level-crossing techniques,
but it was repeated in this set of experiments be-
cause it produced the largest Hanle-effect signal
of the three elements and was thus more easily
analyzed for systematic errors which might have
been present. In addition, this measurement al-
lowed us to check our results against another Hanle-
effect experiment.
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FIG. 4. Theory-minus-experiment residuals on a
scale of 1.0 for the peak Hanle-effect signals. Data
for each element include runs with opposite senses of
exciting circular polarization and with different asym-
metry coefficients. Modulation voltages (see Fig. 2)
were 0.68, 3.7, and 1.4-1.9 V for Tl, In, and Ga,
respectively. The beam densities, in the fluorescent
intensity units of Figs. 5 and 6, were 2. 6, 0. 5—0. 8,
and 0.4 for Tl, In, and Ga, respectively.

The major sources of noise in these data were
drifts in lamp intensity and atomic-beam density.
Drifts of 1-2/q in the resonance fluorescence in-
tensity would occur in the course of an hour, the
time required to take a full line shape.

The presence of a small contribution from a BAS
effect was found when a neutral-density filter was
used to replace the circular polarizer. The typi-
cal size and shape of this signal compared to the
corresponding Hanle-effect data (for clockwise-
circular polarization) is shown in Fig. 3(a). A

plot of the ratio of this HAS+ LSS signal/peak Hanle
effect as a function of beam density is shown in
Fig. 5(a). These data fit a straight line, indicating
that the size of the signal was proportional to the
square of the beam density. From this we con-
cluded that the signal obtained with the neutral-
density filter is l.argely due to the BAS. For thal-
lium, this BAS signal caused such small distortions
that correcting for it caused at most a 1% correc-
tion to the linewidth. The absence of a LSS was
not unreasonable since the natural linewidth is 21
MHz, while the characteristic width of the lamp
radiation is greater than the 600 C Doppler width

of 1200 MHz. Also gz = 1 for the Tl ~S&lz state, so
the spectral scanning is not much faster than the
&m = 1 level crossings (see discussion in Sec. II).

From the measurements of modulation broaden-
ing a value of —,

' H&&2=15. 4+0. 15 G was obtained,
where the widths were corrected for BAS and

asymmetry [Fig. 2(a)].
In Fig. 4(a) we can see the "theory-minus-ex-

periment" data for thallium, which represent five
different "line-shape determinations. " From
these data we conclude that any line-shape errors
contributed l,ess than 1$( uncertainty to the mea-
sured —,

'
H»&. This represents our best test for a

variety of possible systematic errors. Using Eqs.
(5) and (6) and the V„calibration to fit these line
shapes, —,'H&iz values of 15.2, 15.3, 15.4, j ".1,
and 15.2 G are obtained.

The measurements of the dependence of 2H~12(H„)
on beam density are shown in Fig. 6(a). As can
be seen these measurements were made for two
different modulation voltages. Each of these sets
of measurements appears to fit a constant width
although the V„=O. 5V data give a width in Fig.
2(a) that is only in marginal agreement with the
other data. It was concluded that the uncertainty
in the extrapolation of —,'H&/2 to zero density was
less than 0. 5%.

Our final determination of —,'H&12 (15.3 6}was
the average of the value from the modulation-
broadening data combined with the average value
determined from the theory-minus-experiment
data. The estimated error in this measurement
results from +1.0% uncertainty in our determina-
tion of ~B«&, +0. 5/o uncertainty in our calibration
of the magnetic field, 0. 5% uncertainty due to
coherence narrowing, and +1.0% uncertainty due
to possible additional systematic errors. Taking
the sum of the above errors as our estimate of
the maximum probable error in the measurement
of the thallium 7 S»~ lifetime, we conclude that
the lifetime is (7. 45+ 0. 2) x 10 sec.

B. Indium

Two different lamps were used in the experiment,
a (Phillips} indium resonance lamp and an elec-
trodeless InI3 lamp of our own construction. Un-
like thallium, both indium lamp intensities had a
significant wavelength dependence. A significant
BAS was also present in the data. Figure 5(c)
shows HAS+ LSS line shapes which were obtained
with a neutral-density filter replacing the circular
polarizer. The maximum to minimum sizes of
the BAS+ LSS signals were divided by the peak
Hanle-effect signals and plotted as a function of
fluorescent intensity in Fig. 5(b). The fact that
the data in Fig. 5(b) do not extrapolate to zero
at zero be@m density is taken as evidence for the
presence of a LSS effect while the slope is attri-
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buted to BAS. Other data in which the beam con-
ditions were unchanged but the lamp conditions
varied were also taken; these data showed a change
in the field dependence of these signals as the
lamp conditions were varied, which also indicated
the presence of a LSS. (The corrections of the
Hanle-effect data do not depend on this distinction
between LSS and BAS effects. )

The S/N in the indium measurements was much
smaller than it was for thallium. This was partly
a result of the Hanle-effect signal being a much
smaller proportion of the total resonance fluores-
cence [Eq. (2)] and partly from the necessity of
keeping the beam density much smaller for In to
avoid excessive signal distortions. The major
sources of noise, however, were instabilities in
the lamp conditions which caused the LSS and total
intensity to vary.

As an indication of optical depths in the beam,

it is interesting to note that at the maximum beam
densities in Fig. 5(b), a photodiode monitoring the
transmitted lamp intensity increased & 'Po when the
beam flag was closed. Noting that the radiation
and beam angles caused the beam to absorb over
about 3 of a Doppler width, while the expected
lamp linewidth is a few Doppler widths, this cor-
responds to a beam optical depth in the neighbor-
hood of 0. 04.

The data in Fig. 6(b) show the variation of
—,'H, ~z(H ) with beam density. As indicated by the
fitted line, these data are consistent with about
2/~ coherence narrowing at the maximum densities.
Since the modulation-broadening and line-shape
data were taken at beam densities between 20 and
40/q of this maximum, they will be corrected by
+ 0. 5+0. 5P&& to account for the apparent narrowing
indicated by Fig. 6(b).

The "theory-minus-experiment" data given in
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FIG. 5. (a) and (b) BAS + LSS signals/peak Hanle-effect signals as a function of beam density. (Beam density is
proportional to fluorescent intensity. ) These data were taken with a neutral-density filter replacing the circular
polarizer to give the same intensity of fluorescence at H= 0. The beam scan signal is the distance between its maxi-
mum and minimum values (see Fig. 3). The lines are for purposes of comparison only; the indium intercept at zero
fluorescence is attributed to LSS; the slopes are attributed to BAS. This separation is made for interpretive interest
only; the analysis of the Hanle-effect data did not depend on separating the LSS and BAS effects. (c) Indium line-shape
signals taken with unpolarized exciting light. The lamp conditions were the same for all of these data, but the beam
densities (which are proportional to fluorescent intensity), were varied. See Fig. 6 for units of fluorescent intensity.
t-I denotes 2. 2 units of fluorescent intensity; o denotes 3.4 units of fluorescent intensity; b, denotes 4. 1 units of fluores-
cent intensity.
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Fig. 5(b) were obtained for five different conditions.
The values of —,'H«2 that best fitted these data with

Eqs. (5) and (6) were 81.3, 81.9, 81.4, 80. 8, 83. 0
83. 0 G. From the residuals in Fig. 5(b), we

surmise that any residual line-shape error was
less than 2/q.

The value of —,'Hq&3 determined from the —,'H»s(H„)-
vs-V„data was 81.3 G; the average value of
—,'H»2 determined from the "theory-minus-experi-
ment" data was 81.7 G. Averaging these values
and adjusting by + 0. 5k for coherence narrowing
gives —,'H»& = 81. 9 G. W'e estimate uncertainties
of ~0. 5% from coherence narrowing, + a% from
the field calibration, + 1% from random fluctua-
tions in the measurements, and + 2. 0% from pos-
sible systematic errors indicated by the "theory-
minus-experiment" residuals. Taking the sum
of these errors to be the maximum uncertainty
in our measurement of —,'H&I& we conclude that the
lifetime of the 6 S»2 state of indium is (V. 0+ 0. 3)
x 10 sec.

C. Gallium

The major source of noise in this experiment
was drifts in the lamp intensity and atomic-beam
density. These drifts caused 1-3 /& uncertainties
in some of our measurements of the signal shape,
but the width measurements were largely indepen-
dent of the drifts. Since Ga required the highest
oven temperatures, we operated at considerably
lower beam densities than in the Tl and In cases.

No contribution to the signal from LSS or BAS
was seen in this experiment (within typical ex-
perimental uncertainties of 1%). Also, less than
0. 1% change in the output of a photodiode monitor-
ing the lamp intensity was seen as the beam flag
was opened and closed, which was in agreement
with the absence of any BAS as well as the absence
of coherence narrowing.

The plot of the —,'H&, 2(H„)-vs-V, data is shown
in Fig. 2(c). The data in Fig. 6(c) show the de-
pendence of —,'H»2 on beam density. From these
data we conclude that any error introduced by not
correcting the data for coherence narrowing is
less than 0. 51.

The "theory-minus-experiment" data in Fig.
4(c) are the result of four different line shapes.
The following four values of —,'H»& were used in
fitting these line shapes: 33.6, 34. 0, 33. 8, and
33. 8 G. As can be seen, the data obtained indi-
cate a great deal of "scatter. " This scatter was
believed to be due to drifts in the beam and lamp
conditions, but because of this scatter it appears
that undetected line-shape errors could be as
large as + 3%. On the other hand, the In and Tl
data and the internal consistency of the Ga data
make this very unlikely. The extrapolation of the
modulation-broadened data in Fig. 2(c) gives
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FIG. 6. Dependence of 2H&g&(H„) on beam density
(beam density in units of fluorescent intensity). The
data were taken at modulation voltages of 0.68-0. 81 V
for Tl, 3.5 V for In, and 1.84 V for Ga. The straight-
line fits correspond to no coherence narrowing for Tl
and Ga, and 1—2% narrowing for In. The small percen-
tage Hanle-effect signals for indium required higher
beam densities in that case.

—,'H»& = 33. 6 G; the average of the line-shape data
fits in Fig. 4(c) gives 33. 8 G. We estimate un-
certainties of ~ 1/& due to random fluctuations in
the data from which &H»& was determined, + p%
due to the magnet calibration, a 2% error due to
possible systematic effects, and + 0. 5% due to
coherence narrowing. Taking the sum of these
as the maximum error, we obtain (6. 8+ 0. 3) x10
sec for the gallium 5 S&&z-state lifetime.

V. DISCUSSlON

A review of prior measurements of the lifetimes
reported here is included in Ref. 5. A'e have re-
listed these measured lifetimes in Table I for
comparison with the present results. The atomic-
beam-absorption method utilized a microbalance
measurement of atomic-beam density, and the
hook measurements used vapor-pressure data to
establish the lifetimes from the measurements.
The remaining measurements, by phase-shift or
Hanle-effect techniques, all measure the lifetimes
directly and should be more accurate. Yet a glance
at Table 1 (and the footnote) will confirm that only
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TABLE I. Experimental lifetimes.

Measurement Ga 5 Sg12
(n sec)

In 6 S)gp
(nsec)

Tl 7 S)12
(nsec)

Present work
(Hanle effect)

Double resonance and
Hanle effect (Ref. 14)

Phase shift
(Ref. 5)

Phase shift
(Ref. 4)

Phase shift
(Ref. 16)

Atomic-beam
absorption (Ref. 17)

Hook (Ref. 18)

6.8+0.3 7.0+0.3 7.45 +0.2

7.6+0.2

7.6+0.4 7.5+0.3 7.65+0.2

8.5+0. 1

9.9+0.2 S.7+.3'

11.4+ l. 7 8.35+ l. 2 S.1+0.S

6. 4 + 2. 4 6.3 + 0. 8 8.25 + 0. 6

'Cunningham and Link (Ref. 5) note a private commu-
nication from Dr. Demtroder, who had remeasured this
lifetime and found agreement with their value.

the Tl measurements agree within the assigned er-
rors. The agreements for Ga and In are good com-
pared to the uncertainties that existed several
years ago, but they clearly indicate unevaluated
systematic error in some or all of the experiments.

Reference 16 represents the results of the pioneer-
ing work by the phase-shift technique. As is to be
expected, time and S/N considerations precluded
careful measurements of phenomena that were
more easily studied in the succeeding work of Refs.
4 and 5. Indeed it is noted in Ref. 5 that Demtr'oder
has since made another evaluation of the Tl life-
time and found agreement with Ref. 5; on the basis
of the variety of problems noted in Refs. 4 and 5
and below, we will assume that Demtr'oder's Ga
result is also subject to revision.

The results reported in Refs. 4 and 5andthepres-
ent work are within a 20%%d bracket for In and 12'
for Ga even though the estimated errors do not
overlap. The discrepancies are as great between
the different phase-shift measurements as between
them and our Hanle-effect results. It is interest-
ing to note that an earlier measurement by Link
agreed quite well with Hanle-effect and other mea-
surements for alkalis. Similarly, Ref. 4 included
lifetimes of alkaline earths that are in very good
agreement with Hanle-effect measurements. Ne
have discussed above all the sources of systematic
error that were considered in the present experi-
ments, and the method of assigning uncertainty to
them. To balance this, it appears appropriate to
now discuss some of the sources of systematic
errors that can affect phase-shift experiments.

The phase-shift technique is essentially a mea-
surement of the time delay between exciting and
fluorescent radiation. An extrapolation of the
measured delay to zero density of fluorescing atoms
is clearly necessary to correct for radiation trap-
ping. Such extrapolations, complicated by a cor-

rection for a wall-scattered component of the

fluorescence, were carried out in Refs. 4 and 5,
although the data from which the Ga and In extrapo-
lations were made were not presented. It appears
reasonable to assume that errors can arise if S/N

is inadequate to allow a good extrapolation.
Because of the characteristics of the light modu-

lators used, it was essential to average correctly
over the exciting light beam to obtain the "zero
phase" for instantaneous scattering. Since different
components of the incident light beam had phase
variations of -10', or 5 nsec for 5 Mc modulation,
it was necessary to average over these components
in exactly the same manner with the instantaneous
scattering object as with the fluorescing atomic
beam. ~ Since the fluorescing region was in

vacuum, this was not a simple operation. In Ref.
5 the time of flight of photoelectrons in the photo-
multiplier was also found to vary by 1-3 nsec with

wavelength and position on the photocathode.
In addition to these major effects, which were

discussed and presumably allowed for in Refs. 4
and 5, a number of second-order effects that were
not considered could also affect the results. We

list four examples: (a) The variation of atomic-
beam optical depth with incident radiation angle
can cause varying attenuation of different angular
components of the incident light (whose phases
differ). (b) Any variation in the optical line profile
across the lamp could result in different average
phases for different parts of the incident spectrum.
The instantaneous scatterer does not distinguish
between such components, but the atomic beam
will. (c) The atoms at different parts of the atomic
beam absorb light of different wavelengths due to
their motion, and with the optics used in the ex-
periments these different parts of the beam illumi-
nated different parts of the photocathode. The in-
tensity from the resonance lamps will vary with
wavelength so that these different positions in the
beam will be effectively illuminated by different
intensities. Thus the beam will not fluoresce
from the same average position as a scattering
sol, and the variable time delay from different
parts of the cathode may be differently averaged
over (this potential error could be eliminated by
imaging an objective lens onto the photocathode).
(d) The optical modulator produces large com-
ponents of modulated light at the rf harmonics and
the atomic fluorescence phase-shifts these by
more than the fundamental. Such anomalously
large phase shifts will not affect the results only
if the frequency-shifted oscillator has less than- 40-dB harmonic content.

The sizes of the effects discussed above cannot
be reliably estimated and they may have been neg-
ligible in the experiments of Refs. 4 and 5. Ne
note them to indicate that the phase-shift experi-
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ments are also subject to a variety of possible
systematic effects that could vary considerably
between elements. We suggest that the very
thorough investigation of systematic effects pre-
sented here makes our results more reliable, but
this is certainly subject to revision if new factors
come to light.

APPENDIX: CONTRIBUTIONS OF NONLINEAR ZEEMAN
TERMS AND OF HIGH-FIELD LEVEL%ROSSING TERMS

Equation (2} was calculated from the Breit for-
mula with the aid of two assumptions —that the
Zeeman splitting was linear, and that the contri-
butions were negligible from the terms in Eq. (1)
with p, and p' corresponding to states with E wF'.

Considering first the E &F' terms, these have
"ffgg" coefficients in Eq. (1) that are of the same
magnitude (unity) as for the F =F' terms, and

roughly the same number of terms are involved.
For F E' the energy factors give rise to factors
of the form

(m+m')y
1+[1'4 W/ff (m++m') y]

whereas the factors of the F = F' terms become

(m - m'}y/(1+ [(m —m'}y] }=y/(1+y } .

Since rd W/ff»1, and }m+m'} is about 2I+1 on
the average, the F 4E' factors are smaller on the

average by a factor of (2 I+ 1) (ff/rs, W)a

In the experiment the derivatives with respect
to y of these energy factors were lock-in detected.
On a scale for which the peak lock-in signal at
y = 0 is unity [from the derivatives of the y/(1+y )
terms] the contributions of the F eF' term are
the constant factor (2I+1) (II/rS W) . This factor
is largest for Ga (6 W/h = 2400 MHz), ' in which
case it is 1. 5&10 . This is at about one order of
magnitude too small to be significant in these ex-
periments.

Considering now the nonlinear Zeeman contri-
butions to Eq. (1), it is again the case of Ga that
is most severe (x=g ~}tsH/n W = 0. 092 at the lar-
gest fields and 0. 039 at H = a H»a) Con.sequently,
Eq. (1) was solved exactly for Ga using the Breit-
Rabi formula and standard techniques. This re-
sult and the linear Zeeman result were used as
R(y} in Eq. (6) and the results compared (by com-
puter). In units where the peak (H=0) derivative
signal is 1, the two results differed by 8~10 at
the maximum field (- 80 G) and H»t determined as
the width between the nulls differed by less than
0. 1%. This calculation included the F eF' terms
discussed above. We nonetheless included the
separate discussion of those terms to indicate the
reason why negligible changes are to be expected.
Order-of-magnitude arguments can also be made
concerning the nonlinear Zeeman contribution, but
they are more involved and will be omitted.
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